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Abstract. A non-decreasing sequence of positive integegheP ={p1, pz, ..., pn}
is calledk-ordered if an intermediate sequence of weights produceddiyman
algorithm for initial sequenci oni-th step satisfy the following conditions:

pi) = p® i=0k pP < p, i =k+1,n-3. LetT be a binary tree of sizeand
M=M(T) be a set of such sequences of posititeger weights that 1P [0 M the
treeT is the Huffman tree d® (JP|=n). A sequenc®n;, of n positive integer
weights is called aninimizing sequence of the binary tr&en the clasiv

(P, I M) if Pmin produces the minimal Huffman cost of the tfeaver all
sequences froml, i.e., E(T,P,,, ) < E(T,P) OP O M. Fibonacci related connection
between minimizing-ordered sequences of the maximum height Huffmesdand
the Wythoff array $loane, A035513has been proved. L&, (k =0,n—3) denote
the set of alk-ordered sequences of sizéor which the Huffman tree has
maximum height. LeE(i) denota-th Fibonacci numbeilheorem: A minimizing
k-ordered sequence of the maximum height Huffmamitréhe clasi,

(k=0,n=3) is Pmin_, ={p,, P,,....P,}, Wherep; =1,p> =F(1), ..., P2 = F(k+1),

Pz = F(K+2) =Wrge2),00 Prra = WEge2),1, Pits = WE(ke2),2, -+ Pn = W@ 2) k-3, Wij IS
(i,j)-th element of the Wythoff array The cost of Huffman trees for those
sequences has been computed. Several exampleriofinmg ordered sequences
for Huffman codes are shown.

1. Main Conceptions and Terminology
1.1. Binary Trees

A (strictly) binary tree is an oriented ordered tree where each nonleaf had exactly two children
(siblings). A binary tree is calleglongated if at least one of any two sibling nodes is a.ldaf
elongated binary tree of sinehas maximum height among all binary trees of siz&n elongated
binary tree is calleteft-sided if the right node in each pair of sibling nodes ileaf.

A binary tree is callethbeled if a certain positive integer (weight) is set orrespondence with
each leaf.

Szeof atreeis the total number d&aves of this tree.
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Definition. Let T be a binary tree with positive weigtRs{ps,.., pn} at its leaf nodes. Thee ghted
external path length of T is

E(T,P):anlipi

wherel; is the length of the path from the root to leaf

1.2. Huffman Algorithm

Problem definition. Given a sequence ofpositive weight®={pa,..., p»}. The problem is to find
binary treeTmi, with n leaves labeleg, ..., p, that has minimum weighted external path lengtir alle
possible binary trees of simewith the same sequence of leaf weigfitg, is called the Huffman tree of
the sequenck; E(T,Pmin) is called the Huffman cost of the trée

The problem was solved by Huffman algorithm [1]aThlgorithm buildS i, in which each leaf
(weight) is associated with a (prefix free) codesvor alphabet {0, 1}.

Note. A code is called a prefix (free) code if no codesvis a prefix of another one.

Algorithm description (in the reference to the discussed issue).
Algorithm input A non-decreasing sequence of positive weights
P ={ps, p2,--., P} ( Py < Prask =1Ln-1).
Algorithm output The sum of all the weights.
The algorithm is performed im1 stepsi-th step { =1,n 1) is as follows.
» i-th step inputA non-decreasing sequence of weights of sizel.
PED={ p{™, pf ... PG (¢ < ik =1n=i); P =ni+1.

_ _ () 4 plD D 6D )
* i-th step methodBuild asequence'?l 2 ks o Fieidil gnd sort its

* |-th step output. A non-decreasing sequence of iemfisizen-i.
PO={ p{”, p{,.... P} (P < plhik =1n=i-1); POl=n-.

Note 1. P9 is an input of Huffman algorithm, i.e.,
P’ = p (k=1n). 1)
Note 2. If an input sequence arth step(s) of the algorithm satisfies condition
py) =pd0<is<n-3),
then several Huffman trees can result from ingequenc® of weights, but the weighted external path
length is the same in all these trees.

LetP = {ps, p2, ps, ---, Pn} be @ sequence of sizefor which the binary Huffman tree éongated.
Then according to Huffman algorithm

p’ +py < pi=0n-3. €
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1.3. Wythoff Array
The Wythoff array is shown below, to the right loétvertical line. It has many interesting proper{,
3, 4].

Row numbe 1 2 3 4 5 6 7 8 9 10 11 12 Note
0 1 1 2 3 5 8 13 21 34 55 89 144Fibonacci numbers
Fib[2] 1 3 4 7 11 18 29 47 76 123 199 322 521Lucas numbers
Fib[3] 2 4 6 10 16 26 42 68 110 178 288 466 754
Fib[4] 3 6 9 15 24 39 63 102 165 267 432 699 1131
4 8 12 20 32 52 84 136 220 356 576 932 1508
Fib[5] 5 91 14 23 37 60 97 157 254 411 66510761741
6 11| 17 28 45 73 118 191 309 500 809 13092118
7 12 19 31 50 81 131 212 343 555 898 14532351
Fib[6] 8 14 22 36 58 94 152 246 398 644 1042 1686 2728
9 16|/ 25 41 66 107 173 280 453 733 118619193105
10 17| 27 44 71 115 186 301 487 788 12752063 3338
11 19| 30 49 79 128 207 335 542 877 14192296 3715
12 21| 33 54 87 141 228 369 597 966 1563 2529 4092
Fib[7] 13 22| 35 57 92 149 241 390 631 1021 1652 2673 4325

The two columns to the left of the vertical linenstst respectively of the nonnegative integers
and the lower Wythoff sequence whasth term is [(+1)*¢], wherep = (1+sgrt(5))/2 (Golden Ratio).
The rows are then filled in by the Fibonacci ridatteach term is the sum of the two previous tefiihs.
entryn in the first column is the index of that row.

Note. The Wythoff array description above has beenrtdkam [2].

Letw;; denote ani(j)-th element of the Wythoff array (row numbez 0, column numberj = 0).

1.4. Fibonacci Numbers and Auxiliary Relations
Let F(i) denote-th Fibonacci number, i.e(0) = 0,F(1) = 1,F(i) = F(i-1) + F(i-2) wheni > 1, L(i)
denote-th Lucas number, i.& (1) = 1,L(2) = 3,L(i) = L(i-1) +L(i-1) wheni > 2.
Note some property of the Wythoff array that isated to the discussed issue:

Weiy =F@+])+F(j),122,j20. 3
Note also the following property of Fibonacci nuntbe
1+Y F(j)=F(@+2). (4)
=1

2. Main Results

Let T be a binary tree of sizeandM=M(T) be a set of such sequences of posititeger weights that
OP OM the treeT is the Huffman tree d? (|P|=n).
Definition. A sequenc®m, of n positiveinteger weights is called eninimizing sequence of the binary
treeT in the clasM (P,;,, UM ) if Pmin produces the minimal Huffman cost of the ffeaver all
sequences from, i.e.,

E(T,R,,)< E(T,P)OPOM.
Definition. A non-decreasing sequence of positive integeghisP ={py, p2,..., P} is calledabsolutely
ordered if the intermediate sequences of weights prodbgelduffman algorithm for initial sequenée
satisfy the following conditions

Page 3 of 10



Fibonacci connection between Huffman codes and @fiytray
Alex Vinokur

p < p{’, i=0,n-3.

Theorem 1 [5] A minimizing absolutely ordered sequence of the elongatedybtres is
Pmina,s= {F(1), F(2), ..., F(n)},
whereF(i) isi-th Fibonacci number.
The weighted external path length of elongatedritr@eT of sizen for the minimizing absolutely
ordered sequend@Mmingsis

E(T, Pming,g = F(n+4) — (1 + 4).
Proof. The proof of Theorem 1 of [5].

Definition. A non-decreasing sequence of positive integeghisP ={p, p.,..., pn} is calledk-ordered
if the intermediate sequences of weights produgeduifman algorithm for initial sequend¢esatisfy
the following conditions

pY =p{, i=0k (5)
pd < pl’, i=k+1n-3. (6)
Let Mk (k=0,n-3) denote the set of dftordered sequences of sizéor which the binary
Huffman tree iglongated, i.e..P M, ,an elongated binary tree of sizés the Huffman tree d®.

Theorem 2 A minimizing k-ordered sequence of tbBngated binary tree in the cladd,x (k =0,n-3)
is

Pmin_ . ={p,, P,:....P,}, Where

pr=1,
p2= F(l), vy Pri2 = F(k+1),
Pk+3= F(k+2),
Pr+a = F(k+3) + F(1), prss = F(k+4) +F(2), ...,pn = F(n-1) + F(n-k-3).
In other words, taking into account (3)
p1=1,
p2 = F(1), ..., P2 = F(k+1),
Prs3 = F(K+2) =Wege2),0,
Pr+a = WE+2),15 Pr+s = WE(K+2),25 -« -3 Pn = WE(k+2) n-k-3s
wherew; is (i,j)-th element of the Wythoff array.

Proof. Becaus®min,x = {p1, p2, ..., Pn} IS Minimizing sequence of positiviateger values p; and
p2 should have minimal positive integer values, i.e.,

p1=p2 =1. (7)
Pmin, is k-ordered k = 0) sequence, so according to (5)
©) = O
Pz P
therefore according to (1) and (7)
Ps = 1.
Thus
pr=1, p=F(1),ps =F(2). 8

Further, taking into account (2) and (6) we obtamfollowing Huffman algorithm steps f&r
ordered k = 0) sequence of the elongated (left-sided) binary.tre
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Steps Ok
Step O (Initial): p1, P2, P3, Pas Psy -+« Pi-1s Pis Pits -+ Pr-1, Pri; p2 = p3;
Step 1: P3, P1 + P2, P4, Pss -5 Pty Pis Pty +- -5 Pr-1s Proy P+ P2 = Pa,
Step 2: Pa, P1 + P2t Ps3, Ps, - -5 Pic1s Prs Pitds -5 P, Pris P1+ P2+ P3=ps;
Step 3: Ps, P1 *+ P2 + P3 + P4, Per --+y Pic1s Poo Pty -+5 Pz Prs P+ P2+ P3 + Pa = Ps;
Stepk-1: Px+1, Prt P2+ ... P Pit2s -+s Pty Pr; PrtpP2+t ... +Pk=Pre2;
Stepk: P+, P+ P2 + ... + Pty Pit3s ooy Pty Pr; Pr+ P2+ ... + Pkl = Pres;
Steps k+1) — (-3):
Stepk+1.: Pr+3, P1 + P2+ ...+ P2y Prsds ooy Pry Pri Pt P2+ ... FPkr2 < Prrss
Stepk+2: Pw+a, P+ P2 + ...+ Pwt3s Pitss <oy Prely Py Pr+ Pzt ... +Pkes < Prss;
Stepn-4: Pn2, Pr+ P2+ .. +Pn3, Pt Pr; PL+ P2+ ... +Pni <P
Stepn-3: Pr-1, PL+ P2+ ... +Pnzs Pr; Pr+p2+ ... +Pn2<Pn;
Steps (-2), (n-1):
Stepn-2: Pn, PL+ P2+ ... +Pn1;
Stepn-1: pr+p2+ ... +pn.

Consider two cases.
Case 1. Steps B
It follows from relations for steps Kthat

i-2
P, :ij,i =4k+3.

j=1

Thus,
i-2 i-3 -
Pi—pa= P =D P =P i =4k+3.
j=1 =1

So, we have

Pi = Pi-1 — Pi-2, i = 4,k + 3.
Taking into account (8), we obtain
pi=F(@i-1),i =2,k +3. 9

In particular,
Prs3 = Fk+2) =F(k+2) +F(0). (10)

Case 2. Stepskftl) — (1-3).
Becausé’min, x = {p1, P2, ..., Pn} IS MiNimizing sequence of positiiateger values, inequalities for
steps k+1) — (-3) are transformed to the following equalities:

Stepk+1: Pis3, P+ P2 + ...+ Pre2s Prtds -y Pr-1s Pri Pr+ P2+ ... +Pis2 + 1 =Pyas;
Stepk+2: Pk+a, PLt P2+ ... + Pre3, Piss, - -y Pre, P PL+P2+ ... +Pa+ 1 =prss,
Stepn-4: Pn-2, PL+ P2+ ... ¥Pn3, Pr-t Py pr+p2+ ... +pn1+ 1=pny
Stepn-3: P, PL¥ P2 . ¥ P2, P Pr+pP2+ ... +Pn2t 1 =py;

From the equality for stefx€1), (9), (7) and (4) results
Pr+a = F(k+3) + 1 =F(k+3) +F(1). (11)
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Further, it follows from relations with equalitiés steps k+1) — (-3) that

i-2
p; :1+ij,i =k+5n.
j=1

Thus,

i—-2 i-3

pi—pi= (+) p;)=(@+> p;)=pi2 i =k+5n,

j=1 j=1

So, we have
Pi = Pii—Pi2, | =K+5n.
Therefore, taking into account (10) and (11), weeha
pi=F(@{-1)+F@-k-3),i=k+4,n.
From this and (3) it follows that
Pi = Wrk+2)jk3, 1 =K +4,n, (12)

wherew; is (i,j)-th element of the Wythoff array.
The statement of the theorem follows from (7),d89 (12).

Corollary 1. A minimizing O-ordered sequence of sizéor the elongated binary tree in is the Lucas
sequence shifted two places right, i.e. {1L.@,), L(2), ...,L(n-2)}, whereL(i) isi-th Lucas humber.
Corollary 2. A minimizing (-3)-ordered sequence of siador the elongated binary tree in is the
Fibonaccisequence shifted one place right, i.e.,§@1), F(2), ..., F(n-1)}, whereF(i) isi-th Fibonacci
number.

Note thatnormalized (n — 3)-ordered sequence of size

{1/F(n+1), F(1)/F(n+1), F(2)/F(n+1), ...,F(n-1)/F(n+1)}

has maximum weighted external path length ovep@dkible normalized sequences of siZer which
Huffman tree is elongated[6].

Theorem 3 The weighted external path length of the elordyaieary treerl of sizen for the
minimizing k-ordered sequend@min, is
E(T, Pminy) =F(n+ 3) +F(n—-k+ 1) — o —k + 3).

Proof. LetPmin,x = {p1, p2, ..., Pn} be the minimizingk-ordered sequence of the elongated binary
treeT of sizen.

According to Theorem 2

Pmin.k = {1, F(1), F(2), ...,F(k+2), F(k+3) +F(1), F(k+4) +F(2), ...,F(n-1) + F(n-k-3)}.
Weighted external path lengB{T, Pmin,) is

E(T, Pming) = > lipi.
i=1

wherel; is the length of the path from the root to leaf
T is the elongated binary tree, therefare 1,li=n—i+ 1 (i =2,n).
Then

E(T, Pmin,y) = Zn:hpi =(n-1p; + Zn:(n—i +1)p,

k+3 n

=(h-1) +Z(n-i +)F(@{ -1 + _Z(n—i +1)(F(i-1)+F(@i-k-93)

=(n-1) +Z(n—i)F(i) + Z(n—i)(F(i)+ F(i—-k-2)

i=k+3
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n- n-k-3

=(n- 1)+Z(n—|)F(|)+ Z(n—I)F(I k-2) =(n—- l)+Z(n—|)F(|)+ Z(n k—i-2)F(i)

:(n-1)+Z§F(i) . nz nZI:F(l) = (- 1)+nZ:z]:F(I) + nz ZJ:F(l)

Thus, taking into account (4), we obtaln
n-k-3

E(T, Pmlnnk)—(n—1)+Z(F(j+2) 1) + Z(F(j+2) 1)

i= i=
n-k-3 n+l n—-k-1

=(-D+IF(+2) -0~ + LF(+2) -(-k-3) =3 F() + L F()) +(1-k-3)

n+1 n-k-1

== (X F(j) -F@) ~F() + (X F())-F@ -F1) - 0 —k-3)

=(F(n+3)-1-+F(2)-FQ1)) + F(n-k+1) -1 F(2) -F(1)) - h-k-3)
=(FMn+3)-3)+E(n-k+1)-3)-h-k-3)
=F(n+3)+F(n—-k+1)-—-k+3).
The statement of the theorem proved.

Corollary 3. The weighted external path length of the elordyaieary tre€el of sizen for the
minimizing 0-ordered sequen&anin, (the Lucasequence shifted two places rigist
E(T, Pmin,o) =F(n+ 3) +F(n+ 1) — o + 3).
Corollary 4. The weighted external path length of the elordyaieary tre€l of sizen for the
minimizing (n — 3)-ordered sequen&ain, .3 (the Fibonaccsequence shifted one place rigist
E(T, Pminyn.3) =F(n+3) +F(n—(n-3)+1)-0-(Nn-3)+3)=F(n+3) +F(4) - 6 =F(n + 3) — 3.

3. Examples
Several examples of minimizing ordered sequenaeddiéman codes are shown below. An underlined
integer in the tables means a nonleaf node coatrdat as a result of merging two leaf nodes on the
previous step of the Huffman algorithm. Shaded mwisi mean leaf nodes selected to be merged on the
current step.

Example 1 Absolutely minimizing ordered sequerfesin,,sof size 10.

stepi | PY [p0]p®| p&| p&'| p&[ p¢| p| p¢'| p¢’| pY
Initial 0) | PO | 1 1 2 3 5§ g 13 21 34 55
1 PV ] 2 2 3 5 § 13 21 34 59
2 P@ | 3 4 § 8 13 21 34 55
3 P® | 5§ 7 8 13 21 34 55
4 p& g 12 13 21 34 55
5 P® | 13 2d 21 34 55
6 P® | 21 33 34 55
7 P | 34 54 55
8 P® | 559 88
9 P® 143

{P1, P2, P3, P4, Ps, Pe, P7, Ps, Po, P10} = {1, 1, 2, 3, 5, 8, 13, 21, 34, 55} —
Fibonacci sequence of size 10.
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Example 2 Minimizing O-ordered sequen&ming o

Stepi PP 1p® | pi] p®| p®| p®| p®| p®| p®| pO| p®
Initial 0) | PO | 1 1 11 3 4 7 11 19 29 47
1 PYU 1 14 2 3 4 7 11 18 29 47
2 PP | 3 3 4 7 11 14 29 47

3 PO | 4 g 7 11 18 29 47
4 PP | 7 1d 11 18 29 47
5 P® | 11 17 14 29 47
6 P® | 18 28 29 47
7 PO | 29 46 47
8 P® | 47 75
9 PO 127
p1=1;

{p2, p3} = {1, 1} = { F(1), F(2)} - Fibonacci sequence of size 2;
{p3, Pa, Ps, Ps, P7, Ps, Po, plO} = {l, 3, 4, 7, 11, 18, 29, 47} -
Wythoff array row#1 (rowE(2)) sequence of size 8 (the Lucas sequence).

Example 3 Minimizing 1-ordered sequen&mingg 1

Stepi PO 10 0] p®| p®| p®| p®| p®| p®| pO| p
Initial 0) | PP | 1 1 1 2 4 ¢ 1d 16 26 42
1 PV 14 2 2 4 ¢ 14 16 26 42
2 p® 2 3 4 6 10 16 26 42

3 P® | 4 g5 g 10 16 26 42
4 p@ 6 9 14 16 26 42
5 P® | 1d 15 16 26 42
6 P® | 14 25 26 42
7 PO | 24 41 42
8 P® | 42 67
9 P® [10¢
pi=1;

{p2, P3, pa} = {1, 1, 2} ={F(1), F(2), F(3)} - Fibonacci sequence of size 3;

{ Pa, Ps, Ps: P7, Ps, Po, P10} = {2, 4, 6, 10, 16, 26, 42} —
Wythoff array row#2 (rowE(3)) sequence of size 7.
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Example 4 Minimizing 4-ordered sequen&ming 4

stepi | PY [p0]p®| p&| p@| p&| p&[ p2[ p¢'| pO’| pY
Initial 0) | PP | 1 1 1 2 3 5§ 8§ 14 22 34

1 pd 1 2 2 3 5§ 8 14 22 34

2 pe 2 3 3 5 8 14 27 36

3 P& | 3 5§ § 8 14 27 36

4 p& 5 8 8§ 14 22 3§

5 PO | g 13 14 22 36

6 P® | 14 21 22 36

7 P | 22 35 3§

8 P® | 36 57

9 P® | o3

p1=1;

{P2, Ps, P4, Ps, P, P7} = {1, 1, 2, 3, 5, 8} = £(1), F(2), F(3), F(4), F(5), F(6)} —
Fibonacci sequence of size 6;
{p7, Ps, Po, P10} = {8, 14, 22, 36} - Wythoff array row#8 (rows{6)) sequence of size 4.

Example 5 Minimizing 7-ordered sequené&&ning 7

Stepi [ PV Tp0[p0] o o] pi’[ pS'[ o[ o] 0] I3
Initial 0) | PO | 1 1 1 2 3 5§ 8 13 21 34
1 pd 1 22 2 3 5§ g 13 21 34
2 p® 2 3 3 5 8 13 21 34

3 P& | 3 5§ § 8 13 21 34
4 p& 5 8§ 8 13 21 34
5 PO | g 13 13 21 34
6 P® | 19 24 21 34
7 P | 21 34 34
8 P® | 34 55
9 PO | 89
p1=1,;

{p2| P3, Pa, Ps, Ps, P7, Ps, Po, plO} = {1’ 1! 2! 31 5’ 8! 131 21! 34} =
{F(1),F(2), F(3), F(4), F(5), F(6), F(7), F(8), F(9)} - Fibonacci sequence of size 9;
{p1g} = {34} - Wythoff array row#34 (row#(9)) sequence of size 1.
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