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When you have excluded the trivial, whatever remains, hewgwprobable,
must be a good topic for a debdte.

1 Introduction

This chapter is somewhat of an anomaly in this book. Firstéyauthors profess no par-
ticular knowledge of any effects in biology, (whether quantor non-quantum, trivial or
non-trivial), both being theoretical quantum physicisysttade. Secondly, we adopt here a
skeptical view on the existence of such effects if they faltie non-trivial class. That two
such skeptical non-experts have been invited to contrituthis volume came about as a
result of the public debate (reproduced earlier in this r@)iat the 2nd International Sym-
posium on Fluctuations and Noise, held in the Canary Islam@804. We two were invited
by Derek Abbott to affirm the statement tl@tiantum effects in biology are trivial.

This chapter will reproduce many of the arguments that werpthiat debate, although
hopefully somewhat more coherently than we communicateohtat the time. It also con-
tains some arguments that were not covered in the debatéo@iywthe debate would have
been pointless unless both sides had agreed on what colan®adrivial quantum effect in
biology. Thankfully, all participants in the debate did @grmore or less, although only one
(HMW) offered a formal definition: that a non-trivial quamtueffect in biology is one that
would convince a biologist that they needed to take an adddigoantum mechanics course
and learn about Hilbert space and operators etc., so thatth#d understand the effect.

To use the word “trivial” to characterize all quantum efeat biology that do not in-
crease enrollments of biologists in advanced quantum p&isiurses is unfortunate. Nei-
ther we, nor, we imagine, any of the debate participantsh wosdenigrate the interesting
and challenging research into quantum effects relevanidlody such as coherent excita-
tions of biomolecules [26, 20], quantum tunneling of prat{@0], van der Waals forces [34],
ultrafast dynamics through conical intersectidns [8], phdnon-assisted electron tunneling
as the basis for our sense of sméell [7]. But here we are coedernt with these real (or
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at least plausible) quantum effects, but rather with moiexunproven (and, we believe,
implausible) effects.

What might these non-trivial sorts of quantum effects be?e&# have been suggested
in the literature (see other papers in this volume), but wié aeincentrate upon four: A
quantum life principle; Quantum computing in the brain; Qusn computing in genetics;
and Quantum consciousness. These intriguiging topicsgedtie structure of our chapter.
We devote one section each to briefly explaining, and thangdhe implausibility of, these
hypothetical effects. It is hence the purpose of the predesmpter to be cautionary: to warn
of ideas that are more appealing at first sight than they atestie.

We end, however, on a more constructive note in our final @echy pointing out that
there is one sense in which it seems likely that quantum tsfietroduce a non-trivial dif-
ference between brains and digital computers. This se@@oantum free will) is of interest
philosophically rather than scientifically, so we do notaeas an exception to our claim that
biologists should not want to enroll in advanced quanturrsimycourselg.

2 A quantum life principle

2.1 A quantum chemistry principle?

It is a widely held belief that the origin of life is extremalylikely according to established
science. This has led some to argue that there exists a hatin@ple, in addition to exist-
ing laws, that guarantees that life must arise in the Uneverssee Ref[[10]. In this review,
Davies points out difficulties with this argument, but aggdly he gives it some credibility
since he used it in the 2004 Canary Island debate. There teg $teat, unless life is mirac-
ulous, there must be a life principle, and that since it isredamental physical principle, it
must be related to our most fundamental physical theoryniyua mechanics. In Ref. [10]
he suggests that the origin of life may be related to quanesnch algorithms, an idea we
discuss in Segl4.

That a belief is widely held does not make it correct. Indeeel claim that the origin
of life is entirely plausible according to established gbgktheories. Moreover, the relevant
physical theory, chemistry, has no deep relation to quamtihysics. To understand chemi-
cal structure and reactions at a fundamental level it is,pofge, necessary to use quantum
physics. But chemistry is usually regarded as emerging fobirsics in a straight-forward
(upwardly causal, not downwardly causal|[11]) way. If thisre/ not the case, it would be
necessary to postulate not merely a “quantum life printjfiet also a “quantum chemistry
principle” (along with, presumably, a “quantum condenseatter principle”, a “quantum
atom principle”, and so on).

That life is an epiphenomenon of chemistry, and one whoseappce on earth is un-
surprising, even expected, is well argued by Dawkins in histhmecent popular book on
evolution [13]. First, he stressses (pp. 575-81) that tlsera=e of life, the aspect of life that
must precede all others, lieeredity Heredity means the existence of a varied population of
replicators in which the variation is (at least partiallgherited in the act of replication. To
quote Dawkins,

[S]ome writers ... have sought a theory of metabolism’s sgmeous origin,
and somehow hoped that heredity would follow, like otherfuisgevices. But
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heredity .. .is not to be thought of as a useful device. Heyddis to be on the
scene first because, before heredity, usefulness itselidnaseaning. Without
heredity, and hence natural selection, there would have hething to be useful
for.

Accepting Dawkin’s imperative, the origin of life can beuithinated by seeking the
simplest carrier of hereditary information in the naturairid. A well publicized exam-
ple [12,[13] isSpiegelman’s Monstenamed after its developer [28]. It is far simpler than
the viruses from which it was derived. It is an RNA strand aen2t8 nucleotides long;
that is, it is a large molecule containing less tHaA atoms. The environment in which it
replicates is an aqueous solution of activated nucleqtjglas an enzyme @replicase. As
shown by Spiegelman and Orgel, the monster carries hergdifarmation, and undergoes
natural selectiol. Most remarkably, self-replicating monsters appgzontaneouslin the
environment described above [41].

The point of these investigations is not that Spiegelmaraster is the first life — that
probably developed in quite different environments [12), Bather, in the present context,
the points are: (i) that the beginnings of life need not belge® complicated as is imagined
by those who stress its implausibility; and (ii) that nothin these experiments suggest that
anything other than chemistry is involved in the self-adsigrand replication of these largish
molecules. Indeed, it is likely that the chemical reactiowslved could be reproduced, in
the not too distant future, by simulations based at the atdeniel. Such a simulation would
be a definitive refutation of the idea of a quantum life pniei

2.2 The anthropic principle

It could be argued that, even if life is an almost inevitaldasequence of chemistry in suit-
able environment, this fact itself requires explanatiohaflis, does it not seem miraculous
that the physical world enables life to arise? Specificdllgas been argued that the funda-
mental constants of physics are “fine-tuned” so as to all@nettistence of long-lasting stars,
planets, liquid wateetc. that are apparently necessary for life to arise [4]. Suchrgaraent
is known as the strong anthropic princiﬂye According to the standard model of particle
physics, there are some 20 fundamental constants whosesvata arbitrary, and according
to theories like string theory, these “constants” are it tacantum variables [42]. Thus it
might seem plausible to claim that life is somehow linkeduarfum cosmology [10].
Leaving aside the possible lack of imagination of physicigith regard to the sorts of
universes in which life may exist, it seems unnecessaryukimthe strong anthropic princi-
ple to argue for a quantum life principle, when the weak aha principle has just as much
explanatory power. The weak anthropic principle simplyestdahat we should condition all
our predictions on the undeniable fact that we are here ttheesuestion [4]. Thus, if asked,
what is the chance that the fundamental constants will bedda have values that enable
life to evolve, we would have to say that the chance is esagntinity, since life evidently
has evolved. That is, invoking some special principle tda@&grghat life must have appeared
and evolved intelligent observers is as unnecessary akiimya special principle to explain
that the language we call English must have developed arahieewidespread.

3Indeed, later work [17] showed that, through natural silacthe monster reduced even further in size, down
to a mere 50 nucleotides — a few thousand atoms!

4Martin Gardiner has suggested the name Completely Ridisulenthropic Principle for the more extreme
versions of this principle_[19].



3 Quantum computing in the brain

3.1 Nature did everything first?

In the past decade of so, the field of quantum informationofthand experiment) has ex-
ploded [31]. This is driven largely by the prospect of builglia large-scale quantum com-
puter, that could compute much faster than any conceivddmdsical computer by existing in
a superposition of different computational states. Thasléenaturally to the conjecture that
the brain itself may be a quantum compuler [24].

When looking at the wealth of existing life forms, the follmg observation becomes
apparent: Nature had the idea first. Indeed, in nature we edrpéirachutes and explosives,
surfaces reminiscent of the most sophisticated nanostetimaterials used in aeronautics
today to reduce the aerodynamic resistance. Many effedts@mcepts of physics can indeed
be found to be exploited by some life form to its benefit. Steradll, why should this not
apply to the brain being a quantum computer?

We would argue that this is not a legitimate argument. Whilis istriking that some
features have been “invented” by nature, the argument dsiswc“postselected argument”,
based on case studies of anecdotal character. It is eqifallyt (nore) easy to collect coun-
terexamples of the same character; that is, inventions faclwno counterpart in nature is
known. For example, there are no metal skeletons, despit@ fm&ing much stronger than
bone. There is no radio (long distance) communication,itethis certainly being a useful
and feasible means of communication. No closed-cyclegefation based on gas expansion
is known. There is no use of inferometry to measure distandéso, the eye is as such a
really lousy camera, corrected by the “software” of the traihis last example illustrates
a general point: nature makes do with things that are goodgmat does not do precision
engineering. If there is one thing a quantum computer requit is precision, as we discuss
below in Sed_313.

3.2 Decoherence as make or break issue

The case for the brain being a quantum computer, or indeeglfamtum mechanics playing
any key role at a macroscopic level in the nervous systemeakest because of one effect:
decoherence [47, 46].

A quantum system is never entirely isolated from its envinent, which is always “mon-
itoring” its dynamics. That is, information is transferriedo the environment, where it is
diluted into a larger and larger number of degrees of freedés a result, superposition
states become, for all practical purposes, indistingtilshfaom classical mixtures of alterna-
tives on a time scale known as the decoherence timeé [417, §anishort, quantum coherence
is lost, as an effect of the environment monitoring the syste

This effect of decoherence is one of the main concerns irareB®n quantum compu-
tation [31], where ingenious ways are being explored ofldhig engineered and strongly
cooled quantum systems from their respective environmémfsct, decoherence is the key
challenge in the realization of a full-scale quantum corepuln large scale biological sys-
tems, like the brain, decoherence renders large scale etefas necessary for quantum
computation) very implausible. Even the most optimistise@chers cannot deny the fact
that the brain is a warm and wet environment. This is in cabtmathe high-vacuum environ-
ment used in the beautiful experiments on spatial supeiposiof organic molecules from



Markus Arndt's and Anton Zeilinger’s group in Vienna [23] the realistic biological set-
ting, even the most conservative upper bounds to realistolterence times are dauntingly
small [43].

Itis essential to keep in mind that large-scale quantum catipn does not mean merely
computing with a large number of systems, each of which behguantum mechanically.
If coherence prevails only in subsystems of a quantum coenphtit not over wide parts
of the whole system, the computation would be no more powéran its classical coun-
terpart. Simply putting subsystems together operatinguamtym rules with no coherence
between them cannot give rise to a quantum computeér [31]rfate the large scale super-
positions necessary for quantum computation requiregprieg) coherence for a long time,
long enough to enable all the different subsystems to intera

Tegmark’s article[[43] is a careful discussion of the plailgy of preserving coherence
over long times under the conditions in the brain. He focusetwo situations where it has
been suggested that quantum superpositions could be inaitita superposition of a neuron
firing or not [38]; and a superposition of kink-like polariican excitations in microtubules,
playing a central role in the proposal of Hameroff and Pem{@§]. The firing of a neuron
is a complex dynamical process of a chain reaction, invglWia™ and K* ions to quickly
flow across a membrane. Tegmark provides a conservativeatstiof the relevant decoher-
ence times for a coherent superposition of a neuron firinlydtieg only the most relevant
contributions, arriving at a number @0—2° seconds. Similarly, he discusses decoherence
processes in microtubules, hollow cylinders of long polysn@rming the cytoskeleton of
a cell. Again, a conservative estimate gives rise to an estidhtime ofl0~'3 seconds on
which superpositions decohere to mere mixtlrdhe general picture from a discussion of
decoherence times that emerges is the following: Even égsition states were to appear
in the processes relevant for brain functioning, they wadcsist for times that fall short (by
many orders of magnitude!) of the time scales necessarpéoptoposed quantum effects to
become relevant for any thought processes.

3.3 Quantum error correction

The theory of quantum computation offers a number of stiasefpr preserving coherence
of quantum evolution in the presence of a decohering enwigort. To be sure, the idea of
classical error correction of simply storing informatie@dundantly and measuring the full
system to decide with a majority rule whether an error hasiwed does not work; in that
case the measurement itself necessarily destroys theerateein the system, as it acquires
information about the encoded quantum state. It was oneeafidjor breakthroughs in the
field of quantum computation that quantum error correctionlad nevertheless be realized.
One indeed encodes quantum information in several physysaéms, but in a way that in
later partial measurements, one can only infer whether esr éas occurred or not, but
without being able to gather any information about the erdostate itself [39, 40]. Based
on this knowledge, the error can then be corrected.

The idea of quantum error correction has been further dpeelinto the theory of fault-
tolerance([2| 11]: Even using faulty devices, an arbitrakilgg quantum computation can
be executed reliably. In topological quantum memoriestesys are arranged in a two-
dimensional array on a surface of nontrivial topologyl[1H). physical systems, all these

5To be fair, it should be noted that Hageiral. [24] themselves argue that decoherence times may be sitlfic
shorter than this [37].



ideas may further be enhanced with ideas of trying to stagiwjphysical decoherence-free
subspaces [45], or bang-bang control. In the debate, Staaneroff said:

I mentioned [yesterday] that micotubules seem to have usedribonacci
series in terms of their helical winding and it has been sagggkthat they uti-
lize topological quantum error correction codes that cdadé@mulated in [man-
made] technology. As far as redundancy there’s a lot of f&isah in the brain
and memory seems to be representable holographicallygsmdancy is not a
problem.

So why should, after all, nature not operate the brain aslattderant quantum computer?

Although this is a tempting idea it is by far more appealingtti is a realistic option.
Beautiful as the idea is, it only works if the basic operagi¢called gates) are not too faulty.
In realistic terms, they have to be very, very good. Spedificquantum fault tolerance,
employing complicated concatenated encoding scheme$, [@iotks if the performance of
logic operations is better than a certain finite threshdlthd probability of failure of a basic
logic operation is below this threshold, then a computatian indeed be performed as if
perfect quantum gates were available. To obtain good uppktaaver bounds to the exact
value of this threshold is a topic of intense research, blutegaof about 0—3 are realistic.
Presently, we are a long way from achieving such low probigtof error experimentally,
even in sophisticated systems of laser cooled ions in t@ps, optical systems. To say, as
Hameroff did in the public debate, that

[...] if you add the potential effect of topological quant@mor correction
you get an indefinite extension,

misses the point that such quantum error correction is oo$giple once you have already
reached the regime of very small errors. The required acgusan very sharp contrast to

any accuracy that seems plausibly to be available in thatsligbove room temperature en-
vironment of the brain. To think of performing reliable arhrily long quantum computation

under these conditions is frankly unrealistic. Thus while appeal of fault tolerance as an
argument in favor of large scale coherence is indeed en@ntba numbers very strongly

argue against that.

3.4 Uselessness of quantum algorithms for organisms

Afinal objection to the idea that quantum computing in therbweould have evolved through
natural selection is that it would not be useful. Quantum jgotimg has no advantage over
classical computing unless it is done on a large sc¢ale [313. difficult to make statements
about the time scales for quantum operations in the braiausecthere is zero evidence
for their existence, and because existing platforms on lwhigantum computing is being
explored are immensely different from any known biolog&ydtem. But for no other reason
than the difficulty in doing quantum error correction comgghto classical error correction,
it can only be expected that the time required to do a quantwit loperation would be
greater than the corresponding time for classical logicgatens. Because of this, quantum
computing to solve any given problem would actually be siothan classical computing
until the problem reaches some threshold size.

History is littered with case studies of organs and attebuhat seem to defy Darwinian
evolution because any intermediate stage on the path tevilaed full development would



be useless or even harmful. But none have stood up to scritdly So perhaps the hy-
pothetical quantum computer in the brain could have conmearistence despite the above
arguments. After all, quantum computers are generallyghbto provide an exponential
speed up in solving certain problems|31], so the threshmblpm size needed to overtake
the limitations of intrinsically slow quantum logic opeits is not so large. Unfortunately,
the sort of problems for which such a speed up exists have viowbapplication to a bio-
logical organism. Basically, the problems quantum conmsiaee really good at are number
theoretic in nature. Instances of these problems, suctctwifag large semi-prime numbers,
form the basis of modern cryptography as used millions oé$ira day on the internet (RSA
encryption). If it were not for this fact, such problems wibble regarded as mathematical
curiosities. Do enthusiasts for biological quantum conmguimagine that animals evolved
the ability to send RSA-encrypted messages to one anothérsizbsequently evolved the
means to eavesdrop by quantum computing?

To be fair, there are problems of more general use that qoantmputers can attack
using the Grover search algorithm [21] and its relative$.[&tover’s algorithm is sometimes
described as being useful for “searching a database”, stiggehat, for example, it would
help one find a person in an (alphabetically ordered) phooielfoall one had was their
phone number. This is a misconception. The Grover algorithian important quantum
algorithm — indeed it was one of the breakthrough results +itlmannot search a classical
database. What it requires is a quantum database: a fixgch&utl-wired database-“oracle”,
a black box that is “called” in the process of the quantum @ilgm. Nevertheless, Grover’s
algorithm and its relations may be applied to hard problesnsh as finding good routes
in a network, that would conceivably be useful to an animahfddtunately, the speed-up
offered by Grover’s algorithm on such problems is at bestlgatéc. Moreover, it has been
proven that no algorithm can do better than Grover’s algorit Thus quantum computers
make no difference to the complexity class of these problefte lack of an exponential
speed-up means that the threshold problem size for any ageatiall is very large. This
makes it exceedingly unlikely that evolution could have et leap to large-scale quantum
computing.

4 Quantum computing in genetics

4.1 Quantum search

If not in the brain, then perhaps coherent quantum effectgven fully fledged quantum
computations, are operating behind the scenes at the roapimslevel of our genes [10]. It
has been argued that the genetic code contains evidengatiimization of a quantum search
algorithm. Again, this is intriguing idea, and it may not baspible at the present stage to
definitively rule it out. Here we argue, however, that theedas such an idea is, if anything,
weaker than that for quantum computing in the brain.

The argument formulated, albeit cautiously, in Réf.1[33famor of quantum effects to
play a role in genetics, is to a large extent based on suggesimbers that are involved: On
the one hand, the genetic code is based on triplets of nigdsodf4 varieties that code for
20 or 21 amino acids. On the other hand, the optimal numef sampling operations in
Grover’s algorithm on an unsorted databasévobbjects is given by) = 1 for N = 4 and
@ = 3for N = 20 or N = 21. This might appear indeed as a remarkable coincidence of
numbers.



But then, some caution is appropriate: To start with, the odl) andN is very different.
More convincing as an argument against a connection, hawisyerobably the observation
that3, 4, 20, 21 also appear, say, in the sequence of numbers which appesmrtlr@when
written in bases and basé0/2. This is easily revealed by using the On-Line Encyclopetlia o
Integer Sequences of AIT Research [3]. It is an interesting and educational pastinsee
how essentially every finite sequence of integer numbettiacan possibly come up with
appears in, for example, the “number of isolated-pentagberénes with a certain number
of vertices”, or the “decimal expansion of Buffon’s condtaiThe sequence, 4, 6, 9 in this
order, to consider a different random example, appears fewer than1 65 (!) listed integer
sequences, each of which is equipped with a different coctsbn or operational meaning.
The lesson to learn is that one should probably be not toaiseghabout coincidences of
small tuples of integers.

Moreover, as has been emphasized above, Grover's searatan algorithm that sorts a
database given as a number of objects following the lawsassatal mechanics: One needs
a hard-wired oracle, following the rules of quantum mecbaibietween all involved objects
throughout the computatioh [21]. It is difficult to conceivew such a hard-wired coherent
oracle would be realized at the genome level. The optimafrdwvgment in the sampling
efficiency, in turn, would be of the order of the square rooloflt does seem unlikely that
the overhead needed in a reliable quantum computationjghp&ven enhanced by error
correction requiring again an enormous overhead, wouldryyfigure of merit be more
economical than, say, a simple doubling of the waiting timedse ofV = 4.

4.2 Teleological aspects and the fast-track to life

One of the most interesting open questions at the interfateeobiological and physical
sciences is the exact mechanism that led to the leap fromleamlecules to living entities.
The path from a non-living complex structure to one of thesgale living structures may in
some way be aregarded as a search procedure, the numbegmtiidiving structures being
likely a tiny subset of all possible ones consisting of thmsa&onstituents [10]. Now, how has
nature found its way to this tiny subset? Needless to say,awve tery little to say about this
key question. In this subsection, we merely cautiously vthat whatever the mechanism,
the involvement of quantum superpositions to “fast-traths search again in the sense of a
quantum search appears implausible.

When assessing the possibility of quantum search here @te kaep in mind that quan-
tum search is, once again, not just a quantum way of havinghkiloa classical database
of options: Necessarily, the coherence must be preserntgd.nfeans that in the search, the
figure of merit, the oracle, needs to be hard-wired. Thislerhas to couple to all subspaces
corresponding to all different options of developments. aiMe more, there is a teleologi-
cal issue here: It is not entirely clear what the search @lgorwould be searching for. The
figure of meritis not well defined. If a search is successiig Has been created, but what fea-
tures does life have? Arguably, this might be linked to thecitire being able to reproduce.
But again, this figure of merit could only be evaluated by édeisng subsequent genera-
tions. Thus it seems that it would be necessary to presergherent superposition through
multiple generations of such structures, which we wouldiarg particularly implausible.

6To represent a given number in bdsene proceeds as follows: If a digit excedg®ne has to subtradtand
carryl. In a fractional basé/c, one subtracts and carries:.



5 Quantum consciousness

5.1 Computability and free will

Recent years have seen significant advances in the undirgjari neural correlates of con-
sciousness [29]. Yet, needless to say, the understandiognsttiousness on the biological
elementary level is not sufficiently advanced to decide s ®f quantum mechanics play-
ing a role or not in consciousness, beyond the obvious ievoént of ruling the underlying
physical laws. Hence, any discussion on the role of quanteshiamics in form of long-range
entanglement in the brain or in actual realistic collapdesave-functions is necessarily of
highly speculative character. Here, we limit ourselvesddrassing arguments put forward
in the public debate which triggered the publication of thi®k, and warn of the possibility
of fallacies in some of these arguments.

Where could quantum mechanics play a key role in consci@s$helameroff argued in
the debate, based on an earlier proposal put forth in Ref, {28t the gravitational induced
collapse of the wave-function is eventually responsibtectmscious acts. Moreover, micro-
tubules forming the cytoskeleton of neurons should be s place to look for such state
reductions. These reductions should be realistic, agthalbpening state reductions, in what
is called an orchestrated objective reduction (Orch-OR).

This is interesting, but also dangerous territory. To stdth, it does not refer to the
established physical theory of quantum mechanics as s@;I88}. The motivation for this
approach is to seek a way for human consciousness to be npotaife, in order to differ-
entiate it from mere computation as performed by aritifioélligence machines (see also
Sec[6). But computability and noncomputability are the samguantum computer science
as in classical computer science. Thus Penrose and Hamausffappeal to a new theory of
nature that may allow for noncomputible physical effectsey speculate that the key feature
of this new theory would result from unifying quantum meatianvith general relativity (i.e.
gravity).

There is no generally accepted theory of quantum gravitynddeto invoke a realistic
collapse in this sense bears the risk that the debate is girstoea dark corner where every-
body simply has to admit that he or she has no proper undéistawhat is happening there:
Ha, | told you that you do not know the answer! In the debatenetaff invoked the

[...] hypothesis of quantum gravity, which is the only way ofi us being
helpless spectators,

(that is, the only way to prevent our thoughts from being cutilge). The mere wish that
gravity could leave a loophole for free will does not seemgdaibe a very strong argument
for this hypothesis. Finally, it should be pointed out thedre is essentially no experimental
evidence for any sort of information processing in micretels, still less quantum infor-
mation processing, and yet less again for noncomputiblatguagravitational information
processing.

5.2 Time scales

Invoking quantum gravity also leads to confusions in the parison of time scales relevant
for coherent quantum effects. In the debate, Hameroff said:



One of these guys [on the affirmative team] mentioned that $@smingly
ludicruous it is to bring in quantum gravity because i24sorders of magnitude
lower than decoherericeHowever, in Roger’'s scheme the reduction is instanta-
neous so the power is actually calculated as a kilowatt geedituprotein.

To this Zeilinger (also on the negative team) asked
But why don’t we all boil if it is a kilowatt?
to which the response was
Because it is only over a Planck tihé—*2 seconds.

These statements refer to the postulated Orch-OR time e€alate vector reduction. The
relevant decoherence time scales are given in Ref. [24;dabliection of numbers contains
on the one hand estimates for environment-induced decoteitimes, for example of a
superposition of neural firingl(—2° seconds). On the other hand, it gives the time scale of
superposition decay in Orch-OR)~“-10~° seconds. Based on these numbers, the obvious
conclusion would be that, since the gravitationally indu@rch-OR time scale is so much
slower than decoherence, the former process will be bésicalevant.

What is more, the status of these two numbers is very diftefidre environment-induced
decoherence time scale is calculated with the help of stdrglzantum mechanics as could
be toughtin any second year quantum mechanics course. frasgrihe number on Orch-OR
derives from a speculative reading of what effects quanttawvity could possibly play here.
In this figure in Ref.[[24], these two numbers are put togetirethe same footing, written
in the same font size. There is nothing wrong with openly sfsing, and the presented
approach is not necessarily wrong or uninteresting. Bu&it become problematic when
the right disclaimers are not put in the right places, wh@exralation on time scales of a
potential theory of gravity are discussed with the same wartd on the same footing as an
elementary standard quantum mechanics calculation. Rieggthe status of th&0—*-10—°
seconds it is not even entirely clear what object it refergdiso, the fact that the conscious
thinking process occurs on similar time scales to this hygital Orch-OR, does not make
the processes causally linked. To make that link is to risfo@ucing a rather postmodern
tone into the debate, where “anything goes”.

6 Quantum free will

6.1 Predictability and free will

As mooted in the introduction, there is a relation betwefmndnd quantum physics that may
motivate a philosopher, if not a biologist, to try to undarst advanced quantum physics.
This is the fact that quantum physics implies an in-prineigistinction between (classical)
digital computers and human brains: the behavior of the éoiimpredictable, while that of
the latter is not. Note that we are not just making the obvimlservation that in practice
the actions of human beings are unpredictable; we are mékéstronger statement that no
matter how well you observed your neighbor (and your neigbtsurroundings), with the
help of any level of technology, and how well you understdoeht, with the help of any

"For an actual comparison of the relevant time scales, sedZ2}f
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level of computing power (including quantum computersfucould not predict precisely
how they would respond to a given stimulus (such as your kgl ball into their yard) at
some point in the sufficiently distant future.

Digital computers are designed to have deterministic dstpor a given input. Apart
from hardware errors, which happen very infrequently, thipot of computer is completely
predictable simply by feeding the input into an identicalgsigned machine. Human brains
are not designed at all, but more to the point they are anadoigels. Moreover, they are ex-
tremely complicated systems, comprising rougtty'! neurons, each electrically connected
with varying strength to many other neurons. And each neig@non-trivial element in
itself, with complex biochemical reactions determiningvhibresponds to its stimuli. Thus
there is every reason to expect the brain to be a chaoticrsystehat a small difference to
the initial microscopic conditions of the brain would be difigd over time so as to lead to
macroscopically different behavior (such as kicking thi lwack, or throwing it back).

The above argument does not yet establish an in-princiffiereihce between brain and
computer, because in principle it would seem that a suffiliemivanced technology would
allow you to know the microscopic state of your neighboraibr(and the microscopic state
of their body and other surroundings) to any degree of acgusa that in principle its state
at some fixed future time could be be predicted to any degraeairacy. What prevents this
is of course quantum mechanics: it is impossible to knowiped¢the position and momen-
tum of a particles. Under chaotic dynamics, this microscapiantum uncertainty will be
amplified up to macroscopic uncertainty. Even for a hugeesystith few degrees of free-
dom — Saturn’s moon Hyperion — the time taken for its orientato become completely
unpredictable according to quantum mechanics is only 26sy{d&]. For a far smaller and
far more complex system such as the human brain, we wouldcele time to be far, far
smaller — see also Ref. [114].

Thus quantum mechanics implies that, even if artificiallliglence were realized on a
classical digital computer, it would remain different frdraman intelligence in being pre-
dictable. Of course this does not mean artificial intelliceevould be deficient in any aspect
of human intelligence that we value, such as empathy or thigyato write poetry. How-
ever, such an artificial intelligence would lack free will,l@ast in the following operational
sense: If it thought that it had free will, then it would make tvrong decision in Newcomb’s
problem , by thinking that it could outwit a Predictor of itshavior [32]. For humans, by
contrast, such a Predictor cannot exist, except as a supeahdeing (a case we have no call
to address).

6.2 Determinism and free will

Having made this distinction between human brains and ohintéstic digital computers,

it is important to note that the above argumentsndd mean that human brains are non-
deterministic (still less that they are uncomputable, asé% feels they must be [36]). The
reason is that determinism and in-principle predictapdite not the same things. There are
deterministic theories in which systems are unpredictebdm in principle because there are
in-principle limitations on how much any physical obserean find out about the initial
conditions of the system. Moreover, these theories are moe mphilosopher’s toys. One
of the more popular interpretations of quantum mechanigeyk as Bohmian mechanics
[5,16,[27]9], is just such a thedﬂy.

8Please note that the following discussion reflects only tiirions of one of us (HMW).
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In the Bohmian interpretation of quantum mechanics, quangarticles have definite po-
sitions which move guided by the universal wave-functionThe latter evolves according
to Schrodinger’s equation; it never collapses. All thaillapses” is an observer’s knowledge
of the positions of particles, and this “collapse” is nothibut Bayesian updating based on
correlations between the particles in the system of intened the particles from which the
observer is constituted (and on which the oberserver'saounsness supervenes). Because
of the way the particles’ motion is guided Hy, it can be shown that the observer’s knowl-
edge of the position: of a particle for some system is limited by quantum uncetyaiim
exactly the same way as in orthodox quantum mechanics. Bag Bohmian mechanics is a
deterministic theory, probability enters only througheh®r’s lack of knowledge about the
position of particles, due in part to their chaotic motioA|][4

In the biological context, this interpretation says tha behavior of humans is deter-
mined, by the initial positions of the particles in the persdorain, and its environment. The
latter is naturally regarded as a random influence, whiléahmer is more naturally regarded
as the source of an individual’s will. It is impossible for antside observer, no matter how
skilled, to find out precisely the positions of the particlesan individual's brain, without
making a precise quantum measurement of the positions. &uebasurement would in-
stantly destroy the brain by creating states with unbouraextgy. Thus, in the Bohmian
interpretation, the actions of an individual derive frone thhysical configuration of their
brain, but quantum mechanics makes this configuration umthte in-principle to anyone
else. For compatibilisﬁ the picture offered by Bohmian mechanics — a determinyatic
unpredictablejuantum free will— may be an appealing one.
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