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Abstract. Recently Mansour and Shattuck studied (k, a)-paths and gave formulas that related
the total number of humps in all (k, a)-paths to the number of super (k, a)-paths. These results
generalized earlier results of Regev on Dyck paths and Motzkin paths. Their proofs are based
on generating functions and they asked for bijective proofs for their results. In this paper
we first give bijective proofs of Mansour and Shattuck’s results, then we extend our study to
(n,m)-Dyck paths. We give a bijection that relates the total number of peaks in all (n,m)-Dyck
paths to certain free (n,m)-paths when n and m are coprime. From this bijection we get the
number of (n,m)-Dyck paths with exactly j peaks, which is a generalization of the well-known
result that the number Dyck paths of order n with exactly j peaks is the Narayana number
1
k

(
n−1
k−1

)(
n

k−1

)
.
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1 Introduction

In this paper we study two kinds of lattice paths: (k, a)-paths and (n,m)-Dyck paths.

A (k, a)-path of order n ∈ N where k, a ∈ Z
+ is a lattice path in Z × Z from (0, 0) to

(n, 0) which uses up steps (1, k), down steps (1,−1) and horizontal steps (a, 0) and never goes
below the x-axis. We use Pn(k, a) to denote the set of all (k, a)-paths of order n. Note that
Pn(1,∞), Pn(1, 1) and Pn(1, 2) are the set of Dyck paths, Motzkin paths, and Schröder paths,
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respectively. And Pn(k,∞) denotes the set of (k, a)-paths of order n without horizontal steps.
Such paths are also called k-ary paths and are studied in [5].

An (n,m)-Dyck path where n,m ∈ Z
+ is a lattice path in Z×Z, from (0, 0) to (n,m), which

uses up steps (0, 1) and down steps (1, 0) and never goes below the diagonal line y = m
n
x. Note

that when m = n, if we rotate an (n, n)-Dyck path 45 degrees clockwise, we get an ordinary
Dyck path of order n. Here we prefer to use this slightly different form of definition for later
convenience. (This is why we call the step (1, 0) a “down” step instead of a “right” step).

(n,m)-Dyck paths have been studied by many authors [1, 2, 4]. It is known that when
gcd(n,m) = 1, i.e., when n and m are coprime, the number of (n,m)-Dyck paths is:

D(n,m) =
1

n+m

(
n+m

n

)
. (1.1)

In this paper we focus on counting these paths with a given number of peaks or humps. A
peak in a path is an up step followed immediately by a down step. A hump in a (k, a)-path
is an up step followed by zero or more horizontal steps followed by a down step. We denote
by #Peaks(P ) (#Humps(P )) the number of peaks (humps) in a path P . If a (k, a)-path is
allowed to go below the x-axis, then we call it a super path, or a free path. Let SPn(k, a)
denote the set of all super (k, a)-paths of order n. In [9] Regev noticed the following curious
relation between the number of peaks in Dyck paths and the number of free paths:

2
∑

P∈Pn(1,∞)

#Peaks(P ) = |SPn(1,∞)|. (1.2)

He also proved that the following equation holds for the number of humps in Motzkin paths
and super Motzkin paths.

2
∑

P∈Pn(1,1)

#Humps(P ) = |SPn(1, 1)| − 1. (1.3)

Regev’s proofs of the above two equations involve a recurrence relation and the WZ method
[8, 12]. And he asked for bijective proofs for these equations in [9]. In [3] Ding and Du gave
bijective proofs of these two equations, and also proved that similar relations hold for Schröder
paths.

Recently, using generating function methods, Mansour and Shattuck [7] generalized the
above results to ordinary (k, a)-paths and proved the following equations:

(k + 1)
∑

P∈Pn(k,a)

#Humps(P ) = |SPn(k, a)| − δa|n, (1.4)

(k + 1)
∑

P∈Pn(k,a)

#Peaks(P ) = |SPn(k, a)| − |SPn−a(k, a)|, (1.5)

where δa|n = 1 if a divides n or 0 otherwise. Putting k = 1 and a = 1, a = ∞ in (1.4) and (1.5)
we get (1.3) and (1.2).
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The outline of this paper is as follows. In Section 2 we define a bijection and prove Equations
(1.4) and (1.5) for (k, a)-paths. In Section 3 we first study the properties of (n,m)-Dyck paths
when gcd(n,m) = 1. Then we give a bijection and count the number of (n,m)-Dyck paths
with a given number of peaks. In Section 4 we discuss the special case of (n, kn)-Dyck paths,
which are in one-to-one correspondence with k-ary paths, and give a formula for the number
of k-ary paths with a given number of peaks.

2 Bijective Proofs for Mansour and Shattuck’s Results

Observe that equation (1.4) can also be written in the following form:

∑

P∈Pn(k,a)

#Humps(P ) =
1

k + 1

(
|SPn(k, a)| − δa|n

)
. (2.1)

Instead of proving (1.4) directly, we will give a bijection which proves (2.1).

Let SP0
n(k, a) denote the set of super (k, a)-paths in SPn(k, a) that contains at least one

up step, and let SPU
n (k, a) denote the set of super (k, a)-paths in SP0

n(k, a) whose first non-
horizontal step is an up step. Note that there is one super (k, a)-path in SPn(k, a) that consists
of only horizontal steps if and only if n is divisible by a. Hence |SP0

n(k, a)| = |SPn(k, a)|−δa|n.
The following lemma explains what the right hand side of (2.1) counts.

Lemma 2.1 There is a 1-to-(k+1) correspondence between SPU
n (k, a) and SP0

n(k, a), and we
have

|SPU
n (k, a)| =

1

k + 1

(
|SPn(k, a)| − δa|n

)
. (2.2)

Proof. For each path P in SPU
n (k, a), we can uniquely decompose it into the following form:

P = H l U M1 D M2 D · · · D Mk D Mk+1,

in which U , D, andH are single up, down, and horizontal steps, respectively, l ∈ N,M1, . . . ,Mk

are (k, a)-paths, and Mk+1 is a super (k, a)-path (see Figure 1).

Now we map P to the following k + 1 paths in SPn(k, a):

ψ(P ) = {Pi = H l D M1 D · · · D M i−1 U Mi D · · · D Mk+1 : 1 6 i 6 k + 1}.

Here M i means the super (k, a)-path obtained from Mi by reading the steps in reverse order,
e.g., if Mi = HUUDHD, then M i = DHDUUH. Therefore if Mi is a (k, a)-path (never goes
below the x-axis), then M i is a super (k, a)-path that never goes above the x-axis. It is easy to
see that P1 = P , and for P2, P3, . . . , Pk+1, the first non-horizontal step is always a down step.

On the other hand, given any super (k, a)-path Pi ∈ SP0
n(k, a), we can find a unique path

P ∈ SPU
n (k, a) such that Pi ∈ ψ(P ). First we find the left-most up step U in Pi whose right

end point has non-negative y-coordinate, then decompose Pi into the following form:

Pi = H l D M1 D · · · D Mi−1 U Mi D · · · D Mk+1.

3



Then we have
P = H l U M1 D · · · D Mi−1 D Mi D · · · D Mk+1.

Therefore, we proved that ψ is a 1-to-(k + 1) map from SPU
n (k, a) to SP0

n(k, a), and (2.2)
follows.

H l

. . .

. . .

M1

Mi−1
Mi

Mk+1P

H l
. . .

. . .
M1

Mi−1

Mi

Mk+1Pi

Figure 1: An illustration of the decomposition of P and the corresponding Pi.

Now we are ready to give our main bijection in this section.

Theorem 2.2 Let LPn(k, a) denote the set of ordered pairs (L, p), where L ∈ Pn(k, a), and p
is a specified hump in L. Then there is a bijection Φ : LPn(k, a) → SPU

n (k, a).

Proof. Suppose L ∈ Pn(k, a), and A is a lattice point on L. We use xA and yA to denote the
x-coordinate and y-coordinate of A, respectively. The sub-path of L from point A to point B
is denoted by LAB . If p is a specified hump in L, we will also use the letter p to denote the
left end point of the first horizontal step in this specified hump and call it a hump point. If the
specified hump contains no horizontal steps, the hump point p is the right end point of the up
step in the hump.

For any (L, p) ∈ LPn(k, a), we define the map Φ : LPn(k, a) → SPU
n (k, a) as follows.

• Let A be the leftmost point in LOp that is followed by an up step, and there is no down
step in LAp;

• Let B be the leftmost point in L such that xB > xp and yB = yA;

• Let C be the rightmost point in LOA such that yC = 0;

• Define Φ(L, p) = LOCLABLCALBN , SL.

Since we only change the order of the steps, and the number of each type of step remains
unchanged, we get a free (k, a)-path that ends at (n, 0). Moreover, the first non-horizontal
step in Φ(L, p) is an up step: if LOC is empty or contains only horizontal steps, then the first
non-horizontal step in Φ(L, p) is the up step following A, otherwise it is the first up step in
LOC . Therefore we proved that Φ(L, p) ∈ SPU

n (k, a).

Figure 2 shows, as an example, a (3, 1)-path L ∈ P41(3, 1) with a specified hump point p,
and Figure 3 shows the super (3, 1)-path Φ(L, p) ∈ SPU

41.

Now we define the inverse of Φ. For any super (k, a)-path SL ∈ SPU
n (k, a):

4



s q

q q

q s

q q

q

q s

q❞ q

q

q

q q

s q

q

q q

q q

q q

q

q s

q

q

q

q

q

q

q

q

q

q q

q

✂
✂
✂✂ ❅

❅
❅ ✂

✂
✂✂

✂
✂
✂✂❅ ✂

✂
✂✂ ❅✂

✂
✂✂❅

❅
❅

❅
❅

❅
❅✂

✂
✂✂ ❅

❅
❅
❅
❅

❅ ✂
✂
✂✂❅

❅
❅

p

O

A B

C N

Figure 2: A (3, 1)-path L ∈ P41(3, 1) with a circled hump point p.

s q

q q

q s

❞q q

q

q

q q

s q

q

q q

s q

q

q q

q q

q q

q

q s

q

q

q

q

q

q q

q

q

q

q

✂
✂
✂✂ ❅

❅
❅ ✂

✂
✂✂ ❅✂

✂
✂✂❅

❅
❅

❅
❅

❅✂
✂
✂✂

✂
✂
✂✂ ❅

❅
❅✂

✂
✂✂ ❅

❅
❅
❅
❅
❅ ✂

✂
✂✂❅

❅

p

O A B

C

N

Figure 3: A super (3, 1)-path Φ(L, p) ∈ SPU
41(3, 1).

• Let B be the point on the x-axis that follows a down step, and the next down step in SL
is the first down step that goes below the x-axis. If SL is always above the x-axis, then
we set B to be the end point N .

• Let A be the rightmost point with yA = 0, xA < xB and A is followed by an up step.

• Let C be the leftmost point in SL such that xC > xB and ∀G, xG > xB implies that
yG 6 yC ;

• Let p be the leftmost hump in LAB , and set L = LOALBCLABLCN ;

• Set Ψ(SL) = (L, p).

It is easy to check that Ψ = Φ−1. Therefore Φ is a bijection.

Proof of Equation (1.4) and (1.5): (1.4) follows immediately from Lemma 2.1 and Theorem
2.2.

For Equation (1.5), we will prove it by counting the number of humps in all (k, a)-paths in
Pn(k, a) that are not peaks. Given (L, p) ∈ LPn(k, a), if the specified hump p in L is not a
peak, then in the resulting super (k, a)-path SL = Φ(L, p) = LOCLABLCALBN , the leftmost
hump in LAB is not a peak. If we remove the first horizontal step in this hump in SL, we
get a super (k, a)-path S̃L ∈ SPU

n−a(k, a). On the other hand, given any super (k, a)-path

S̃L ∈ SPU
n−a(k, a), we first find the essential points A and B in S̃L as we define the map Ψ in

the proof of Theorem 2.2, and then add a horizontal step to the first hump in LAB of S̃L and get
SL ∈ SPU

n (k, a). Set (L, p) = Ψ(SL). Then p is a hump in L that is not a peak. Hence we’ve
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established a bijection between SPU
n−a(k, a) and the set of ordered pairs (L, p) ∈ LPn(k, a)

such that p is not a peak.

Therefore by applying Lemma 2.1 we have that the total number of peaks in all (k, a)-paths
of order n is

∑

P∈Pn(k,a)

#Peaks(P ) =
1

k + 1

(
|SPn(k, a)| − δa|n

)
−

1

k + 1

(
|SPn−a(k, a)| − δa|(n−a)

)

=
1

k + 1
(|SPn(k, a)| − |SPn−a(k, a)|).

Remark 1: Yan also gave bijective proofs of (1.4) and (1.5) in [11] but her bijection is different
from our bijection Φ.

Remark 2: Note that when defining the bijection Φ, the parameters k and a do not really
matter. Let S be a set of positive integers. We define an (S, a)-path of order n to be a lattice
path in Z×Z from (0, 0) to (n, 0) which uses up steps U = (1, k), k ∈ S, down steps D = (1,−1)
and horizontal steps H = (a, 0) and never goes below the x-axis. Therefore, our bijection Φ
proves the following stronger result for (S, a)-paths:

Corollary 2.3 The total number of humps in all (S, a)-paths of order n equals the total number
of super (S, a)-paths of order n whose first non-horizontal step is an up step.

3 (n,m)-Dyck Paths with a given number of peaks

Let D(n,m) and F(n,m) denote the set of (n,m)-Dyck paths and the set of free paths using
(1, 0) and (0, 1) steps from (0, 0) to (n,m), respectively. For any free path P ∈ F(n,m), we
define the equivalence class of P to be the set of all cyclic permutations of the steps making up
P that lead to distinct free paths from (0, 0) to (n,m), and denote it as [P ]. More precisely,
suppose P = u1u2 · · · un+m, where ui ∈ {U,D} for each i, 1 ≤ i ≤ n+m, then the equivalence
class of P is

[P ] = {Pi := ui+1ui+2 · · · un+mu1u2 · · · ui|i = 1, 2, · · · , n+m}.

Here Pn+m = P . For example, if P = DUUDU , then

[P ] = {P1 = UUDUD,P2 = UDUDU,P3 = DUDUU,P4 = UDUUD,P5 = P = DUUDU}.

When gcd(n,m) = 1, the equivalence class of P has the following properties.

Lemma 3.4 For any free path P from (0, 0) to (n,m), if gcd(n,m) = 1, then

1) |[P ]| = n+m;

2) There is a unique (n,m)-Dyck path in [P ].

6



Proof.

1) For any path P = u1u2 · · · un+m ∈ F(n,m), let r be the smallest positive integer such
that Pr = ur+1ur+2 · · · un+mu1u2 · · · ur = P . Then we have |[P ]| = r. It is obvious that
r 6 n +m. Now we claim that r = n +m. Otherwise, we have P = Pr = P2r = P3r =
· · · = Pn+m, therefore n +m = ir for some positive integer i ≥ 2. Suppose there are x
D’s and y U ’s in u1u2 · · · ur. Then n = ix and m = iy, which contradicts the condition
that gcd(n,m) = 1. Therefore we have |[P ]| = n+m.

2) For any path P ∈ F(n,m), if P is not an (n,m)-Dyck path, then there must be at least
one lattice point on P that is below the diagonal line y = m

n
x. Let v be one of these

points that is furthest away from the diagonal line. Then we can decompose P into two
sub-paths at the point v, i.e., P = L1L2. Setting P̃ = L2L1, it is obvious that P̃ ∈ [P ]
(see Figure 4). Suppose v is on the line y = m

n
x − c for some positive number c, then

all the other lattice points on P are above this line. Therefore in P̃ both L2 and L1 are
above the diagonal line. Hence P̃ is an (n,m)-Dyck path .

v

P

L1

L2

P̄

L2

L1

Figure 4: P and P̃

Now we will show that such a P̃ is unique. We claim that there are no two different points
that are both furthest away from the diagonal line. Suppose there are two different points
v1 = (x1, y1) and v2 = (x2, y2). Then the line connecting v1 and v2 is parallel to the line
y = m

n
x. Then we have

y2 − y1

x2 − x1
=
m

n
,

which contradicts the condition gcd(n,m) = 1.

Finally we want to show that for any Q ∈ [P ], P̃ = Q̃. Suppose P̃ 6= Q̃. Since P̃ and Q̃
are both (n,m)-Dyck paths, and they are in the same equivalence class [P ], there must
be at least one lattice point (x0, y0) on P̃ (Q̃) that lies on the diagonal line y = m

n
x with

0 < x0 < n. But this is impossible when gcd(n,m) = 1.

Therefore we proved that there is a unique (n,m)-Dyck path in [P ] when gcd(n,m) = 1.

Example 3.5 Figure 5 shows a free path P from (0, 0) to (2, 3), and the 5 different free paths
in [P ], in which P1 is the unique (2, 3)-Dyck path.

Since the total number of free paths from (0, 0) to (n,m) is
(
m+n
n

)
, we immediately deduce

the following result from Lemma 3.4.
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P P1 P2 P3 P4 P5

Figure 5: A free path P from (0, 0) to (2, 3), and the 5 different free paths in [P ].

Corollary 3.6 When gcd(n,m) = 1, then the number of (n,m)-Dyck paths is

D(n,m) =
1

n+m

(
n+m

n

)
. (3.1)

We remark that Lemma 3.4 and Corollary 3.6 are also proved in [2, 4] in even stronger
forms. Here we are more interested in the refined enumeration of (n,m)-Dyck paths with a
given number of peaks and the relation with free (n,m)-paths.

Let D(n,m; j) (F(n,m; j)) denote the set of (n,m)-Dyck paths (free paths) with exactly
j peaks. And let FUD(n,m; j) denote the set of paths in F(n,m; j) that start with an up
step and end with a down step. The following theorem shows that there are similar relations
between peaks in all (n,m)-Dyck paths and FUD(n,m; j) to what we found for (k, a)-paths in
the previous section.

Theorem 3.7 Let PD(n,m; j) = {(P, p)|P ∈ D(n,m; j), p is a peak of P}. Then there is a
bijection Φ̂ : PD(n,m; j) → FUD(n,m; j) when gcd(n,m) = 1.

Proof. Given (P, p) ∈ PD(n,m; j), since there are j peaks in P , we can uniquely decompose P
into P = L1L2 · · ·Lj, such that each Li is of the form UaiDbi for some positive integers ai and
bi since an (n,m)-Dyck path must start with a U and end with a D. Suppose p is contained
in Li(1 6 i 6 j). Then we set

P̂ = Φ̂(P, p) = Li+1Li+2 · · ·LjL1L2 · · ·Li.

Note that when i = j, we set P̂ = Φ̂(P, p) = P .

It is easy to check that P̂ ∈ FUD(n,m; j). Now we will show that Φ̂ is a bijection by
defining the inverse of Φ̂. For any path P̂ ∈ FUD(n,m; j), we can uniquely decompose it as
P̂ = L1L2 · · ·Lj , in which each Li is of the form UaiDbi for some positive integers ai and bi. Let
v be the point that is furthest below the line y = m

n
x among all the lattice points on P̂ . Then

v must be the point that connects Li and Li+1 for some i, 1 6 i 6 j − 1. Moreover, from the
proof of Lemma 3.4 we know that such a v is unique. Set P = Li+1Li+2 · · ·LjL1L2 · · ·Li, and
let p be the only peak in Lj. Since gcd(n,m) = 1, from the proof of Lemma 3.4 we know that
P is the unique (n,m)-Dyck path in [P̂ ]. Let (P, p) = Ψ̂(P̂ ), then we have (P, p) ∈ PD(n,m; j)
and Ψ̂ = Φ̂−1. Therefore we proved that Φ̂ is a bijection.

Example 3.8 As an example, Figure 6 shows a (7, 11)-Dyck path P with a specified peak p,
and the coresponding free path P̂ = Φ̂(P, p).

8
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L
1

L
2

L
3

L
4

p

P̂

L
3

L
4

L
1

L
2

Φ̂

Figure 6: A (7, 11)-Dyck path P with a specified peak p, and the coresponding free path P̂ .

From Theorem 3.7 we know that if we can find the number of free paths in FUD(n,m; j), we
will be able to find the number of (n,m)-Dyck paths with exactly j peaks. And the following
Lemma counts the number of free paths in FUD(n,m; j).

Lemma 3.9 1) The number of free paths from (0, 0) to (n,m) with j peaks is

|F(n,m; j)| =

(
n

j

)(
m

j

)
; (3.2)

2) The number of free paths from (0, 0) to (n,m) with j peaks that start with an up step and
end with a down step, is

|FUD(n,m; j)| =

(
n− 1

j − 1

)(
m− 1

j − 1

)
. (3.3)

Proof. 1)Let P ∈ F(n,m; j). For each peak UD in P , we call the lattice point between U

and D a peak point. It is obvious that a free path with j peaks is uniquely determined by
the j peak points pi = (xi, yi), i = 1, . . . , j, with 0 6 x1 < x2 < · · · < xj 6 n − 1, and
1 6 y1 < y2 < · · · < yj 6 m, and this is a one-to-one correspondence. We have

(
n
j

)
ways to

choose the xi’s, and
(
m
j

)
ways to choose the yi’s. Therefore there are

(
n
j

)(
m
j

)
ways to choose

these peak points. Hence we proved Equation (3.2).

2)If P ∈ FUD(n,m; j), the coordinates (x1, y1), (x2, y2), · · · , (xj , yj) of the j peak points of
P must satisfy 0 = x1 < x2 < · · · < xj 6 n− 1 and 1 6 y1 < y2 < · · · < yj = m. Therefore we
can choose the j peak points in

(
n−1
j−1

)(
m−1
j−1

)
ways. Hence we get (3.3).

Combining Theorem 3.7 and Equation (3.3), we get the following theorem.
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Theorem 3.10 When gcd(n,m) = 1, the number of (n,m)-Dyck paths with exactly j peaks is:

D(n,m; j) =
1

j

(
n− 1

j − 1

)(
m− 1

j − 1

)
. (3.4)

We remark here that (3.4) is also given in [1], in which the authors call it a “rational
Narayana number”.

4 k-ary paths with a given number of peaks

By taking special values of m for the results we obtained in the previous section, we can get
the number of k-ary paths with a given number of peaks.

Lemma 4.11 There are one-to-one correspondences between the following sets: (n, kn)-Dyck
paths, (n, kn+ 1)-Dyck paths, and k-ary paths of order (k + 1)n.

Proof. For each path P ∈ D(n, kn+1), the first two steps of P are both up steps. (Otherwise,
it will go below the diagonal line). By deleting the first up step, we get a path P

′

that goes
from (0, 1) to (n, kn + 1), and never goes below the line that connects (0, 1) and (n, kn + 1)
(no lattice point lies above the line y = kn+1

n
x and below the line y = kx+ 1 for x ≤ n.). It is

obvious that these paths are in one-to-one correspondence with (n, kn)-Dyck paths. Moreover,
for each (n, kn)-Dyck path P

′

, if we take the steps of P
′

in reverse order and then swap the
U ’s and D’s, we get a unique k-ary path P

′′

of order (k + 1)n. (Here we regard P
′

and P
′′

as
sequences of U ’s and D’s). It is easy to see that such a correspondence is also one-to-one.

Figure 7 shows an example of a (5, 11)-Dyck path, the corresponding (5, 10)-Dyck path and
the corresponding 2-ary path of order 15.

y = kn+1
n
x

P

(0, 1)

(0, 0)

(n, kn + 1)

y = kx

P ′
(0, 0)

(n, kn)

P ′′

Figure 7: A (5, 11)-Dyck path, a (5, 10)-Dyck path and a 2-ary path of order 15.

For any integer n, ifm = kn+1 for some positive integer k, we always have that gcd(n,m) =
gcd(n, kn+ 1) = 1. Therefore from Lemma 4.11, Corollary 3.6 and Theorem 3.10 we have the
following results on k-ary paths.

10



Corollary 4.12 • The number of k-ary paths of order (k + 1)n is:

1

kn+ 1

(
(k + 1)n

n

)
; (4.1)

• The number of k-ary paths of order (k + 1)n with exactly j peaks is:

D(n, k; j) =
1

j

(
n− 1

j − 1

)(
kn

j − 1

)
. (4.2)

Remark: Note that when k = 1, equation (4.1) and (4.2) coincide with the well-known result
that Dyck paths of order n are counted by the n-th Catalan number C(n) = 1

n+1

(2n
n

)
, and

the number of Dyck paths of order n with exactly j peaks is the Narayana number N(n; j) =
1
j

(
n−1
j−1

)(
n

j−1

)
. And counting peaks of height k in a Dyck path has been studied by Mansour in

[6].
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