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MULTIPLE DIVISOR FUNCTIONS AND MULTIPLE ZETA VALUES

AT LEVEL N

HAIPING YUAN AND JIANQIANG ZHAO

Abstract. Multiple zeta values (MZVs) are generalizations of Riemann zeta values at

positive integers to multiple variable setting. These values can be further generalized to

level N multiple polylog values by evaluating multiple polylogs at N -th roots of unity.

In this paper, we consider another level N generalization by restricting the indices

in the iterated sums defining MZVs to congruences classes modulo N , which we call

the MZVs at level N . The goals of this paper are two-fold. First, we shall lay down

the theoretical foundations of these values such as their regularizations and double

shuffle relations. Second, we will generalize the multiple divisor functions (MDFs)

defined by Bachman and Kühn to arbitrary level N and study their relations to MZVs

at level N . These functions are all q-series and similar to MZVs, they have both

weight and depth filtrations. But unlike that of MZVs, the product of MDFs usually

has mixed weights; however, after projecting to the highest weight we can obtain an

algebra homomorphism from MDFs to MZVs. Moreover, the image of the derivation

D = q d
dq

on MDFs vanishes on the MZV side, which gives rise to many nontrivial

Q-linear relations. In a sequel to this paper, we plan to investigate the nature of these

relations.

1. Introduction

In the 1730s, long before Riemann, Euler started to study the infinite sums of the

following form

ζ(s) = 1 +
1

2s
+

1

3s
+

1

4s
+ · · ·

though he only considered s as a real number. Later, in a series of correspondences with

Goldbach in 1740s he also investigated the infinite double sums

1 +
1

2s

(
1 +

1

2t

)
+

1

3s

(
1 +

1

2t
+

1

3t

)
+ · · · .

In modern notation this is ζ(s, t) + ζ(s+ t) where ζ(m,n) is called a double zeta value.

In the 1990s, Zagier [21] and Hoffman [11, 12] independently extended these objects

further to the multiple zeta values (MZVs for short) which are defined as follows. For
1
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s = (s1, . . . , sd) ∈ Nd

ζ(s) :=
∑

k1>···>kd>0

1

ks1
1 · · ·ksd

d

. (1)

Clearly this series converges if and only if s1 ≥ 2. The number d is called the depth (or

length), denoted by dp(s), and s1 + · · ·+ sd the weight, denoted by |s|.
MZVs have been found to play important roles in many areas of mathematics as well as

in physics such as in the computation of certain Feynman integrals (see [6]). Moreover,

it is noticed that in fact one needs some generalizations of these numbers to multiple

polylog values at roots of unity (see for e.g., [5, 6]). Recall that for any positive integers

n1, . . . , nd, the multiple polylog in complex variables x1, . . . , xd is defined as follows:

Lin1,...,nd
(x1, . . . , xd) =

∑

k1>···>kd>0

xk1
1 · · ·xkd

d

kn1

1 · · ·knd

d

, (2)

where |x1 · · ·xj | < 1 for j = 1, . . . , d. It can be analytically continued to a multi-valued

meromorphic function on Cd (see [23]). Now fix an N -th root of unity η = ηN :=

exp(2π
√
−1/N). A multiple polylog value (MPV for short) at level N has the form

LN(s1, . . . , sd;α1, . . . , αd) := Lis1,...,sd(η
α1, . . . , ηαd) (3)

for some s1, . . . , sd ∈ N and α1, . . . , αd ∈ Z/NZ.

Extending the works of [10, 15, 20], we can provide another generalization of MZV to

level N by restricting the summation indices in (1) to certain fixed congruence classes

modulo N . Suppose s = (s1, . . . , sd) ∈ Nd and α = (α1, . . . , αd) ∈ (Z/NZ)d. The MZVs

at level N with colors α is

ζN(s;α) =
∑

k1>···>kd>0
kj≡αj (modN) ∀1≤j≤d

1

ks1
1 · · · ksd

d

. (4)

In section 2 we will investigate the relation between these values and MPVs defined

by (3). Then we will develop the general theory of regularizations of these values in

section 3. This will enable us to study their underlying algebra structure.

In [1] Bachmann and Kühn considered the multiple divisor functions (MDFs) and

applied their results to the study of MZVs and multiple Eisenstein series. In this paper,

we generalize their theory to arbitrary levels and study the level N = 2 case in some

detail. Note that the case N = d = 2 were considered by Kaneko and Tasaka [15] and

Nakayama and Tasaka [16]. We will see that the correct objects corresponding to MZVs

at arbitrary level N are exactly the MZVs at level N .
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As for MZVs (see, for e.g., [12]) an extremely effective way to study MDFs is to

consider their underlying algebra structure. In section 5, by generalizing Bachmann

and Kühn’s work [1] at level 1 we will define the bifiltered algebra MDN at arbitrary

level N by formalizing the stuffle product of MDFs. Here, the main complication results

from the fact that these stuffle products often produce MDFs of lower weights whose

coefficients, unlike N = 1 case, are generally complex numbers lying in the cyclotomic

field Q(ηN ). This forces us to study MDN as a bifiltered Q(ηN )-algebra. However, all

is not lost since when we restrict to the weight-graded pieces we can safely descend to

a Q-algebra (see Thereom 6.11).

In some sense, the MDFs are easier to handle than the MZVs at level N because there

is a derivation D on MDN which, when passing to the MZVs’ side provides many double

shuffle relations which are supposed to be difficult to find since one would need two ways

to regularize the MZVs at level N first. We will define and compute D in section 7.

We know that for MZVs at higher levels, double shuffle relations are not sufficient to

provide all their Q-linear relations. In fact, we proved in [27] the distribution relations

and the weight one relations are needed to produce the so-called standard relations

and, furthermore, non-standard relations do exist. To us, the most interesting question

is whether one can produce other relations besides the double shuffle type using the

derivation D. If not, are there any other relations among MDFs corresponding to the

other standard and non-standard relations among MZVs at level N .

Acknowledgement. This work was started when both authors were visiting the Morn-

ingside Center of Mathematics in Beijing in 2013. JZ also would like to thank the

Max-Planck Institute for Mathematics and the Kavli Institute for Theoretical Physics

China for their hospitality where part of this work was done. HY is partially supported

by the 2013 summer research grant from York College of Pennsylvania. JZ is partially

supported by NSF grant DMS1162116.

2. Relations between MPVs and MZVs at level N

By definition (3) when N = 1 MPVs become MZVs. One of the central themes in the

study of MPVs is to determine the Q-linear relations between them. By using motivic

mechanism and higher algebraic K-theory Deligne and Gonccharov [7] obtained the

following result.

Theorem 2.1. Let MPVQ(w,N) be the Q-vector space spanned by all the MPVs of

weight w and level N . Then we have d(w,N) := dimQ MPVQ(w,N) ≤ DG(w,N)
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where 1 +
∑∞

w=1DG(w,N)tw is the formal power series





1

1− t2 − t3
, if N = 1;

1

1− t− t2
, if N = 2;

1

1− a(N)t + b(N)t2
, if N ≥ 3,

where a(N) = ϕ(N)
2

+ ν(N), b(N) = ν(N) − 1, ϕ is the Euler’s totient function and

ν(N) is the number of distinct prime divisors of N .

For MZVs (i.e. N = 1) it is conjectured by Zagier [21] that the upper bound DG(w, 1)

is sharp and it is widely believed that all the Q-linear relations are consequences of the

so-called double shuffle relations. At higher levels, however, one needs some extra

relations (see [18, 27]). In particular, at level N = 2 some comprehensive computation

has been carried out in [3], and at level N = 4 one needs certain non-standard relations

(see [24]).

Another direction of generalizations of MZVs was presented in [20] which was moti-

vated by [10, 15]. There we defined the double zeta values at level N by restricting the

summation indices to congruence classes modulo N . However, it is straight-forward to

define MZVs at level N of multiple integer variables as in (4). Here, again, one of the

key problems is to determine all the Q-linear relations among MZVs of fixed weight and

level. So we denote by MZVQ(w,N) the Q-vector space spanned by all the MZVs of

weight w and level N . It is not hard too see that when w = 1 all MZVs at level N

diverge. To remedy the problem we will consider their regularized values in section 3.

Notice that Racinet described two ways of regularization of MPVs in [18], one by using

series representation (we say such regularized values L∗ are ∗-regularized) and the other

by integral representation (we say such regularized values Lx are x-regularized). Let

MPV∗
Q(w,N) be the Q-vector space generated by all ∗-regularized MPVs, and similarly

define MPVx
Q (w,N), MZV∗

Q(w,N) and MZVx
Q (w,N) (see section 3).

Conjecture 2.2. For all weight w and level N we have

dimQMZV∗
Q(w,N) = dimQ MZVx

Q (w,N) = dimQ MPV∗
Q(w,N) = dimQMPVx

Q (w,N).

Notice that at level N = 2 the MPVs become the so called alternating Euler sums. As

usual, instead of writing L2(s1, . . . , sd; a1, . . . , ad) we will write ζ(s1, . . . , sd) and then

add bars over sj ’s for all aj = 1. For example, the alternating series L2(s, t; 1, 0) is
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denoted by ζ(s̄, t). The following beautiful identity involving alternating Euler sums

was first proved in [4] for n = 1 and in [26] for arbitrary n:

ζ({3}n) = 8nζ({2, 1}n).

3. Regularizations of MZVs at level N

It turns out that it is beneficial to us to have divergent MZVs at level N at our

disposal. Similar to MZVs treated in [14], or more generally, MPVs at level N in [18],

one can use two ways to regularize divergent MZVs at level N . When N = d = 2 this

was done in [20]. In this section, we deal with the general case.

Definition 3.1. We define Γ0 = 0 and for all 1 ≤ β < N

Γβ = Γβ(∅; ∅) = − 1

β
+

∞∑

n=1

(
1

nN
− 1

β + nN

)
.

Let d > 0, s = (s1, . . . , sd) ∈ Nd and α = (α1, . . . , αd) ∈ (Z/NZ)d. Define Γ0(s;α) := 0.

Set α0 = 0 and for all 1 ≤ β < N define

Γβ(s;α) :=






∑

n0>n1>···>nd>0
nj≡αj (modN) ∀j

(
1

n0

− 1

β + n0

)
1

ns1
1 · · ·nsd

d

,
if β < α1

or d = 0;

∑

n0>n1>···>nd>0
nj≡αj (modN) ∀j

(
1

n0

− 1

β −N + n0

)
1

ns1
1 · · ·nsd

d

, otherwise.
(5)

Straightforward computation shows that all these values are finite. Let MZVN be the

Q-vector space generated by all convergent MZVs of level N together with all the values

Γβ(s;α) including (s;α) = (∅; ∅).

Definition 3.2. We define the ∗-regularized version of ζN(1; 0) as a polynomial in T of

degree 1:

ζ∗N(1; 0) :=
1

N

(
T +

N−1∑

β=0

Γβ

)
∈ MZVN [T ]

and for all 1 ≤ β < N we define

ζ∗N(1; β) := ζ∗N(1; 0)− Γβ ∈ MZVN [T ].
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If s1 > 1 then we define the ∗-regularized version of ζN(1, s; β,α) as a polynomial in T

of degree 1 by using the stuffle relations:

ζ∗N(1, s; β,α) := ζ∗N(1; β)ζN(s;α)−
d∑

j=1

δαj ,βζN(s1, . . . , sj + 1, sj+1, . . . , sd;α)

−
d∑

j=1

ζN(s1, . . . , sj, 1, sj+1, . . . , sd;α1, . . . , αj, β, αj+1, . . . , αd) ∈ MZVN [T ].

Now suppose m ≥ 1, d ≥ 0 and suppose ζ∗N({1}m, s;β,α) have been defined as a

polynomial in MZVN [T ] of degree at most m (in fact exactly m, but we leave this to

the interested reader to check) for all β′ = (β1, . . . , βm) ∈ (Z/NZ)m, α ∈ (Z/NZ)d and

s = (s1, . . . , sd) ∈ Nd with s1 > 1. In the following we use the stuffle relations to define

ζ∗N({1}m+1, s;β,α) for all α = (β0, . . . , βm) ∈ (Z/NZ)m+1 by some linear algebra.

First we write down the equation

T · ζ∗N({1}m, s;β′,α) =

N−1∑

γ=0

ζ∗N(1; γ)ζ
∗
N({1}m, s;β′,α).

Expanding the right hand side using stuffle relations we see that

m∑

ℓ=0

N−1∑

γ=0

ζ∗N({1}m+1, s; β1, . . . , βℓ, γ, βℓ+1, . . . , βm,α)

is in MZVN [T ] of degree at most m+1. On the other hand we write down the equations

N−1∑

γ=0

Γγ({1}m, s;β′,α) = Nζ∗N ({1}m+1, s; 0,β′,α)−
N−1∑

γ=0

ζ∗N({1}m+1, s; γ,β′,α).

Adding up the above two equations we get the following element in MDN [T ]

Nζ∗N({1}m+1, s; 0,β′,α) +
m∑

ℓ=1

N−1∑

γ=0

ζ∗N({1}m+1, s; β1, . . . , βℓ, γ, βℓ+1, . . . , βm,α).

Subtracting NΓβ0
({1}m, s;β′,α) we see that for all β = (β0, . . . , βm) ∈ (Z/NZ)m+1

Nζ∗N ({1}m+1, s;β,α) +

m∑

ℓ=1

N−1∑

γ=0

ζ∗N({1}m+1, s; β1, . . . , βℓ, γ, βℓ+1, . . . , βm,α) = b(β),

for some b(β) ∈ MDN [T ] of degree at most m + 1. Regarding ζ∗N({1}m+1, s;β,α) as

Nm+1 variables as β varies we now only need to show the corresponding Nm+1 ×Nm+1

coefficient matrix M(N,m) is nonsingular. Moreover, the inverse of M(N,m) has entries
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in Q. Thus M(N,m)−1[b(β)]β∈∈(Z/NZ)m+1 provides the definition of ζ∗N({1}m+1, s;β,α)

for all β ∈ (Z/NZ)m+1 at the same time.

Using the N -adic system to order the variables by assigning the position number∑m−1
r=0 βrN

r to ζ∗N({1}m+1, s; βm, . . . , β0,α) we see that

M(N,m) = NINm+1 +

m−1∑

r=0

(
E

(m,r)
i,j

)

0≤i,j<Nm+1
,

where INm+1 is the identity matrix of size Nm+1 and E(m,r) is an Nm+1 ×Nm+1 matrix

whose (i, j)-th entry is given by

E
(m,r)
i,j =

{
1, if N r|(j − ı̄N) and 0 ≤ j − ı̄N < N r(N − 1);

0, otherwise,

where 0 ≤ ı̄ < Nm such that ı̄ ≡ i (mod Nm). We now prove that

detM(N,m) = NNm+1 · (m+ 1) ·
m∏

j=2

jN
m−j(N−1). (6)

Partition the matrix M(N,m) into N rows and N columns of smaller square blocks of

size Nm × Nm. Subtracting the first (0th, strictly speaking) row of these blocks from

all the other rows we get the matrix of the form



∗ ∗ ∗ · · · ∗
−NINm NINm 0 · · · 0

−NINm 0 NINm · · · 0
...

...
. . .

...
...

−NINm 0 0 · · · NINm




.

Now adding all the columns of these blocks to the first we get



M1 ∗ ∗ · · · ∗
0 NINm 0 · · · 0

0 0 NINm · · · 0
...

...
. . .

...
...

0 0 0 · · · NINm




,

where M1 is Nm ×Nm matrix with the form

M1 = NINm +
m−1∑

r=0

(
E

(m−1,r)
i,j

)
0≤i,j<Nm

.
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So detM(N,m) = NNm(N−1) detM1. Applying the same trick on M1 we can transform

it to the Nm ×Nm matrix of the form



M2 ∗ ∗ · · · ∗
0 NINm−1 0 · · · 0

0 0 NINm−1 · · · 0
...

...
. . .

...
...

0 0 0 · · · NINm−1




.

So detM(N,m) = NNm+1−Nm−1

detM2. Repeatedly using this idea and we get for j =

2, . . . , m

detM(N,m) = NNm+1−Nm−1

(2N)N
m−2(N−1) ·

(
(j − 1)N

)Nm−j+1(N−1)
detMj

where Mj is Nm−j+1 ×Nm−j+1 matrix with the form

Mj = (jN)INm−j+1 +

m−j∑

r=0

(
E

(m−j,r)
i,j

)
0≤i,j<Nm−j+1

This can be proved by induction on j. Hence when j = m we get

detM(N,m) = NNm+1−Nm−1

(2N)N
m−2(N−1) ·

(
(m− 1)N

)N(N−1)
detMm

where Mm is the N ×N matrix with the following form




mN + 1 1 1 · · · 1

1 mN + 1 1 · · · 1

1 1 mN + 1 · · · 1
...

...
. . .

...
...

1 1 1 · · · mN + 1




.

Adding all the rows to the first row we get detMm = (m+ 1)N detM ′
m where

M ′
m =




1 1 1 · · · 1

1 mN + 1 1 · · · 1

1 1 mN + 1 · · · 1
...

...
. . .

...
...

1 1 1 · · · mN + 1




.
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Subtracting the first row from all the other rows we get detM ′
m = detM ′′

m where

M ′′
m =




1 1 1 · · · 1

0 mN 0 · · · 0

0 0 mN · · · 0
...

...
. . .

...
...

0 0 0 · · · mN




.

Thus

detM(N,m) = NNm+1−Nm−1

(2N)N
m−2(N−1)

(
(m− 1)N

)N(N−1)
(mN)N−1(m+ 1)N.

Simplifying we arrive at (6).

Example 3.3. When N = 2 and m = 1 we have Γ1 = − ln(2) and

ζ∗2(1; 0) :=
1

2
(T − ln(2)), ζ∗2(1; 1) :=

1

2
(T + ln(2)).

When m = 2 we first write down

T · ζ∗2 (1; 0) = 2ζ∗2(1, 1; 0, 0) + ζ∗2(1, 1; 0, 1) + ζ∗2 (1, 1; 1, 0) + ζ2(2; 0), (A1,0)

T · ζ∗2 (1; 1) = ζ∗2 (1, 1; 0, 1) + ζ∗2(1, 1; 1, 0) + 2ζ∗2(1, 1; 1, 1) + ζ∗2 (2; 1). (A1,1)

Then we write down

Γ1(1; 0) = ζ∗2(1, 1; 0, 0)− ζ∗2 (1, 1; 1, 0), (B1,0)

Γ1(1; 1) = ζ∗2(1, 1; 0, 1)− ζ∗2 (1, 1; 1, 1). (B1,1)

Computing (A1,0)±(B1,0) and (A1,1)±(B1,1) we get

3ζ∗2 (1, 1; 0, 0) + ζ∗2 (1, 1; 0, 1) = T · ζ∗2 (1; 0) + Γ1(1; 0)− ζ2(2; 0),

2ζ∗2(1, 1; 0, 1) + ζ∗2 (1, 1; 1, 0) + ζ∗2 (1, 1; 1, 1) = T · ζ∗2 (1; 1) + Γ1(1; 1)− ζ2(2; 1),

ζ∗2(1, 1; 0, 0) + 2ζ∗2 (1, 1; 1, 0) + ζ∗2 (1, 1; 0, 1) = T · ζ∗2 (1; 0)− Γ1(1; 0)− ζ2(2; 0),

3ζ∗2 (1, 1; 1, 1) + ζ∗2 (1, 1; 1, 0) = T · ζ∗2 (1; 1)− Γ1(1; 1)− ζ2(2; 1).

Thus 


3 1 0 0

0 2 1 1

1 1 2 0

0 0 1 3







ζ∗2 (1, 1; 0, 0)

ζ∗2 (1, 1; 0, 1)

ζ∗2 (1, 1; 1, 0)

ζ∗2 (1, 1; 1, 1)


 =




T · ζ∗2 (1; 0) + Γ1(1; 0)− ζ2(2; 0)

T · ζ∗2 (1; 1) + Γ1(1; 1)− ζ2(2; 1)

T · ζ∗2(1; 0)− Γ1(1; 0)− ζ2(2; 0)

T · ζ∗2(1; 1)− Γ1(1; 1)− ζ2(2; 1)


 .
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Hence



ζ∗2 (1, 1; 0, 0)

ζ∗2 (1, 1; 0, 1)

ζ∗2 (1, 1; 1, 0)

ζ∗2 (1, 1; 1, 1)


 =

1

16




5 −3 1 1

1 9 −3 −3

−3 −3 9 1

1 1 −3 5







T
2
(T + Γ1) + Γ1(1; 0)− ζ2(2; 0)

T
2
(T − Γ1) + Γ1(1; 1)− ζ2(2; 1)

T
2
(T + Γ1)− Γ1(1; 0)− ζ2(2; 0)

T
2
(T − Γ1)− Γ1(1; 1)− ζ2(2; 1)




=
1

16




2T 2 + 4Γ1T + 4Γ1(1; 0)− 4Γ1(1; 1)− 6ζ2(2; 0) + 2ζ2(2; 1)

2T 2 − 4Γ1T + 4Γ1(1; 0) + 12Γ1(1; 1) + 2ζ2(2; 0)− 6ζ2(2; 1)

2T 2 + 4Γ1T − 12Γ1(1; 0)− 4Γ1(1; 1)− 6ζ2(2; 0) + 2ζ2(2; 1)

2T 2 − 4Γ1T + 4Γ1(1; 0)− 4Γ1(1; 1) + 2ζ2(2; 0)− 6ζ2(2; 1)


 .

By comparing with the stuffle relation

1

4
(T + Γ1)

2 = ζ∗2(1; 0)
2 = 2ζ∗2(1, 1; 0, 0) + ζ2(2; 0)

we get a relation

Γ2
1 + 2Γ1(1; 1)− 2Γ1(1; 0) = ζ2(2; 1) + ζ2(2; 0) = ζ(2),

which can also be proved by the fact that Γ2
1 = ζ(1̄)2 = 2ζ(1̄, 1̄) + ζ(2), 2Γ1(1; 0) =

ζ(1̄, 1) + ζ(1̄, 1̄) and 2Γ1(1; 1) = ζ(1̄, 1)− ζ(1̄, 1̄).

We leave the interested reader to check that the above Definition 3.2 is consistent

with the ∗-regularized values of MPVs given by Racinet in [18]. Namely, (8) can be

extended to these regularized values:

ζ∗N(s;α) =
1

Nd

N∑

a1=1

· · ·
N∑

ad=1

η−(a1α1+···+adαd)L∗
N(s; a1, . . . , ad) (7)

for all α ∈ Z/NZ and s ∈ Nd with s1 = 1.

Notice that Conjecture 2.2 becomes easy to verify if we extend the scalars to the

cyclotomic field Q(ηN ). Conjecturally, every linear relations between MPVs over Q (the

algebraic closure of Q) must be a consequence of some linear relations over Q (the same

should be true for MZVs at level N). This is the motivation for our conjecture in the

first place. To show the Q(ηN)-version of the conjecture, using the identity

N−1∑

j=0

ηMj =

{
N, if N |M ;

0, otherwise,
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we can easily find

ζN(s;α) =
1

Nd

∑

k1>···>kd>0

N∑

a1=1

ηa1(k1−α1) · · ·
N∑

ad=1

ηad(kd−αd)
1

ks1
1 · · · ksd

d

=
1

Nd

N∑

a1=1

· · ·
N∑

ad=1

η−(a1α1+···+adαd)LN(s; a1, . . . , ad).

(8)

Let h = η−1. It is not difficult to see that the determinant of the Nd ×Nd matrix
[
ha1α1+···+adαd

]
1≤a1,...,ad,α1,...,αd≤N

is given by det(V )N
2d−2

where V is the Vandermonde matrix
[
haα
]
1≤a,α≤N

. Set f(x) =

xN − 1. Then

(−1)(
N

2 ) det(V )2 =
∏

1≤a6=b≤N

(ha − hb) =

N∏

a=1

f ′(ha) = NN

(
N∏

a=1

ha

)N−1

= (−1)N−1NN .

Therefore det(V )2 = ±NN where we take + for N ≡ 2 (mod 4) and − otherwise.

Consequently, for every fixed (a1, . . . , ad) ∈ (Z/NZ)d the MPV LN(s; a1, . . . , ad) can

be expressed as a Q(ηN )-linear combinations of ζN(s;α) (α ∈ (Z/NZ)d). The above

argument proves the following important fact.

Theorem 3.4. Let QN = Q(ηN ) be the N-th cyclotomic field. As QN -vector spaces we

have

dimQN
MZV∗

Q(w,N)⊗QN = dimQN
MPV∗

Q(w,N)⊗QN .

The x-regularized version of ζ(1;α) is defined as follows.

Definition 3.5.

ζx(1;α) =
1

N

(
T +

N−1∑

n=1

η−nαLi1(η
n)

)
.

Now let m ≥ 1, d ≥ 0 and suppose Lx
N ({1}m, s;β′,α) have been defined as a

polynomial in MZVN [T ] of degree at most m for all β′ = (β1, . . . , βm) ∈ (Z/NZ)m,

α ∈ (Z/NZ)d and s = (s1, . . . , sd) ∈ Nd with s1 > 1. Using the partial fractions

ta−1

1− tN
=

1

N

N∑

m=1

η−(a−1)m

1− ηmt
,
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we obtain

ζxN (s;α) =

∫ 1

0

ωs1−1 t
α1−α2−1dt

1− tN
· · ·ωsd−1 t

αd−1dt

1− tN

=
1

Nd

N∑

m1,··· ,md=1

η−
∑d−1

i=1
mi(αi−αi+1−1)−(αd−1)mdLx

N (s; η
α1, · · · , ηαd),

for s ∈ Nn and α ∈ (Z/NZ)n. Thus for s = ({1}m+1, s′) with s′ = (s1, · · · , sd) ∈ Nd and

s1 > 1, α = (α1, · · · , αd) ∈ (Z/NZ)d and β = (β0, · · · , βm) ∈ (Z/NZ)m+1,

ζxN ({1}m+1, s′;b,α) =
1

Nd

N∑

m1,··· ,md=1

η−
∑d−1

i=1
mi(αi−αi+1−1)−(αd−1)md

· Lx
N ({1}m+1, s′; ηβ0, · · · , ηβm, ηα1, · · · , ηαd),

where

Lx
N ({1}m+1, s′; ηβ0, · · · , ηβm, ηα1 , · · · , ηαd)

=
1

m+ 1
[Lix1 (η

β0) · Lx
N ({1}m, s′; ηβ1, · · · , ηβm, ηα1 , · · · , ηαd)

−
d−m−1∑

j=1

sj∑

tj=2

Lx
N ({1}m, s1, · · · , tj , sj + 1− tj , · · · , sd−m−1; η

β0, · · · , ηβm, ηα1, · · · , ηαd)

− Lx
N ({1}m, s′, 1; ηβ0, · · · , ηβm, ηα1, · · · , ηαd)]

with Lix1 (η
α1) =

{
T, if α1 ≡ 0 (mod N);

Li1(η
α1), if α1 6≡ 0 (mod N).

Next we want to study the relation between the above two different regulations. Our

goal is to show that both regularizations still satisfy the same relation obtained by Ihara,

Kaneko,and Zagier (see [14, Theorem 1]). By (7), it suffices to prove the same relation

for MPV LN(s; a1, · · · , ad), which has been done by Racinet [18].

We now recall some of the results from [18]. For convenience we use Racinet’s nota-

tion. For a set Z and a field k, let k〈Z〉 (resp. Libk(Z)) be the free (noncommutative)

associative algebra (resp. the free Lie algebra) on Z with coefficients in k. We denote by

k〈〈Z〉〉 the set of all formal series on Z over the field k. The algebra k〈Z〉, when viewed

as the enveloping bigebra of Libk(Z), has the coproduct ∆ defined by ∆z = 1⊗z+z⊗1,

for ∀z ∈ Z.
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Let Γ be a multiplicative finite group of C×. In this paper, one may take Γ to be the

group of N -th roots of unity. Then one defines the alphabet X := {xσ : σ ∈ Γ∪{0}}. For

(n, ν) ∈ N× Γ, let yn,ν = xn−1
0 xν . We denote by Y the set of all yn,ν for (n, ν) ∈ N× Γ.

The subalgebra of k〈X〉 generated by Y is denoted by k〈Y 〉 and is free on Y . As a

vector space, it is generated by the words on X not ending by x0 thus it could be

identified with the quotient k〈X〉/I0, where I0 = k〈X〉x0. The corresponding projection

is denoted by πY . The vector subspace k〈X〉cv of k〈X〉 generated by words on X that

are not ending by x0 and not starting by x1 is also a graded algebra. It may be

identified with the quotient k〈X〉/I, where I = (x1k〈X〉+ k〈X〉x0). We denote by πcv

the corresponding projection. The algebra k〈X〉cv is same as the subalgebra of k〈Y 〉
generated by words on Y that are not starting by y1,1 = x1. Thus it can be identified

with the quotient k〈Y 〉/y1,1k〈Y 〉, which is denoted by k〈Y 〉cv. Again its corresponding

projection is denoted by πcv. Similarly one defines k〈〈X〉〉cv and k〈〈Y 〉〉cv.
We extend the definition of yn,ν to the case where n = 0

y0,ν =

{
1, if ν = 1;

0, if ν 6= 1.

Then define the coproduct

∆∗(yn,ν) =
∑

k+l=n
κ+λ=ν

yk,κ ⊗ yl,λ.

It’s easy to check (see [18]) that (k〈Y 〉, ·,∆∗) is a bialgebra. Similarly, one can check

that the associative algebra k〈〈X〉〉 is a bialgebra (see [19]). So are k〈〈Y 〉〉, k〈〈X〉〉cv
and k〈〈Y 〉〉cv. Recall that an element x in any coalgebra (C, ǫ,∆) is called diagonal if

∆(x) = x⊗ x and ǫ(x) = 1.

For any word ys1,σ1
ys2,σ2

· · · ysr,σr
on Y , we define the endomorphism q of k〈Y 〉 as

q(ys1,σ1
ys2,σ2

· · · ysr,σr
) = ys1,σ1

ys2,σ2σ
−1

1
· · · ysr,σrσ

−1

r−1
.

Recall the multiple polylog Lis1,··· ,sd(z1, · · · , zd) is defined by

Lis1,...,sd(z1, . . . , zd) =
∑

k1>···>kd>0

zk11 · · · zkdd
ks1
1 · · · ksd

d

, (9)

Let

I[0,1](σ1, · · · , σr) =

∫

1≥t1≥···tr≥0

r∧

i=1

ωσi
(ti),
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where

ωσi
(ti) =

{
dti

σ−1

i −ti
, if σi 6= 0;

dti
ti
, if σi = 0.

Then

Lis1,··· ,sr(1, · · · , 1) = ζ(s1, · · · , sr) = I[0,1]({0}s1−1, 1, · · · , {0}sr−1, 1).

The generating series of Lis1,··· ,sr(z1, · · · , zr) and I[0,1](σ1, · · · , σr) are defined as fol-

lows:

Lcv :=
∑

s1,··· ,sr∈N,σ1,··· ,σr∈Γ
(s1,σ1)6=(1,1)

Lis1,··· ,sr(σ1, · · · , σr)ys1,σ1
· · · ysr,σr

,

Icv :=
∑

σ1,··· ,σr−1∈Γ∪{0},σr∈Γ
I[0,1](σ1, · · · , σr)xσ1

· · ·xσr
.

It is clear one can think of them as two elements in C〈〈Y 〉〉cv and C〈〈X〉〉cv, respectively.

Racinet further shows

Proposition 3.6. The series Lcv and Icv are diagonal elements in C〈〈Y 〉〉cv and C〈〈X〉〉cv,
respectively.

By straight-forward computation one finds the following crucial relation between the

above two elements.

Proposition 3.7. One has

Lcv = q(Icv).

Remark 3.8. The map q is added due to the formula

I[0,1]({0}s1−1, σ1, · · · , {0}sr−1σr) = Lis1,··· ,sr(σ1, σ2σ
−1
1 , · · · , σrσ

−1
r−1).

Racinet proves the following fundamental result (see [18, Corollary 2.4.4]) by Poincaré-

Birkhoff-Witt Theorem.

Theorem 3.9. Any diagonal series Φcv of (C〈〈Y 〉〉cv,∆∗) is the image of a diagonal

element of (C〈〈Y 〉〉,∆). Two such elements Φ1 and Φ2 are related by

Φ2 = exp((λ2 − λ1)y1,1)Φ1,

where λ1 and λ2 are the coefficients of y1,1 in Φ1 and Φ2 respectively.

With the above theorem available, he defines
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Definition 3.10. Let L (resp. I) be the unique diagonal element in (C〈〈Y 〉〉,∆∗) (resp.

(C〈〈X〉〉,∆)) such that πcv(L) = Lcv (resp. πcv(I) = Icv) and in which the coefficients

of y1,1 is 0 (resp. in which the coefficients of x0 and x1 are 0).

Remark 3.11. The coefficients of L (resp. I) may be viewed as regularized values of

the series Lis1,··· ,sr(σ1, · · · , σr) (resp. the iterated integral I[0,1](σ1, · · · , σr)). Note that

Racinet’s choice is different from that given by Ihara, Kaneko, and Zagier in which the

coefficient of y1,1 is T instead of 0.

Theorem 3.12. The relation between L and I is given by

L = S(y1,1) · qπY (I),

where S(u) = exp

( ∞∑

n=2

(−1)n−1ζ(n)

n
un

)
.

Let’s recall the linear map defined in [14]:

ρ : R[T ] → R[T ],

ρ(eTu) 7→ A(u)eTu,

where A(u) = S(u)−1. Let L′ := exp(Ty1,1) · L and I ′ := exp(Tx1) · I. By Theorem 3.9,

the coefficients of y1,1 and x1 in L′ and I ′ are both equal to T . Note that y1,1 = x1. We

denote by Li∗s1,··· ,sr(σ1, · · · , σr) (resp. IX[0,1](σ1, · · · , σr)) the coefficient of ys1,σ1
· · · ysr,σr

(resp. xσ1
· · ·xσr

) in L′ (resp. I ′). Finally we show that the above relation in the sense

of Racinet is equivalent to that given in [14].

Theorem 3.13. For any indices s = (s1, · · · , sr) and σ = (σ1, · · · , σr), we have

ρ(Li∗s1,··· ,sr(σ1, σ2σ
−1
1 , · · · , σrσ

−1
r−1)) = IX[0,1]({0}s1−1, σ1, · · · , {0}sr−1, σr).

Proof. Dividing the both sides of the equation in Theorem 3.12 by S(y1,1), we obtain

A(y1,1) · L′ = exp(Ty1,1) ·A(y1,1) · L =exp(Ty1,1) · qπY (I)
=qπY (exp(Tx1)I) = qπY (I ′).

Hence

ρ(L′) = ρ(exp(Ty1,1) · L) = A(y1,1) · exp(Ty1,1) · L = qπY (I ′).

The statement follows by comparing the coefficient of ys1,σ1
ys1,σ2σ

−1
1

. . . ysr,σrσ
−1
r−1

on both

sides of the equation. �
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4. Some generating functions

For all α ∈ Z/NZ put

1

ηαex − 1
=

δα,0
x

+

∞∑

n=0

ωN
n;α

n!
xn.

In this section, we will provide explicit expressions of ω’s at lower levels. In the next

few lemmas we first present some facts that will be useful in our future computations.

Lemma 4.1. For all n ≥ 0 and for all N we have

ωN
n;0 =

Bn+1

n+ 1
.

For all n ∈ N and α ∈ Z/NZ we have

ωN
n;α = −(−1)nωN

n;−α. (10)

Proof. The first equation is straightforward from the definition. For the second, we have
∞∑

n=0

ωN
n;α + (−1)nωN

n;−α

n!
xn =

1

ηαex − 1
+

1

η−αe−x − 1
=

1− ηαex

ηαex − 1
= −1.

The lemma follows immediately. �

Lemma 4.2. For all n ∈ N and α ∈ Z/NZ ωN
2n−1;α is real and ωN

2n;α is pure imaginary.

They both lie in the cyclotomic field QN . Further

N−1∑

α=1

ωN
n;α =

(Nn+1 − 1)Bn+1

n+ 1
. (11)

Proof. Set

fα(x) =
1

ηαex − 1
.

Then

fα(x) + fα(−x) = fα(x) + fN−α(−x) =
1

ηαex − 1
− ηαex

ηαex − 1
= −1.

where f1 is the complex conjugation of f1. Thus

ωN
2n−1;α − ωN

2n−1;α = ωN
2n;α + ωN

2n;α = 0 ∀n ≥ 1.

This proves the first sentence of the lemma. Observe that F (t) := tN−1 =
∏N−1

j=0 (t−ηj).

By the Leibniz rule
N−1∑

j=0

t

t− ηj
=

tF ′(t)

F (t)
=

NtN

tN − 1
.
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Using the substitution t = e−x we get

N−1∑

j=0

1

ηjex − 1
=

N

eNx − 1
. (12)

Now (11) quickly follows from this. �

Corollary 4.3. Let N = 2. Then for all n ≥ 0 we have

ω2
n;1 =

(2n+1 − 1)Bn+1

n+ 1
. (13)

Proof. This directly follows from (11) when N = 2. �

Lemma 4.4. Let N = 3 and η = e2π
√
−1/3. Then ω3

0;1 = (η2 − 1)/3 and for all n ≥ 1

ω3
2n−1;1 = ω3

2n−1;2 =
(32n − 1)B2n

4n
, (14)

ω3
2n;1 = −ω3

2n;2 = −
√
−3

6(2n+ 1)

2n∑

j=0

32n−j(2j+1 − 1)

(
2n+ 1

2n− j

)
B2n−j . (15)

Proof. Clearly

ω3
0;1 =

1

η − 1
=

η2 − 1

3
.

By Lemma 4.2 we see that ω3
2n−1;1 are real and ω3

2n;1 are pure imaginary for all n ≥ 1.

Further, by (11)

ωN
n;1 + ωN

n;1 = ωN
n;1 + ωN

n;2 =
(3n+1 − 1)Bn+1

n + 1
.

Hence we have

2ω3
2n−1;1 =

(32n − 1)B2n

2n

which quickly yields (14). On the other hand

f1(x)− f2(x) = −
√
−3ex

e2x + ex + 1
= −

√
−3(e2x − ex)

e3x − 1

= −
√
−3

3

∞∑

n=0

2n+1 − 1

(n+ 1)!
xn ·

∞∑

m=0

3mBm

m!
xm.

Hence (15) follows immediately. �
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Lemma 4.5. Let N = 4 and n ≥ 0. Then ω4
n;2 = ω2

n;1 is given by (13). Further we

have ω4
n;3 = ω4

n;1 where

ω4
n;1 =





−1 −
√
−1

2
, if n = 0;

2n(2n+1 − 1)Bn+1

n + 1
, if n is odd;

−
√
−1

2
En, if n ≥ 2 is even,

(16)

where En are Euler numbers defined by the generating function

sech x =
2

ex + e−x
=

∞∑

n=0

En

n!
xn.

Proof. The relation ω4
n;2 = ω2

n;1 is trivial. Let η =
√
−1. Clearly

ω4
0;1 =

1

η − 1
=

−1−
√
−1

2
.

By Lemma 4.2 we see that ω4
2n−1;1 are real and ω4

2n;1 are pure imaginary for all n ≥ 1.

Further

f1(x) + f1(x) = f1(x) + f3(x) =
−2

e2x + 1

=
4

e4x − 1
− 2

e2x − 1
=

∞∑

n=0

2n+1(2n+1 − 1)Bn+1

(n + 1)!
xn.

This proves the odd n case in (16). On the other hand

f1(x)− f1(x) = f1(x)− f3(x) =
−2ηex

e2x + 1
=

−2η

ex + e−x
= −η

∞∑

n=0

En

n!
xn.

This proves the even n case in (16). �

5. Multiple divisor functions

Recall that η = exp(2π
√
−1/N) is the N -th root of unity. Recall QN = Q(ηN ) is the

N -th cyclotomic field. As a generalization of the classical divisor sums we define for

integers s1, . . . , sd ≥ 0 and α1, . . . , αd ∈ Z/NZ the multiple divisor sum at level N by

σα1,...,αd
s1,...,sd

(n) =
∑

u1v1+···+udvd=n
u1>···>ud>0

ηα1v1+···+αdvdvs11 . . . vsdd . (17)
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In general, these sums are complex numbers lying in QN .

Suppose s = (s1, . . . , sd) ∈ Nd and α = (α1, . . . , αd) ∈ (Z/NZ)d. We set s − 1 =

(s1 − 1, . . . , sd − 1). Then the multiple divisor function at level N is the generating

q-series of the multiple divisor sum σα
s

given by

[s;α]N(q) :=
1

(s1 − 1)! . . . (sd − 1)!

∑

n>0

σα
s−1

(n)qn ∈ QN [[q]].

Here and in what follows we will simply write [s;α]N or even [s;α] instead of [s;α]N(q).

Similar to MZVs we call |s| := s1 + · · · + sd the weight and dp(s) := d the depth. At

level N = 2 we use the special notation by putting the letter o (for “odd”) on top of sj

if and only if the corresponding color αj = 1 is odd.

Example 5.1. We give a few examples at level N = 2:

[
o

2] = [2; 1]2 = −q + q2 − 4q3 + 5q4 − 6q5 + 4q6 − 8q7 + 13q8 + . . . ,

[2,
o

1] = [2, 1; 0, 1]2 = −q3 − 4q5 + q6 − 9q7 + 4q8 − 17q9 + 8q10 − 25q11,

Recall that in [1] a normalized polylogarithm is defined by

L̃is(z) :=
Li1−s(z)

Γ(s)
,

where for s ∈ N, z ∈ C, |z| < 1 the polylogarithm Lis(z) =
∑

n≥1
zn

ns of weight s. By [9]

we see that L̃is(z) is a rational function in z and is holomorphic in |z| < 1.

Proposition 5.2. For q ∈ C with |q| < 1 and for all s1, . . . , sd ∈ N we can write the

MDFs as

[s1, . . . , sd;α1, . . . , αd] =
∑

n1>···>nd>0

L̃is1 (η
α1qn1) · · · L̃isd (ηαdqnd) .

Proof. We leave the straightforward computation to the interested reader. �

Lemma 5.3. For α, β ∈ Z/NZ,

L̃ia(η
αz) · L̃ib(ηβz) =

a∑

j=1

λj;N
a,b;α−β L̃ij(η

αz) +
b∑

j=1

λj;N
b,a;β−α L̃ij(η

βz) + δα,β L̃ia+b(η
αz)

where the coefficients λj;N
a,b;α ∈ Q(η) are given by

λj;N
a,b;α = (−1)b−1

(
a + b− j − 1

a− j

)
ωN
a+b−j−1;α

(a+ b− j − 1)!
. (18)



20 HAIPING YUAN AND JIANQIANG ZHAO

It satisfies that

λj;N
a,b;α = (−1)a+bλj;N

b,a;α = (−1)a+b+jλj;N
a,b;−α = (−1)jλj;N

b,a;−α. (19)

Proof. First we observe that (19) follows from (10).

Now we consider the generating series

Lα(x) =

∞∑

k1=1

L̃ik1(η
αz)xk1−1 and Lβ(y) =

∞∑

k2=1

L̃ik2(η
βz)yk2−1. (20)

A simple computation shows that

Lα(x) · Lβ(y) =
1

ηα−βex−y − 1
Lα(x) +

1

ηβ−αey−x − 1
Lβ(y).

We now consider two cases: (1) α = β and (2) α 6= β.

(1). If α = β, then the proof is exactly the same as that of [1, Lemma 2.6].

(2). If α 6= β, then we have

Lα(x) · Lβ(y) =
exηαz

1− exηβz
· eyηαz

1− eyηβz

=
1

ηα−βex−y − 1
Lα(x) +

1

ηβ−αey−x − 1
Lβ(y)

=
∑

n>0

ωN
n;α−β

n!
(x− y)nLα(x) +

∑

n>0

ωN
n;β−α

n!
(y − x)nLβ(y).

By definition (20) this equals

∑

n>0

ωN
n;α−β

n!
(x− y)n

∑

j≥1

L̃ij(η
αz)xj−1 +

∑

n>0

ωN
n;β−α

n!
(y − x)n

∑

j≥1

L̃ij(η
βz)yj−1

=
∑

b≥1

b−1∑

n=1

∑

j≥1

ωN
n;α−β

n!

(
n

b− 1

)
(−1)b−1xn−b+jyb−1 L̃ij(η

αz)

+
∑

a≥1

a−1∑

n=1

∑

j≥1

ωN
n;β−α

n!

(
n

a− 1

)
(−1)a−1xa−1yn−a+j L̃ij(η

βz)

=
∑

a≥1

∑

b≥1

a∑

j=1

ωN
a+b−j−1;α−β

(a+ b− j − 1)!

(
a + b− j − 1

b− 1

)
(−1)b−1 L̃ij(η

αz)xa−1yb−1

+
∑

a≥1

∑

b≥1

b∑

j=1

ωN
a+b−j−1;β−α

(a+ b− j − 1)!

(
a + b− j − 1

a− 1

)
(−1)a−1 L̃ij(η

βz)xa−1yb−1.

The lemma now follows from a comparison of coefficients. �
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Corollary 5.4. Let N = 2. For a, b ∈ N and α, β ∈ Z/2Z we have

L̃ia(η
αz) · L̃ib(ηβz) =

a∑

j=1

λj;2
a,b;α−β L̃ij(η

αz) +
b∑

j=1

λj;2
b,a;β−α L̃ij(η

βz) + δα,β L̃ia+b(η
αz)

where the coefficients λj;2
a,b;α ∈ Q(η) are given by

λj;2
a,b;0 =(−1)b−1

(
a + b− j − 1

a− j

)
Ba+b−j

(a+ b− j)!
,

λj;2
a,b;1 =

(
2a+b−j − 1

)
λj;2
a,b;0.

Proof. This follows from Corollary 4.3 easily. �

Example 5.5. Let N = 2. We have λ1;2
1,1;0 = λ1;2

1,1;1 = B1 = −1
2

and thus

L̃i1(z) · L̃i1(z) = L̃i2(z)− L̃i1(z), L̃i1(z) · L̃i1(−z) = −1

2
L̃i1(z)−

1

2
L̃i2(−z).

Therefore the product [1; 0] · [1; 1] is given by (22).

Proposition 5.6. For α, β ∈ Z/NZ, we have

[s;α] · [t; β] = [s, t;α, β] + [t, s; β, α] + δα,β[s+ t;α]

+

s∑

j=1

λj;N
s,t;α−β[j;α] +

t∑

j=1

λj;N
t,s;β−α[j; β].

Proof. By Proposition 5.2 we have

[s;α] · [t; β] =
(
∑

n1>n2>0

+
∑

n2>n1>0

+
∑

n1=n2

)
L̃is(η

αn1qn1) L̃it(η
βn2qn2)

= [s, t;α, β] + [t, s; β, α] +

∞∑

n=1

L̃is(η
αnqn) L̃it(η

βnqn).

The proposition now follows from Lemma 5.3. �

Example 5.7. The first nontrivial product at any level N is given by

[1; 1] · [1; 1] = 2[1, 1; 1, 1] + [2; 1]− [1; 1] (21)

since λ1;N
1,1;0 = B1 = −1

2
for all N .
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Example 5.8. The first products of MDFs at level N = 2 are given by

[1] · [
o

1] = [1,
o

1] + [
o

1, 1]− 1

2
[1]− 1

2
[
o

1], (22)

[
o

2] · [
o

1] = [2,
o

1] + [1,
o

2]− 1

2
[
o

2] + [
o

3], (23)

[2] · [
o

1] = [2,
o

1] + [
o

1, 2] +
1

4

(
[1]− 2[2]− [

o

1]
)
, (24)

[2] · [
o

2] = [2,
o

2] + [
o

2, 2]− 1

4

(
[2] + [

o

2]
)
. (25)

Here we have used the letter o (for “odd”) on top of sj if the corresponding color αj = 1

is odd.

Example 5.9. At level N = 3 we have

[1; 1] · [1; 2] = [1, 1; 1, 2] + [1, 1; 2, 1] +

√
−3

6

(
[1; 2]− [1; 1]

)
,

[1; 1] · [2; 0] = [2, 1; 0, 1] + [1, 2; 1, 0] +
1

2

(
[1; 1]− [1; 0]

)
−

√
−3

6
[2; 0], (26)

[2; 1] · [1; 2] = [2, 1; 1, 2] + [1, 2; 2, 1] +
1

2

(
[1; 2]− [1; 1]

)
−

√
−3

6
[2; 1],

[2; 1] · [2; 2] = [2, 2; 1, 2] + [2, 2; 2, 1] +
1

2

(
[2; 1] + [2; 2]

)
+

√
−3

9

(
[1; 2]− [1; 1]

)
,

[3; 1] · [2; 2] = [3, 2; 1, 2] + [2, 3; 2, 1] +
1

2
[3; 1]−

√
−3

9
[2; 1]−

√
−3

18
[2; 2].

Example 5.10. At level N = 4 we have

[1; 1] · [1; 2] = [1, 1; 1, 2] + [1, 1; 2, 1] +

√
−1

2

(
[1; 1]− [1; 2]

)
,

[1; 1] · [1; 3] = [1, 1; 1, 3] + [1, 1; 3, 1]− 1

2

(
[1; 1] + [1; 3]

)
,

[1; 1] · [2; 0] = [2, 1; 0, 1] + [1, 2; 1, 0] +
1

2

(
[1; 0]− [1; 1] +

√
−1[2; 0]

)
, (27)

[1; 1] · [2; 2] = [1, 2; 1, 2] + [2, 1; 2, 1] +
1

2

(
[1; 2]− [1; 1]−

√
−1[2; 2]

)
,

[1; 1] · [2; 3] = [1, 2; 1, 3] + [2, 1; 3, 1] +
1

4

(
[1; 3]− [1; 1]− 2[2; 3]

)
,

[3; 1] · [2; 2] = [3, 2; 1, 2] + [2, 3; 2, 1] +
1

2

(
[1; 1]− [3; 1]− [1, 2] +

√
−1[2; 1]

)
+

√
−1

4
[2, 2].
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6. The algebra of MDFs

In this section we will extend Proposition 5.6 to the general case by studying the

underlying algebra structure of the MDFs.

Definition 6.1. We define MDN to be the QN -vector space generated by [∅] = 1 ∈
QN [[q]] and all MDFs [s;α] for s ∈ Nd and α ∈ (Z/NZ)d. On MDN we have the

increasing filtration FilW;N
• given by the weight and the increasing filtration FilL;N• given

by the depth, i.e.,

FilW;N
k (MDN) :=

〈
[s;α]

∣∣ s ∈ Nd,α ∈ (Z/NZ)d, d ∈ N, |s| ≤ k〉QN
,

FilL;Nd (MDN) :=
〈
[s;α]

∣∣ s ∈ Nr,α ∈ (Z/NZ)r, r ≤ d〉QN
.

When considering the depth and weight filtrations at the same time we write FilW,L;N
k,d :=

FilW;N
k FilL;Nd . As usual we define the graded pieces by

grW;N
k (MDN) := FilW;N

k (MDN)/Fil
W;N
k−1 (MDN)

grL;Nd (MDN) := FilL;Nd (MDN)/Fil
L;N
d−1(MDN).

and grW,L;N
k,d := grW;N

k grL;Nd .

Definition 6.2. Let GN = Gal(QN/Q). Let qMZN be the QN -vector space generated

by

SN :=
{
[s;α] : s1 > 1

}
∪
{
gβ(s;α) : 1 ≤ β < N, s ∈ Nd,α ∈ (Z/NZ)d, d ≥ 0

}
, (28)

where gβ(s;α) := [1, s; 0,α] − [1, s; β,α] is defined precisely as follows. If β < α1 or

s = ∅ then

gβ(s;α) :=
∑

n>n1>···>nd>0

(
L̃i1
(
qn
)
− L̃i1

(
ηβqn+β

))
L̃is1 (η

α1qn1) · · · L̃isd (ηαdqnd)

−
β∑

ℓ=1

∑

n1>···>nd>0

L̃i1
(
ηβqn1+ℓ

))
L̃is1 (η

α1qn1) · · · L̃isd (ηαdqnd) , (29)

where n1 = 0 if s = ∅. If d ≥ 1 and β ≥ α1 then

gβ(s;α) :=
∑

n>n1>···>nd>0

(
L̃i1
(
qn
)
− L̃i1

(
ηβqn+β−N

))
L̃is1 (η

α1qn1) · · · L̃isd (ηαdqnd)

+
N∑

ℓ=β+1

∑

n1>···>nd>0

L̃i1
(
ηβqn1−N+ℓ

))
L̃is1 (η

α1qn1) · · · L̃isd (ηαdqnd) . (30)
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Let qMZN(Q) be the Q-vector space generated by SN given by (28). Define

qMZN = ⊕k gr
W;N
k qMZN ,

qMZN (Q) = ⊕k

(
grW;N

k qMZN

)GN = ⊕k gr
W;N
k qMZN(Q).

Further we define MZN to be the QN -vector space generated by
{
ζN(s;α) : s1 > 1

}
∪
{
Γβ(s;α) : 1 ≤ β < N, s ∈ Nd,α ∈ (Z/NZ)d, d ≥ 0

}
,

where Γβ(s;α) = ζ∗N(1, s; 0,α)− ζ∗N(1, s; j,α) are define by (5) in section 3. Similarly,

MZN(Q) is the corresponding Q-vector space.

Proposition 5.6 is a special case of Theorem 6.5 given below. To prove the theorem

in general we now consider the associated quasi-shuffle algebras (cf. [13]). Let F be a

field of characteristic 0 (we will take F to be either Q or QN later). Let

A = {zj;α : j ∈ N, α ∈ Z/NZ}

be the alphabet, FA the F-vector space generated by letters in A and F〈A〉 the non-

commutative polynomial algebra over F generated by words with letters in A. For a

commutative and associative product ⋄ on FA, a, b ∈ A and w, v ∈ F〈A〉 we define on

F〈A〉 recursively a product by 1 ∗ w = w ∗ 1 = w and

aw ∗ bv := a(w ∗ bv) + b(aw ∗ v) + (a ⋄ b)(w ∗ v). (31)

Equipped with this product one has the

Proposition 6.3. The vector space F〈A〉 with the product ∗ is a commutative F-algebra.

Proof. See [13, Theorem 2.1]. �

Motivated by the product expression of the polylogarithms in Lemma 5.3 we define

the product ⋄ on FA by

za;α ⋄ zb;β =

a∑

j=1

λj;N
a,b;α−βzj;α +

b∑

j=1

λj;N
b,a;β−αzj;α + δα,βza+b;α. (32)

This is an commutative and associative product on FA, because it arises from the

product of the pairwise linearly independent polylogarithms L̃it(η
αz) in Lemma 5.3,

and therefore (F〈A〉, ∗) is a commutative F-algebra by Proposition 6.3 above. Theorem

6.5 now follows from the next proposition.
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Proposition 6.4. Let [ ] : (QN 〈A〉, ∗) −→ (MDN , ·) be the QN -linear map such that

[zs1;α1
. . . zsd;αd

] := [s1, . . . , sd;α1, . . . , αd]. Then we have

[w ∗ v] = [w] · [v] ∀w, b ∈ QN 〈A〉.

Therefore (MDN , ·) is a QN -algebra and [ ] a QN -algebra homomorphism.

Proof. This can be proved by the same argument as in the MZV case (see, for e.g., [12,

Theorem 3.2]) by using induction on the depth of the words w and v together with

Lemma 5.3. �

Theorem 6.5. The QN -vector space MDN has the structure of a bifiltered QN -Algebra

(MDN , ·, FilW;N
• , FilL;N• ), where the multiplication is the natural multiplication of for-

mal power series and the filtrations FilW;N
• and FilL;N• are induced by the weight and

depth, in particular

FilW,L;N
k1,d1

(MDN) · FilW,L;N
k2,d2

(MDN) ⊂ FilW,L;N
k1+k2,d1+d2

(MDN).

Proof. This follows easily from Proposition 6.4, the definition in (31) and (32). �

Example 6.6. For a, b, c ∈ N and α, β, γ ∈ Z/NZ we have

[a;α] · [b, c; β, γ] = [za;α ∗ (zb;βzc;γ)] = [za;αzb;βzc;γ + zb;βza;αzc;γ + zb;βzc;γza;α]

+ [zb;β(za;α ⋄ zc;γ) + (za;α ⋄ zb;β)zc;γ]
= [a, b, c;α, β, γ] + [b, a, c; β, α, γ] + [b, c, a; β, γ, α]

+ δα,γ[b, a + c; β, α] + δα,β[a+ b, c; γ, α]

+
a∑

j=1

λj
a,c;α−γ[b, j; β, α] +

c∑

j=1

λj
c,a;γ−α[b, j; β, γ]

+
a∑

j=1

λj
a,b;α−β[j, c;α, γ] +

b∑

j=1

λj
b,a;β−α[j, c; β, γ].

Lemma 6.7. For all a, b, s1, . . . , sd ∈ N and α, β, α1, . . . , αd ∈ Z/NZ we have

[(za;α ⋄ zb;β)zs1;α1
. . . zsd;αd

] ∈ qMZN .

Proof. By the definition (32)

za;α ⋄ zb;β =

a∑

j=1

λj;N
a,b;α−βzj;α +

b∑

j=1

λj;N
b,a;β−αzj;β + δα,βza+b;α.
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By the definition of λ’s in Proposition 5.6 it is easy to see that

λ1;N
a,b;α−βz1;α + λ1;N

b,a;β−αz1;β =
(−1)a−1ωN

a+b−2;α−βz1;α + (−1)b−1ωN
a+b−2;β−αz1;β

(a− 1)!(b− 1)!

=
(−1)a−1ωN

a+b−2;α−β

(a− 1)!(b− 1)!

(
z1;α − z1;β

)
.

by Lemma 4.1. Hence

[(z1;α − z1;β)zs1;α1
. . . zsd;αd

] = gβ(s;α)− gα(s;α) ∈ qMZN .

This finishes the proof of the lemma. �

Theorem 6.8. The vector space qMZN is a subalgebra of MDN .

Proof. It suffices to show that qMZN is closed under multiplication. We need to con-

sider three cases:

(i) Let f = [a, . . . ;α, . . . ] and g = [b, . . . ; β, . . . ], a > 1 and b > 1,

(ii) Let f = [a, . . . ;α, . . . ] and g = gβ(s;α), a > 1 and 1 ≤ β < N ,

(iii) Let f = gγ(s;α) and g = gβ(t;β), 1 ≤ β, γ < N .

In case (i), by Proposition 6.4 we have

f · g = [za;αw] · [zb;βv] = [za;αw ∗ zb;βv] for some w, v ∈ QN 〈A〉.

So in order to prove the statement we have to show that [za;αw ∗ zb;βv] ∈ qMZN . By

the definition of the quasi-shuffle product ∗ we have

za;αw ∗ zb;βv = za;α(w ∗ zb;βv) + zb;β(za;αw ∗ v) + (za;α ⋄ zb;β)(w ∗ v).

The first two terms obviously lie in qMZN after applying [ ] since a, b > 1 and by

Lemma 6.7 [(za;α ⋄ zb;β)(w ∗ v)] ∈ qMZN . Thus in case (i) the multiplication is closed.

(ii) We assume for some w, v ∈ QN 〈A〉

f · g = [za;αw] · [(z1;0 − z1;β)v] = [za;αw ∗ z1;0v]− [za;αw ∗ z1;βv].

Then

za;αw ∗ z1;0v − za;αw ∗ z1;βv = za;α(w ∗ z1;0v)− za;α(w ∗ z1;βv)
+ (za;α ⋄ z1;0)(w ∗ v)− (za;α ⋄ z1;β)(w ∗ v) + (z1;0 − z1;β)(za;αw ∗ v).
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By similar argument as in case (i) one can handle easily the first four terms on the right

hand side. Now assume [za;αw ∗ v] =∑r
i=1[si; ai] we see that

[(z1;0 − z1;β)(za;αw ∗ v)] =
r∑

i=1

gβ(si; ai) ∈ qMZN .

(iii) Assuming f = [(z1;0 − z1;β)w] and g = [(z1;0 − z1;γ)v] for w, v ∈ Q〈A〉 we have

f · g = [z1;0w ∗ z1;0v]− [z1;0w ∗ z1;γv]− [z1;βw ∗ z1;0v] + [z1;βw ∗ z1;γv].

Then

z1;0w ∗ z1;0v − z1;0w ∗ z1;γv − z1;βw ∗ z1;0v + z1;βw ∗ z1;γv
= (z1;0 − z1;β)(w ∗ z1;0v)− (z1;0 − z1;β)(w ∗ z1;γv)
+ (z1;0 ⋄ z1;0)(w ∗ v)− (z1;0 ⋄ z1;γ)(w ∗ v)
+ (z1;0 − z1;γ)(z1;0w ∗ v)− (z1;β ⋄ z1;0)(w ∗ v)
+ (z1;β ⋄ z1;γ)(w ∗ v)− (z1;0 − z1;j)(z1;iw ∗ v)).

By the same argument as in (i), all the terms involving ⋄ operation lie in qMZN after

applying [ ]. All the other terms have the form gβ(s;α) or gγ(s;α) after applying [ ].

This finishes the proof of the theorem. �

Theorem 6.9. For any positive integer N we set tN =
∑N−1

α=0 [1;α].

(i) We have MDN = qMZN [tN ].

(ii) The algebra MDN is a polynomial ring over qMZN with indeterminate tN , i.e.

MDN is isomorphic to qMZN [T ] by sending tN to T .

Proof. (i) We will use the induction approach used by Bachmann and Kühn at level one.

But for the higher levels the appearance of different colors brings some complications

into our argument.

First we show that any f ∈ FilW;N
k (MDN) can be written as a polynomial in tN . If

we show that for a fixed d and f ∈ FilW,L;N
k,d (MDN) one can find g1 ∈ FilW,L;N

k,d (qMZN)

and g2, g3 ∈ FilW,L;N
k,d−1 (MDN) such that f can be written as

f = g1 + tN · g2 + g3, (33)

then the claim follows directly by induction on d.

To show (33) it suffices to assume f = [{1}m, s; β1, . . . , βm,α], with s1 > 1 and

k = m+ |s|. By induction on m we now prove that every element of such form can be

written as in (33). Notice we are using a double induction now with the outside layer
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induction on d and the inside on m. If m = 0 then clearly f ∈ FilW,L;N
k,d (qMZN). If

m = 1, s1 > 1 and β1 = 0 then we have

−N [1, s; 0,α] +
N−1∑

γ=1

gγ(s;α) + tN · [s;α]

=

N−1∑

γ=0

(
[1; γ] · [s;α]− [1, s; γ,α]

)

=
N−1∑

γ=0

[
z1;γ ∗ (zs1;α1

. . . zsn;αn
)− z1;γzs1;α1

. . . zsn;αn

]
(n = d− 1)

=

N−1∑

γ=0

[
zs1;α1

(
z1;γ ∗ (zs2;α2

. . . zsn;αn
)
)
− (z1;γ ⋄ zs1;α1

)(zs2;α2
. . . zsn;αn

)
]
∈ qMZN

by Lemma 6.7. Hence [1, s; 0,α] ∈ qMZN [tN ] and therefore for all β ∈ Z/NZ

[1, s; β,α] = [1, s; 0,α]− gβ(s;α) ∈ qMZN [tN ].

Now we assume m ≥ 1 and (33) holds for f = [{1}m, s;β′,α] for all s ∈ Nd−m with

s1 > 1 and all β′ = (β1, . . . , βm) ∈ (Z/NZ)m. Then we have

tN · [{1}m, s;β′,α] =
N−1∑

γ=0

[
z1,γ ∗

(
z1,β1

. . . z1,βm
zs1;α1

. . . zsd;αd

)]
.

Thus by induction

m∑

ℓ=0

N−1∑

γ=0

[{1}m+1, s; β1, . . . , βℓ, γ, βℓ+1, . . . , βm,α] ∈ qMZN [tN ].

On the other hand
N−1∑

γ=0

gγ({1}m, s;β′,α) = N [{1}m+1, s; 0,β′,α]−
N−1∑

γ=0

[{1}m+1, s; γ,β′,α].

Adding up the above two equations we get the following element in qMZN [tN ]

N [{1}m+1, s; 0,β′,α] +
m∑

ℓ=1

N−1∑

γ=0

[{1}m+1, s; β1, . . . , βℓ, γ, βℓ+1, . . . , βm,α].

Subtracting Ngβ0
({1}m, s;β′,α) we see that for all β = (β0, . . . , βm) ∈ (Z/NZ)m+1

N [{1}m+1, s;β,α] +
m∑

ℓ=1

N−1∑

γ=0

[{1}m+1, s; β1, . . . , βℓ, γ, βℓ+1, . . . , βm,α] = b(β),
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for some b(β) ∈ qMZN [tN ]. Regarding [{1}m+1, s;β,α] as Nm+1 variables as β varies

we now only need to show the corresponding Nm+1×Nm+1 coefficient matrix M(N,m)

is nonsingular, which has been proved by (6).

(ii) We only need to show that tN is transcendental over qMZN . By definition

tN =

N−1∑

α=0

[1;α] =

N−1∑

α=0

∞∑

n=1

∑

d|n
ηdαqn

=
∞∑

n=1

∑

d|n
NqNn ≈ −N log(1− qN)

1− qN
(when q is close to η−1)

by [17, Lemma 2]. Now it is an easy computation to show that when q is close to η−1

−N log(1− qN)

1− qN
≈ − log(1− ηq)

1− ηq
.

By Proposition 6.12 we see that if |s| = k > 1 we have the approximations [s;α] ≈
1

(1−ηq)k
when q close to η−1. Also by Proposition 6.12, if |s| = k − 1 then

lim
q→1

(1− q)kgβ(s;α)[qη−1] = Γβ(s;α)

which is finite by the definition (5), and therefore when q is close to η−1 gβ(s;α) ≈
1

(1−ηq)k
. Consequently, tN is transcendental over qMZN [T ].

We have completed the proof of the theorem. �

The following result is a simple generalization of [1, Lemma 2.5].

Lemma 6.10. For s1, . . . , sd ∈ N and α1, . . . , αd ∈ Z/NZ we have

[s1, . . . , sd;α1, . . . , αd](q) =
1

(s1 − 1)! . . . (sl − 1)!

∑

n1>···>nd>0

d∏

j=1

ηαjqnjPsj−1 (η
αjqnj)

(1− ηαjqnj )sj
,

where Pk(t) =
∑k−1

n=0Ak,nt
n is the k-th Eulerian polynomial with the coefficient Ak,n

defined by

Ak,n =

n∑

i=0

(−1)i
(
k + 1

i

)
(n+ 1− i)k,

which is positive.

Proof. By Proposition 5.2 and the properties of Eulerian polynomial (see [8, 9]) we have

∑

n1>···>nd>0

d∏

j=1

ηαjqnjPsj−1 (η
αjqnj)

(1− ηαjqnj)sj
=

∑

n1>···>nd>0

d∏

j=1

∞∑

vj=1

ηvjαjv
sj−1
j qvjnj =

∞∑

n=1

σα
s−1

(n)qn.
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The positivity of Ak,n follows from its combinatorial interpretation as the number of

permutations of {1, 2, .., n} with k ascents (see [8] or search the sequence A008292 on

oeis.org). This is also proved by Pupyrev [17, Lemma 1]. The lemma follows at once. �

Theorem 6.11. (i) The QN -linear map Z : qMZN → MZN defined by

Z([s;α]) = ζN(s;α) ∀s1 > 1,

Z(gβ(s;α)) = Γβ(s;α) ∀β ∈ Z/NZ

is a homomorphism of weight-filtered algebras. It can be factored through the weight-

graded object (qMZN , ∗):
qMZN

//

Z
%%❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

qMZN

Z
��

MZN

where the multiplication ∗ of qMZN is inherited from that of qMZN . Moreover,

(qMZN , ∗) satisfies the stuffle relations and Z induces a Q-algebra homomorphism

ZQ : (qMZN (Q), ∗) −→ (MZN(Q), ·).

(ii) Extending Z by setting

Z([s;α]N t
r
N) = ζN(s;α)T r

we then obtain a QN -algebra homomorphisms

MDN = qMZN [tN ] //

Z
))❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

qMZN [tN ]

Z
��

MZN [T ],

such that

Z([1, s2, . . . , sd;α1, . . . , αd]) = ζ∗N(1, s2, . . . , sd;α1, . . . , αd)

as defined in section 3. Moreover, Z induces a Q-algebra homomorphism

ZQ : qMZN(Q)[tN ] −→ MZN(Q)[T ].

Proof. We only need to show the property on Z. But this follows immediately from the

fact that the matrix M(N,m) in the proof of Theorem 6.9 has integer entries so that

its inverse has rational entries. �
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For any s ∈ Nd and α ∈ (Z/NZ)d we define

Zk

(
[s;α](q)

)
= lim

q→1−
(1− q)k[s;α]

(
qη−1

)
∀|s| ≤ k,

Zk

(
gβ(s;α)

)
= lim

q→1−
(1− q)kgβ(s;α)

(
qη−1

)
∀|s| ≤ k − 1.

The next result shows that Zk is the restriction of Z to FilW;N
k (qMZN),

Proposition 6.12. The map Zk is QN -linear on FilW;N
k (qMZ) and

Zk ([s;α](q)) =

{
ζN(s;α), if s1 > 1 and |s| = k;

0, if |s| < k,

and for all 1 ≤ β < N

Zk

(
gβ(s;α)

)
=

{
Γβ(s;α), if |s| = k − 1;

0, if |s| < k − 1.
(34)

Proof. First we assume s1 > 1. Using Lemma 6.10 we get

Zk

(
[s1, . . . , sd;α1, . . . , αd]

)

= lim
q→1−

(
(1− q)k[s1, . . . , sd;α1, . . . , αd](qη

−1)
)

= lim
q→1−

(
(1− q)k

∑

n1>···>nd>0

d∏

j=1

ηαj−njqnjPsj−1

(
ηαj−njqnj

)

(sj − 1)!
(
1− ηαj−njqnj

)sj

)
(35)

=
∑

n1>···>nd>0

d∏

j=1

lim
q→1−

(
(1− q)sj

ηαj−njqnjPsj−1

(
ηαj−njqnj

)

(sj − 1)!
(
1− ηαj−njqnj

)sj

)

=
∑

n1>···>nd>0
nj≡αj (modN) ∀1≤j≤d

d∏

j=1

lim
q→1−

(
(1− q)sj

qnjPsj−1

(
qnj
)

(sj − 1)!
(
1− qnj

)sj

)

= ζN(s1, . . . , sd;α1, . . . , αd).

Here we have used the fact that the k-th Eulerian polynomial Pk(t) satisfies Pk(1) = k!.

We also need to justify the exchange of the order of taking the limit and taking the

infinite sum. But by triangle inequality

1 ≤ |1− ηα−nqn|+ |ηα−nqn| = |1− ηα−nqn|+ qn.

Thus for all q ∈ [1/2, 1) we have

1

|1− ηα−nqn| ≤
1

1− qn
.
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Moreover, since Psj−1(x) has positive coefficients by Lemma 6.10 we see that

|Psj−1(η
αj−njqn)| ≤ Psj−1(q

nj) for all j.

Hence the series appearing in (35) after the limit symbol converges absolutely:

(1− q)k
∑

n1>···>nd>0

d∏

j=1

∣∣∣∣∣
ηαj−njqnjPsj−1

(
ηαj−njqnj

)

(sj − 1)!
(
1− ηαj−njqnj

)sj

∣∣∣∣∣

≤
∑

n1>···>nd>0

d∏

j=1

(1− q)sjqnjPsj−1(q
nj)

(sj − 1)!(1− qnj)sj
≤ ζ(2, 1, . . . , 1)

by [1, Lemma 6.6(ii)].

We now turn to the proof of (34). By definition (29), if 1 ≤ β < α1 then

Zk (gβ(s;α)) = lim
q→1−

∑

n>n1>···>nd>0

(1− q)k
(

η−nqn

1− η−nqn
− η−nqβ+n

1− η−nqβ+n

) d∏

j=1

ηαj−njqnjPsj−1

(
ηαj−njqnj

)

(sj − 1)!
(
1− ηαj−njqnj

)sj (36)

− lim
q→1−

(1− q)k
β∑

ℓ=1

∑

n1>···>nd>0

ηβ−n1−ℓqn1+ℓ

1− ηβ−n1−ℓqn1+ℓ

d∏

j=1

ηαj−njqnjPsj−1

(
ηαj−njqnj

)

(sj − 1)!
(
1− ηαj−njqnj

)sj . (37)

It’s easy to see that (37) vanishes unless d > 0 and there exist n1 and ℓ such that

1 ≤ ℓ ≤ β, α1 ≡ n1 and β ≡ n1 + ℓ (mod N).

But this forces ℓ + α1 ≡ β (mod N) which is impossible since β < ℓ + α1 < β + N .

Hence (37)=0. On the other hand, by the proof of [1, Lemma 6.6(ii)] we have

hn(q) :=
(1− q)2qn

(1− qn)2
− 1

n2
< 0 ∀q ∈ [1/2, 1).

Therefore

(1− q)

∣∣∣∣
η−nqn

1− η−nqn
− η−nqβ+n

1− η−nqβ+n

∣∣∣∣ =
∣∣∣∣

(1− q)(1− qβ)qn

(1− η−nqn)(1− ηβ−nqn)

∣∣∣∣ ≤
β(1− q)2qn

(1− qn)2
<

β

n2
.

Hence by exchanging the order of the limit and the summation (36) we arrive at (34).

When β ≥ α1 we can use definition (30) and prove the claim of the proposition in a

similar way. We only point out that
∣∣∣∣
1− qβ−N

1− q

∣∣∣∣ < 2N−β(N − β) ∀q ∈ [1/2, 1)

and leave the rest of the details to the interested reader. �
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7. A derivation and linear relations in MDN

Our main result in this section is that the QN -linear operator D = q d
dq

on MDN is

a derivation and it increases the weight by at most 2 and the depth by at most 1 (see

Theorem 7.8). Although this is completely similar to the level 1 case proved in [1], there

is some technical complications caused by the appearance of the colors. Our proof is

constructive, similar to the level N = 1 case, but we will derive the explicit formula

for all depths. Since the depth one case is a little different from the general case so it

will be treated separately. We will provide some concrete examples at the end of this

section.

Lemma 7.1. The generating series Tα1,...,αd
(x1, . . . , xd) of MDFs of depth d can be

written as

Tα1,...,αd
(x1, . . . , xd) =

∑

s1,...,sd>0

[s1, . . . , sd;α1, . . . , αd]x
s1−1
1 . . . xsd−1

d

=
∑

n1,...,nd>0

d∏

j=1

enjxjηαjnjqn1+···+nj

1− qn1+···+nj
.

Proof. This can be seen by direct computation. See [1, Lemma 3.1] for details. �

A prototype of the following can be found also in [10].

Lemma 7.2. We have

Tα(x) · Tβ(y) = Tα+β,α(x+ y, x) + Tα+β,β(x+ y, y)

− Tα+β(x+ y) +R
(1;1)
α+β (x+ y),

where

R(1;1)
α (x) =

∑

n>0

enx
ηαnqn

(1− qn)2
=
∑

k>0

D[k;α]

k
xk + [2;α].

Proof. By Lemma 7.2

Tα(x)Tβ(y) =
∑

n1,n2>0

ηαn1+βn2en1x+n2y
qn1

1− qn1

qn2

1− qn2

=
∑

n1>n2>0

· · ·+
∑

n2>n1>0

· · ·+
∑

n2=n1>0

· · · =: F1 + F2 + F3,
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where by using the substitution n1 = n2 + n′
1

F1 =
∑

n1>n2>0

ηαn1+βn2en1x+n2y
qn1

1− qn1

qn2

1− qn2

=
∑

n′

1
,n2>0

ηαn
′

1
+(α+β)n2en

′

1
x+n2(x+y) qn2

1− qn2

qn
′

1
+n2

1− qn
′

1
+n2

= Tα+β,α(x+ y, x).

By similar argument F2 = Tα+β,β(x+ y, y). Now, since
(

qn

1−qn

)2
= qn

(1−qn)2
− qn

1−qn

F3 =
∑

n>0

ηαn+βnenx+ny

(
qn

1− qn

)2

=
∑

n>0

η(α+β)nen(x+y) qn

(1− qn)2
−
∑

n>0

η(α+β)nen(x+y) qn

1− qn

=R
(1;1)
α+β (x+ y)− Tα+β(x+ y).

To express R
(1;1)
α (x) using the derivation D we notice that

∑

k>0

D[k;α]xk−1 = D Tα(x) = D

∑

n>0

ηαnenx
qn

1− qn
=
∑

n>0

nηαnenx
qn

(1− qn)2
.

Thus

∑

k>0

D[k;α]

k
xk =

∫ x

0

DTα(t)dt =
∑

n>0

∫ x

0

nηαnentdt
qn

(1− qn)2

=
∑

n>0

ηαnenx
qn

(1− qn)2
− [2;α].

This completes the proof of the lemma. �

Proposition 7.3. For α, β ∈ Z/NZ, s1, s2 ∈ N with s1 + s2 > 2 and s = s1 + s2 − 2

we have

(
s

s1 − 1

)
D[s;α+ β]

s
= [s1;α] · [s2; β] +

(
s

s1 − 1

)
[s+ 1;α + β]

−
∑

a+b=s+2

((
a− 1

s1 − 1

)
[a, b;α + β, β] +

(
a− 1

s2 − 1

)
[a, b;α + β, α]

)
.
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Proof. We have

Tα+β,α(x+ y, x) =
∑

s1,s2>0

s1+s2−1∑

a=s2

(
a− 1

s2 − 1

)
[a, s1 + s2 − a;α+ β, α]xs1−1ys2−1,

Tα+β,β(x+ y, y) =
∑

s1,s2>0

s1+s2−1∑

a=s1

(
a− 1

s1 − 1

)
[a, s1 + s2 − a;α+ β, β]xs1−1ys2−1,

Tα+β(x+ y) =
∑

s1,s2>0

(
s1 + s2 − 2

s1 − 1

)
[s1 + s2 − 1;α + β]xs1−1ys2−1,

∑

k>0

D[k;α + β]

k
(x+ y)k =

∑

s1,s2>0

(
s1 + s2 − 2

s1 − 1

)
D[s1 + s2 − 2;α+ β]

s1 + s2 − 2
xs1−1ys2−1.

Now the proposition follows immediately from Lemma 7.2. �

Example 7.4. Taking α = 0 and β = 1 we get for all N ≥ 0

D[1; 1] = [2; 0] · [1; 1] + [2; 1]− [2, 1; 1, 1]− [2, 1; 1, 0]− [1, 2; 1, 0]

= [2, 1; 0, 1]− [2, 1; 1, 1]− [2, 1; 1, 0] + [2; 1]− ωN
0;1[2; 0] + ωN

1;1

(
[1; 0]− [1; 1]

)

by Proposition 5.6 and (18). Similarly

D[2; 1] = [2; 0] · [2; 1] + 2[3; 1]− [2, 2; 1, 0]− 2[3, 1; 1, 0]− [2, 2; 1, 1]− 2[3, 1; 1, 1]

= [2, 2; 0, 1]− [2, 2; 1, 1]− 2[3, 1; 1, 0]− 2[3, 1; 1, 1] + 2[3; 1]

−ωN
1;1

(
[2; 0] + [2; 1]

)
+ ωN

2;1

(
[1; 0]− [1; 1]

)
,

again by Proposition 5.6 and (18).

The next result provides us with a way to find Q-linear relations in MZV(w,N)

systematically.

Theorem 7.5. For any positive integer w ≥ 3 and N we have

FilW;N
w−1 (MDN ) ⊆ ker(Zw), and DFilW;N

w−2 (MDN ) ⊆ ker(Zw).

Proof. Essentially the same proof for the level N = 1 case used by Bachman and

Kühn (see [1, Proposition 7.3]) works in general. We leave the details to the interested

reader. �
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Example 7.6. Suppose N = 2. By Example 7.4

D[
o

1] = [2,
o

1]− [
o

2, 1]− [
o

2,
o

1] + [
o

2] +
1

4

(
[1]− [

o

1]− 2[2]
)
, (38)

D[
o

2] = 2[
o

3]− 2[
o

3,
o

1]− [
o

2,
o

2]− 2[
o

3, 1] + [2,
o

2]− 1

4

(
[2] + [

o

2]
)
. (39)

Applying the map Z to (38) and (39) we get two relations at level 2 for the MZVs of

weight 3 and 4, respectively:

ζ2(2,
o

1) = ζ2(
o

2, 1) + ζ2(
o

2,
o

1) (40)

ζ2(2,
o

2) =2ζ2(
o

3,
o

1) + ζ2(
o

2,
o

2) + 2ζ2(
o

3, 1).

Notice that

4ζ2(2,
o

1) = ζ(2, 1)− ζ(2, 1̄) + ζ(2̄, 1)− ζ(2̄, 1̄),

4ζ2(
o

2, 1) = ζ(2, 1)− ζ(2̄, 1) + ζ(2, 1̄)− ζ(2̄, 1̄),

4ζ2(
o

2,
o

1) = ζ(2, 1)− ζ(2, 1̄)− ζ(2̄, 1) + ζ(2̄, 1̄),

4ζ2(
o

3, 1) = ζ(3, 1)− ζ(3̄, 1) + ζ(3, 1̄)− ζ(3̄, 1̄), (41)

4ζ2(
o

3,
o

1) = ζ(3, 1)− ζ(3, 1̄)− ζ(3̄, 1) + ζ(3̄, 1̄), (42)

4ζ2(2,
o

2) = ζ(2, 2)− ζ(2, 2̄) + ζ(2̄, 2)− ζ(2̄, 2̄), (43)

4ζ2(
o

2,
o

2) = ζ(2, 2)− ζ(2, 2̄)− ζ(2̄, 2) + ζ(2̄, 2̄). (44)

Therefore we get the relations among alternating Euler sums:

3ζ(2̄, 1) = ζ(2, 1) + ζ(2, 1̄) + ζ(2̄, 1̄),

2ζ(3, 1) =2ζ(3̄, 1) + ζ(2̄, 2)− ζ(2̄, 2̄).

These two relations can be easily verified using the explicit structural results contained

in [25, Proposition 3.3 and 3.5] (unfortunately, these were omitted in the published

version [26]).

To deal with the general depth we define for all α1, . . . , αd ∈ (Z/NZ)d and 1 ≤ j ≤ d

R(j;d)
α1,...,αd

(x1, . . . , xd) :=
∑

n1,...,nd>0

d∏

i=1

ηαinienixiqn1+···+ni

(1− qn1+···+ni)δi,j+1
.
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and for y = (y1, . . . , yd)

R
(d)
β;α(x;y) =

d∑

j=1

R
(j;d)
β+α1,...,β+αj ,αj+1,...,αd

(x+ y1, . . . , x+ yj, yj+1, . . . , yd). (45)

The operator Dx on functions f(x, y, · · · ) is defined by

D(f) =
∂f(x, y, · · · )

∂x

∣∣∣
x=0

.

Observe that Dx(R
(1)
β;α(x; y)) = Dx(R

(1;1)
α+β(x+ y)) = DTα+β(y). This can be partially

generalized to arbitrary depths by the following lemma.

Lemma 7.7. For all d ≥ 2 and α1, . . . , αd ∈ (Z/NZ)d we have

Dx

(
R

(d)
0;α1,...,αd

(x; y1, . . . , yd)
)
= DTα1,...,αd

(y1, . . . , yd).

Proof. For any fixed j we have

Dx

(
R(j;d)

α1,...,αd
(x+ y1, . . . , x+ yj, yj+1, . . . , yd)

)
=

∑

n1,...,nd>0

(n1 + · · ·+ nj)η
α1n1+···+αdnden1y1+···+ndyd

d∏

i=1

qn1+···+ni

(1 + qn1+···+ni)δi,j+1
.

Adding all these equations together when j goes from 1 to d we now can prove the

lemma easily by using D
qn

1−qn
= n·qn

(1−qn)2
and the product formula. �

Theorem 7.8. (i) The operator D = q d
dq

is a derivation on MDN .

(ii) Let d ≥ 2, s = (s1, . . . , sd) ∈ Nd and α = (α1, . . . , αd) ∈ (Z/NZ)d. For any

j ≤ d let ej = (0, . . . , 1, . . . , 0) ∈ Zd be the j-th standard unit vector and put α(j) =

(α1, . . . , αj , αj, . . . , αd) with only αj repeated once. Then we have

D[s;α] =[2; 0] · [s;α] +

d∑

j=1

(d− j + 1)sj[s+ ej ;α]−
d∑

j=1

sj[s + ej, 1;α, 0]

− [s, 2;α, 0]−
d∑

j=1

∑

a+b=sj+2

(a− 1)[s1, . . . , sj−1, a, b, sj+1, . . . , sd;α(j)]

−
d∑

j=1

j−1∑

ℓ=1

∑

a+b=sj+1

sℓ[s1 + δℓ,1, . . . , sj−1 + δℓ,j−1, a, b, sj+1, . . . , sd;α(j)].

Hence

D : FilW,L;N
k,d (MDN) −→ FilW,L;N

k+2,d+1(MDN).
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Proof. (i) Clearly D is a derivation since for all m,n ∈ N we have D(qm+n) = (m +

n)qm+n = D(qm)qn + qmD(qn).

(ii) Put y = (y1, . . . , yd) and x+ y = (x+ y1, . . . , x+ yd). We have

T0(x) · Tα(y) =
∑

m,n1,...,nd>0

emx+n1y1+···+ndyd
qm

1− qm
qn1

1− qn1
. . .

qn1+···+nd

1− qn1+···+nd

= Tα,0(x+ y, x) +
d∑

j=1

Tα(j)(x+ y1, . . . , x+ yj, yj, . . . , yd)

+R
(d)
0;α(x;y)−

d∑

j=1

Tα(x+ y1, . . . , x+ yj, yj+1, . . . , yd).

(46)

We obtain the above expansion by breaking up the sum in the first line in the following

way: second line is from the sums with n1 + · · ·+ nd < m and n1 + · · ·+ nj−1 < m <

n1+ · · ·+nj for j = 1, . . . , d+1 . Setting m = n1+ · · ·+nj−1+m′ and nj = m′+n′
j for

these terms it is easy to see that one gets the sum over m′, n1, . . . , n
′
j, . . . , nd which then

gives Tα(j)(x+ y1, . . . , x+ yj, yj, . . . , yd) when j ≤ d and Tα,0(x+ y, x) when j = d+ 1.

The third line of (46) arises from the sum over m = n1 + · · ·+ nj . In this case one uses

the definition (45) together with the identity

(
qn

1− qn

)2

=
qn

(1− qn)2
− qn

1− qn
.

Finally, applying Dx on both sides of (46) and comparing the coefficient of ys1−1
1 . . . ysd−1

d

one can derive the expression of D immediately from Lemma 7.7. This finishes the proof

of the theorem. �

Corollary 7.9. For all s, t ∈ N and α, β ∈ Z/NZ we have

D[s, t;α, β] = [2; 0] · [s, t;α, β] + 2s[s+ 1, t;α, β] + t[s, t+ 1;α, β]− [s, t, 2;α, β, 0]

− s[s+ 1, t, 1;α, β, 0]− t[s, t + 1, 1;α, β, 0]−
∑

a+b=s+2

(a− 1)[a, b, t;α, α, β]

−
∑

a+b=t+2

(a− 1)[s, a, b;α, β, β]−
∑

a+b=t+1

s[s + 1, a, b;α, β, β].
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Example 7.10. Suppose N ≥ 2. Using Corollary 7.9 and the relation obtained from

Example 6.6

D[1, 1; 1, 1] = [2, 1, 1; 0, 1, 1]− [2, 1, 1; 1, 1, 0]− 2[2, 1, 1; 1, 1, 1] + [1, 2, 1; 1, 0, 1]

− [1, 2, 1; 1, 1, 0]− [1, 2, 1; 1, 1, 1] + 2[2, 1; 1, 1] + [1, 2; 1, 1]

+ ωN
1;1

(
[1, 1; 1, 0] + [1, 1; 0, 1]− 2[1, 1; 1, 1]

)
− ωN

0;1

(
[1, 2; 1, 0] + [2, 1; 0, 1]

)

by Proposition 5.6 and (18), we see that by Theorem 7.5 the image of the above under

the map Z4 is

ζN(2, 1, 1; 0, 1, 1)− ζN(2, 1, 1; 1, 1, 0)− 2ζN(2, 1, 1; 1, 1, 1)

= ζ∗N(1, 2, 1; 1, 1, 0) + ζ∗N(1, 2, 1; 1, 1, 1)− ζ∗N(1, 2, 1; 1, 0, 1).

By stuffle relations we must have

ζN(2, 1, 1; 1, 0, 1)− ζN(2, 1, 1; 0, 1, 1) = ζN(2, 2; 0, 1)− ζN(2, 2; 1, 1)

− ζN(3, 1; 1, 0)− ζN(3, 1; 1, 1) (47)

and

ζN(2, 1; 1, 0) + ζN(2, 1; 1, 1) = ζN(2, 1; 0, 1). (48)

When N = 2 (48) is just (40) while (47) also follows from [25, Proposition 3.5], (41) to

(44) and the following identities:

8ζ2(
o

2, 1,
o

1) = ζ(2, 1, 1)− ζ(2̄, 1, 1) + ζ(2, 1̄, 1)− ζ(2̄, 1̄, 1)

− ζ(2, 1, 1̄) + ζ(2̄, 1, 1̄)− ζ(2, 1̄, 1̄) + ζ(2̄, 1̄, 1̄),
(49)

8ζ2(2,
o

1,
o

1) = ζ(2, 1, 1) + ζ(2̄, 1, 1)− ζ(2, 1̄, 1)− ζ(2̄, 1̄, 1)

− ζ(2, 1, 1̄)− ζ(2̄, 1, 1̄) + ζ(2, 1̄, 1̄) + ζ(2̄, 1̄, 1̄).
(50)

In the next example we show how one can apply the Leibniz rule of D to produce

some Q-linear relations in MDN .

Example 7.11. Suppose N ≥ 2. Applying D to (21) one gets for all N

D([1; 1] · [1; 1]) = 2D[1, 1; 1, 1] +D[2; 1]−D[1; 1] = 2[1; 1] ·D[1; 1].
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Using Examples 6.6, 7.4, 7.10 and Proposition 5.6 one can finally gets a Q-linear relation

in MDN :

2[2, 1, 1; 0, 1, 1]− 2[2, 1, 1; 1, 0, 1] = [2, 2; 1, 1]− [2, 2; 0, 1] + [2, 1; 0, 1]

+ωN
1;1

(
2[1, 1; 1, 1]− 2[1, 1; 0, 1] + [2; 1]− [2; 0]− [1; 0]− [1; 1]

)
− 2(ωN

0;1)
2[2; 0]

+ωN
0;1

(
[2; 0] + 2[2, 1; 0, 1] + 2[2, 1; 1, 1]− 2[2, 1; 1, 0]

)
+
(
ωN
2;1 + 4ωN

0;1ω
N
1;1

)(
[1; 0]− [1; 1]

)
.

Applying Z4 we get

2ζN(2, 1, 1; 0, 1, 1)− 2ζN(2, 1, 1; 1, 0, 1) = ζN(2, 2; 1, 1)− ζN(2, 2; 0, 1).

When N = 2 this can be proved also by (43), (44), (49), (50), and [25, Proposition 3.5].
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