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SINGULAR VALUES DISTRIBUTION OF SQUARES OF

ELLIPTIC RANDOM MATRICES AND TYPE B NARAYANA

POLYNOMIALS

NIKITA ALEXEEV AND ALEXANDER TIKHOMIROV

Abstract. We consider Gaussian elliptic random matrices X of a size N ×N

with parameter ρ, i.e., matrices whose pairs of entries (Xij , Xji) are mutu-

ally independent Gaussian vectors, EXij = 0, EX2
ij = 1 and EXijXji = ρ.

We are interested in the asymptotic distribution of eigenvalues of the matrix
W = 1

N2 X
2X∗2. We show that this distribution is defined by its moments

and we provide a recurrent relation for these moments. We prove that the
(symmetrized) asymptotic distribution is determined by its free cumulants,
which are Narayana polynomials of type B:

c2n =
n
∑

k=0

(n

k

)2
ρ2k .

1. Introduction

Consider a family of mutually independent real Gaussian vectors (Xij , Xji),
1 ≤ i ≤ j, such that

(1) EXij = EXji = 0 ,
(2) EX2

ij = EX2
ji = 1 ,

(3) EXijXji = ρ , for any i 6= j and some −1 < ρ < 1.

Consider a square N×N random matrix X with entries Xij , for 1 ≤ i, j ≤ N . This
matrix ensemble was introduced by Girko in [12] and was recently investigated (see,
for example, [13, 23, 15, 24]). Such matrices are called elliptic random matrices due
to the fact that their asymptotic spectral distribution is the uniform distribution
inside an ellipse in the complex plane.

Here we are interested in the singular values distribution of the random matrix
1
NX2. Namely, we denote by λ1 ≤ λ2 ≤ · · · ≤ λN the eigenvalues of the matrix

W =
1

N2
X2X∗2 ,

and define its empirical spectral distribution function by

FN (x) =
1

N

N∑

i=1

I{λi ≤ x} , where I stands for indicator function,

and we define the expected spectral distribution function by

FN (x) = EFN(x) .

We are interested in the asymptotic distribution of squared singular values of 1
NX2,

namely F (x) = limN→∞ FN (x). Note that the distributions FN , Fn and F depend
on ρ, but this dependency is not reflected in our notations.
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Theorem 1.1. Let X be an N×N real Gaussian elliptic random matrix and FN (x)
be its expected spectral distribution function. Then the limN→∞ FN (x) = F (x)
exists, and this distribution function F (x) is uniquely determined by its moments

Mk(ρ) =

∫ ∞

−∞

xkdF (x) .

The sequence of moments Mk(ρ) = U2k(ρ), where polynomials Uk(ρ) satisfy the

recurrent relation:

Uk+1(ρ) =

⌊ k−1

2 ⌋∑

i=0

Uk−2i−1(ρ)V2i+1(ρ) + ρ

⌊ k
2 ⌋∑

i=0

V2i(ρ)Uk−2i(ρ) ,

Vk+1(ρ) =

⌊ k
2 ⌋∑

i=0

U2i(ρ)Vk−2i(ρ) + ρ

⌊k−1

2 ⌋∑

i=0

U2i+1(ρ)Vk−2i−1(ρ) , (1)

with initial conditions U0(ρ) = V0(ρ) = 1.

The first several moments Mk(ρ) are:

M1(ρ) = 1 + ρ2

M2(ρ) = 3 + 8ρ2 + 3ρ4

M3(ρ) = 12 + 54ρ2 + 54ρ4 + 12ρ6

M4(ρ) = 55 + 352ρ2 + 616ρ4 + 352ρ6 + 55ρ8

The case ρ = 0 is well known, and the corresponding distribution is the so-called
Fuss–Catalan distribution [2, 4, 18, 22]. Its moments are Fuss–Catalan numbers(
3k
k

)
1

2k+1 , the sequence A001764 in OEIS [31]. The case ρ = 1 is the case of
Hermitian matrices X = X∗, and the moments of the corresponding distribution
are Catalan numbers with even indices

(
4k
2k

)
1

2k+1 . Our case generalizes both of these
cases. Note, that (

3k

k

)
1

2k + 1
≤ Mk(ρ) ≤

(
4k

2k

)
1

2k + 1
.

Let us consider the symmetrization of the distribution F (x). Namely, let the ran-
dom variable ξ ≥ 0 have distribution F (x). Let η = ǫ

√
ξ, where ǫ is a Rademacher

random variable Pr{ǫ = ±1} = 1
2 independent of ξ. The distribution function of η

is

G(x) =
1

2

(
1 + sgn(x)F (x2)

)
,

and its 2kth moments are Mk(ρ) and its (2k + 1)st moments are 0.
Let us define free cumulants of any probability distribution µ with finite support.

We start with the Cauchy transform sµ(z) which is defined by the series

sµ(z) =

∞∑

m=0

Mm

zm+1
,

where Mm are the moments of the measure µ. Then the R-transform, introduced
by Voiculescu (see, e.g., [32]), can be defined as the solution of the equation

Rµ(sµ(z)) +
1

sµ(z)
= z .
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Then the free cumulants {cn}∞n=1 of the measure µ are given as the coefficients of
a power series expansion of Rµ(z):

Rµ(z) =
∞∑

n=0

cn+1z
n .

Theorem 1.2. The distribution G(x) is uniquely determined by its free cumulants

cn(ρ). Odd free cumulants are equal to zero, and even free cumulants are Narayana

polynomials of type B:

c2n(ρ) =

n∑

k=0

(
n

k

)2

ρ2k .

The R-transform of the distribution G(x) is

RG(z) =
1

z


 1√

((ρ2 − 1)z2 − 1)
2 − 4z2

− 1


 .

It is known that Narayana polynomials of type A

NA
n (t) =

n∑

k=1

1

k

(
n− 1

k − 1

)(
n

k − 1

)
tk

appear as free cumulants of free Bessel law π2,t [6] and as moments of Marchenko–
Pastur distribution [19]. For combinatorial aspects of Narayana polynomials of
types A and B see [29].

2. Moments

We use the method of moments to prove Theorem 1.1. The kth moment of the
distribution FN (x) is

M
(N)
k (ρ) =

∫
xkdFN (x) =

1

N
E (λk

1 + λk
2 + · · ·+ λk

N ) =
1

N
E Tr W k .

The trace of W k can be written as

Tr W k =
1

N2k

∑

(4k)

k−1∏

j=0

Xi4j i4j+1
Xi4j+1i4j+2

Xi4j+3i4j+2
Xi4j+4i4j+3

, (2)

where the sum
∑

(4k) is taken over all indices {i0, i1, . . . , i4k}, such that ij ∈
{1, 2, . . . , N} and i0 = i4k . To compute the expectation of the trace, we will
use Wick’s formula (see [33] for references).

Proposition 2.1 (Wick’s Theorem). Let (x1, x2, . . . , x2n) be a zero-mean multi-

variate Gaussian vector. Then the expectation

E (x1x2 · · ·x2n−1) = 0,

and

E (x1x2 · · ·x2n) =
∑

π∈P2n

∏

(i,j)∈π

Exixj ,

where the sum
∑

π∈P2n
is taken over a set P2n of all partitions of {1, 2, . . . , 2n}

into pairs.
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Since the vector (Xi0i1 , Xi1i2 , . . . , Xi0i4k−1
) is a zero-mean multivariate Gaussian

vector, one can apply Wick’s formula to compute E Tr W k. To do this we will
represent a pair partition as a chord diagram on 4k vertices in the following way.
The jth vertex (1 ≤ j ≤ 4k) of the chord diagram corresponds to the jth factor in
the product in (2). The jth vertex is colored white if j (mod 4) ∈ {0, 3}, i.e., if the
corresponding factor is taken from the transposed matrix, and it is colored black
if j (mod 4) ∈ {1, 2}. Two vertices are connected by a chord if the corresponding

factors are paired. We use p
d∼ q to denote that the pth and the qth vertices are

connected in a diagram d. We call a chord diagram planar if its chords do not cross.
We denote by D2k the set of all such chord diagrams on 4k vertices and by D0

2k

the set of planar chord diagrams on 4k vertices. We say that the weight ω(d) of a
planar chord diagram d ∈ D0

2k is equal to ρl if it has exactly l chords connecting a
pair of vertices of the same color.

Lemma 2.2.

lim
N→∞

1

N
ETrW k =

∑

d∈D0
2k

ω(d) . (3)

Proof. For the sake of simplicity we will use the denotation Xj

Xj =

{
Xij−1ij , if j (mod 4) ∈ {1, 2} ,
Xij ij−1

, if j (mod 4) ∈ {0, 3} .

1

N
E Tr W k =

1

N2k+1

∑

(4k)

E

k−1∏

j=0

Xi4j i4j+1
Xi4j+1i4j+2

Xi4j+3i4j+2
Xi4j+4i4j+3

=
1

N2k+1

∑

(4k)

∑

d∈D2k

∏

p
d
∼q

EXpXq

=
∑

d∈D0
2k

1

N2k+1

∑

(4k)

∏

p
d
∼q

EXpXq +
∑

d∈D2k\D0
2k

1

N2k+1

∑

(4k)

∏

p
d
∼q

EXpXq .

The contribution of non-planar chord diagrams d ∈ D2k \ D0
2k to the limit of

1
NETrW k is 0. Indeed, all factors EXpXq are bounded; the number of sum-

mands in the sum
∑

(4k) is equal to Nf , where f is the number of independent

indices ij, or, in terms of chord diagrams, the number of boundary components.
Since there is N2k+1 in the denominator, a chord diagram makes an asymptotic
nonzero contribution only if f ≥ 2k + 1. But f = 2k + 1 only for planar chord
diagrams and f is less for non-planar diagrams.

For a planar chord diagram d ∈ D0
2k, the number of independent indices f =

2k + 1 and the product
∏

p
d
∼q

EXpXq 6= 0, only if for all factors EXpXq indices

ip = iq+1 and iq = ip+1. So, if a chord connects the pth and qth vertices of the
same color, say black, then EXpXq = EXipip+1

Xiqiq+1
= EXipip+1

Xip+1ip = ρ.

If a chord connects a black vertex pth and a white vertex qth, then EXpXq =
EXipip+1

Xiq+1iq = EX2
ipip+1

= 1. This implies that for any d ∈ D0
2k

∏

p
d
∼q

EXpXq = ρ#chords connecting vertices of the same color = ω(d) ,
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and so Lemma 2.2 is proved. �

Remark 2.3. While the proof of Lemma 2.2 requires the assumption that the matrix
entries are Gaussian random variables, the statement holds under much weaker
assumptions. It seems to be possible to prove Lemma 2.2 without the Gaussian
assumption, using technique similar to [14, 2].

Example 2.4. Let us consider the case k = 1 and compute 1
NE Tr W . Chord

diagrams, corresponding to all pair partitions in this case, are presented on Fig.1.

(a) (b) (c)

Figure 1. All chord diagrams which correspond to the expecta-
tion of the trace EXi0i1Xi1i2Xi3i2Xi0i3 . The chord diagram (a)
corresponds to the pair partition EXi0i1Xi1i2EXi3i2Xi0i3 , (b) cor-
responds to the pair partition EXi0i1Xi3i2EXi1i2Xi0i3 , and (c)
corresponds to the pair partition EXi0i1Xi0i3EXi1i2Xi3i2 .

Each product of the form EXijikXilim is not equal to 0 only if ij = il, ik = im
or ij = im, ik = il. For the case on Fig.1a it gives us

EXi0i1Xi1i2 = ρI{i0 = i2}+ I{i0 = i1, i1 = i2} ,
EXi3i2Xi0i3 = ρI{i2 = i0}+ I{i3 = i0, i2 = i3} ,

and, finally,

EXi0i1Xi1i2EXi3i2Xi0i3 =

= ρ2I{i2 = i0}+ ρI{i0 = i2 = i3}+ ρI{i0 = i2 = i3}+ I{i0 = i1 = i2 = i3} .
Analogously, the chord diagram on Fig.1b gives

EXi0i1Xi3i2EXi1i2Xi0i3 =

= ρ2I{i0 = i2, i1 = i3}+ (2ρ+ 1)I{i0 = i1 = i2 = i3} ,
and the chord diagram on Fig.1c gives

EXi0i1Xi0i3EXi1i2Xi3i2 =

= I{i1 = i3}+ ρI{i0 = i1 = i3}+ ρI{i1 = i2 = i3}+ ρ2I{i0 = i1 = i2 = i3} .
Using Wick’s formula, we obtain

1

N
ETrW =

1

N3

∑

(4)

EXi0i1Xi1i2Xi3i2Xi0i3 =

1

N3

∑

(4)

(EXi0i1Xi1i2EXi3i2Xi0i3 + EXi0i1Xi3i2EXi1i2Xi0i3 + EXi0i1Xi0i3EXi1i2Xi3i2) .

Since the number of summands in the sum
∑

(4) is equal to Nf , where f is the

number of independent indices ij, or, in terms of chord diagrams, a number of
boundary components, we have
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1

N
ETrW =

(
ρ2 +

2ρ

N
+

1

N2

)
+

(
ρ2

N
+

2ρ+ 1

N2

)
+

(
1 +

2ρ

N
+

ρ2

N2

)
.

In the large N limit we get

lim
N→∞

1

N
ETrW = ρ2 + 1 .

Let us now compute
∑

d∈D0
2k
ω(d). To do this we introduce two sets Uk and Vk

of planar chord diagrams. The set Uk contains all planar chord diagrams on 2k
vertices, which are colored black and white according to the rule: the jth vertex is
black, if j (mod 4) ∈ {1, 2} and white otherwise. The set Vk contains all planar
chord diagrams on 2k vertices, which are colored black and white according to the
rule: the jth vertex is black if j (mod 4) ∈ {0, 1}, and white otherwise. We use Uk

and Vk for the set of diagrams from Uk and Vk (respectively) with inverted colors.
Note that the set U2k = D0

2k for all k. We define partition functions Uk(ρ) and
Vk(ρ):

Uk(ρ) =
∑

d∈Uk

ω(d) ,

Vk(ρ) =
∑

d∈Vk

ω(d) .

We assume that U0 = V0 contains one empty diagram, so U0(ρ) = V0(ρ) = 1.

Lemma 2.5. The partition functions Uk(ρ) and Vk(ρ) satisfy the following recur-

rent relations:

Uk+1(ρ) =

⌊ k−1

2 ⌋∑

i=0

Uk−2i−1(ρ)V2i+1(ρ) + ρ

⌊ k
2 ⌋∑

i=0

V2i(ρ)Uk−2i(ρ) ,

Vk+1(ρ) =

⌊ k
2 ⌋∑

i=0

U2i(ρ)Vk−2i(ρ) + ρ

⌊k−1

2 ⌋∑

i=0

U2i+1(ρ)Vk−2i−1(ρ) ,

with initial conditions U0(ρ) = V0(ρ) = 1.

Proof. Consider a chord diagram d ∈ Uk+1. Its first vertex is connected with
some vertex with an even number, since the diagram is planar. If its first vertex
is connected with the (4i + 4)th vertex, then, after removing the first chord, the
diagram d splits into two diagrams: d1 ∈ V2i+1 and d2 ∈ Uk−2i−1, respectively
(see Fig.2a). The weight of such a diagram is ω(d) = ω(d1)ω(d2). For any pair of
diagrams d1 ∈ V2i+1 and d2 ∈ Uk−2i−1 there exists a unique diagram d which splits
into d1 and d2 after the removing of its first chord.

If the first vertex of d is connected with the (4i+2)nd vertex, then, after removing
the first chord, the diagram d splits into two diagrams: d1 ∈ V2i and d2 ∈ Uk−2i,
respectively (see Fig.2b). The weight of such a diagram is ω(d) = ρω(d1)ω(d2).
Again, diagrams d1 and d2 determine the diagram d in a unique way.
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It gives us

Uk+1(ρ) =
∑

d∈Uk+1

ω(d) =

⌊ k−1

2 ⌋∑

i=0

∑

d1∈V2i+1

∑

d2∈Uk−2i−1

ω(d1)ω(d2) +

⌊k
2 ⌋∑

i=0

∑

d1∈V2i

∑

d2∈Uk−2i

ρω(d1)ω(d2) =

⌊ k−1

2 ⌋∑

i=0

∑

d1∈V2i+1

ω(d1)
∑

d2∈Uk−2i−1

ω(d2) + ρ

⌊ k
2 ⌋∑

i=0

∑

d1∈V2i

ω(d1)
∑

d2∈Uk−2i

ω(d2) =

⌊ k−1

2 ⌋∑

i=0

Uk−2i−1(ρ)V2i+1(ρ) + ρ

⌊ k
2 ⌋∑

i=0

V2i(ρ)Uk−2i(ρ) .

(a) (b)

Figure 2. Two cases of splitting of a diagram d ∈ U5: (a) d splits
into d1 ∈ V3 and d2 ∈ U1; (b) d splits into d1 ∈ V2 and d2 ∈ U2.

Analogously one can compute Vk+1(ρ).
�

We have shown that for any natural k the moment M
(N)
k (ρ) of the distribution

FN (x) has a limit Mk(ρ). We have proved that Mk(ρ) = U2k(ρ), where polynomials
Uk(ρ) satisfy the recurrent relation (1). Note that Uk(ρ) ≤ Uk(1) for any ρ ∈ [−1, 1]
and Uk(1) is equal to the kth Catalan number, because the equations (1) with ρ = 1
turn into the classic relation for Catalan numbers. These reasons lead us to the
inequalities k

√
Mk(ρ) = k

√
U2k(ρ) ≤ k

√
U2k(1) ≤ 16, so the moment problem is

determined and the limiting distribution F (x) has a finite support. Theorem 1.1 is
proved.

Remark 2.6. We note that Theorem 1.1 can be generalized for higher powers of
matrix X . For example, we propose that for W3 = 1

N3X
3X∗3 a system of equations

similar to (1) can be obtained, but such a system would contain 3 equations and 3
unknown functions. We also note that the case W1 = 1

NXX∗ is well studied and
the spectral distribution in this case is known to be Marchenko–Pastur distribution
[23].

3. Narayana Polynomials

Narayana numbers, the coefficients of Narayana polynomials (of any type), are
natural numbers, which occur in various counting problems, and their most general
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definition involves h-vectors of associahedra of a corresponding type (see [9]). Here
we will define Narayana polynomials of types A and B using the notion of non-
crossing partitions.

Let us define usual (type A) non-crossing partitions first.

Definition 3.1. Let S be a finite totally ordered set. We call π = {B1, B2, . . . , Br}
a partition of the set S if the Bi (1 ≤ i ≤ r) are pairwise disjoint, non-empty subsets
of S, such that B1 ∪ B2 ∪ · · · ∪ Br = S. We call Bi blocks of π. We use p ∼

π
q to

denote that p and q belong to the same block of π.
A partition π of the set S is called crossing if there exist p1 < q1 < p2 < q2 in S

such that p1, p2 ∈ Bi, q1, q2 ∈ Bj and Bi 6= Bj .
If π is not crossing, then it is called non-crossing. The set of all non-crossing

partitions of S is denoted by NC(S). If S = {1, 2, . . . , n} (or, for brevity, if S = [n]),
then we use NC(n) or NCA(n) for NC({1, 2, . . . , n}).

We define type B non-crossing partitions in the same way as in [29].

Definition 3.2. We say that a non-crossing partition π of a set

[±n] = {−1,−2, . . . ,−n, 1, 2, . . . , n} ,
equipped with a total order:

−1 < −2 < · · · < −n < 1 < 2 < · · · < n ,

is a type B non-crossing partition (denoted by π ∈ NCB(n)), if for any block B ∈ π,
its negative −B (obtained by negating all the elements of B) is also a block of π.
Note that there is at most one block (called the zero block, if present) containing
both +i and −i for some i.

All B-type non-crossing partitions of [±2] are presented in Figure 3.

(a) (b) (c)

(d) (e) (f)

Figure 3. All NCB(2) partitions. Partitions (d), (e) and (f) have
a zero block, and partitions (a), (b) and (c) do not.

Definition 3.3. The combinatorial interpretation of Narayana polynomials is as
follows:

NA
n (t) =

∑

π∈NCA(n)

t#{blocks in π} ,

NB
n (t) =

∑

π∈NCB(n)

t#{nonzero blocks in π}/2 .
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Note that nonzero blocks appear in type B non-crossing partitions in pairs (B
and −B), so the exponent #{nonzero blocks in π}/2 is always an integer number.
By definition, for n = 0

NA
0 (t) = NB

0 (t) = 1 ,

and for n > 0 the explicit formulas for Narayana polynomials [29] are given by

NA
n (t) =

n∑

k=1

1

k

(
n− 1

k − 1

)(
n

k − 1

)
tk ,

NB
n (t) =

n∑

k=0

(
n

k

)2

tk .

We will also use polynomials Qn(t) – a derivative of Narayana polynomial of
type A:

Qn−1(t) =

n∑

k=1

(
n− 1

k − 1

)(
n

k − 1

)
tk−1 =

(
NA

n (t)
)′

.

We note here, that coefficients of NA
n (t), NB

n (t) and Qn(t) are tabled in OEIS
[31] (sequences A001263, A008459, A132813, respectively).

The coefficients of Qn−1(t) have a natural interpretation. Let us consider π ∈
NCA(n) and mark one of its blocks. Then

Qn−1(t) =
∑

π∈NCA(n)with one marked block

t#{unmarked blocks in π} . (4)

Let us denote by NC′(n) the set of all type A non-crossing partitions of [n] with a
marked block.

Now we formulate several relations between NA
n (t), NB

n (t) and Qn(t). Some of
them are known, and some of them are probably new, so we provide proofs for
them.

Theorem 3.4. For all integer n > 0, the following relations hold:

NB
n (t) = Qn−1(t) + tnQn−1

(
1

t

)
, (5)

(n+ 1)NA
n (t) = tQn−1(t) + tnQn−1

(
1

t

)
, (6)

Qn−1(t) =

n∑

k=1

NA
k−1(t)N

B
n−k(t) , (7)

Qn(t) = (n+ 1)NA
n (t) +

n∑

k=1

NA
k−1(t)Qn−k(t) , (8)

NA
n (t) = tNA

n−1(t) +

n−1∑

k=1

NA
k−1(t)N

A
n−k(t) , (9)

NB
n (t) = tNB

n−1(t) +

n∑

k=1

NA
k−1(t)N

B
n−k(t) +

n−1∑

k=1

NB
k−1(t)N

A
n−k(t) . (10)
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Proof. Let us define the map

abs : NCB(n) → NCA(n)

in the following way. For any non-crossing partition π ∈ NCB(n) we define a non-
crossing partition σ = abs(π) ∈ NCA(n), in which i ∼

σ
j if and only if i ∼

π
j or

i ∼
π

−j. The map abs() is an (n + 1) − to − 1 map [7] and it respects the block

statistics, that is: if π ∈ NCB(n) contains 2k nonzero blocks and z zero blocks (z
can be equal to 1 or 0), then σ = abs(π) contains k + z blocks.

Let us also define the Kreweras complementation map K in the following way.
Let π be a non-crossing partition of an arbitrary finite totally ordered set. We
define a non-crossing partition λ = K(π), in which i ∼

λ
j if and only if there are no

pairs k ∼
π
l, such that k ≤ i < l ≤ j or i < k ≤ j < l. In particular, if π ∈ NC(n),

consider a totally ordered set S(n, n′)

1 < 1′ < 2 < 2′ < · · · < n < n′

and π - a non-crossing partition on its subset [n]. Then λ = K(π) is the largest
(with respect to the refinement order) non-crossing partition on {1′, 2′, . . . , n′}, such
that π ∪ λ is a non-crossing partition on S(n, n′) (See Figure 4 for an example).

(a) π ∈ NC(6) (b) π ∪ λ ∈ NC(S(6, 6′)) (c) K(π) ∈ NC(6)

Figure 4. An example of the Kreweras complementation map.

Denote by NCB
0 (n) the set of partitions from NCB(n), containing a zero block,

and by Z(π) the zero block of π ∈ NCB
0 (n). For any π ∈ NCB

0 (n) we consider
abs(π) and mark an image of its zero block. This procedure is a bijection between
NCB

0 (n) and NC′(n). The bijection is statistics-preserving, i.e., half the number
of nonzero blocks in π ∈ NCB

0 (n) is equal to the number of unmarked blocks in its
image σ′ ∈ NC′(n). It implies:

Qn−1(t) =
∑

π∈NCB(n):
π has a zero block

t#{nonzero blocks in π}/2 . (11)

An example with n = 3 is given in Figure 5.
Furthermore, the Kreweras map is a bijection K between B-type non-crossing

partitions, containing a zero block, and B-type non-crossing partitions, containing
no zero blocks [29]. The map K has the following property: if π ∈ NCB

0 (n) contains
2k + 1 blocks (2k nonzero blocks and 1 zero block), then K(π) contains 2n − 2k
nonzero blocks. This implies

tnQn−1

(
1

t

)
=

∑

π∈NCB(n):
π has no zero block

t#{nonzero blocks in π}/2 , (12)

and proves (5).
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Figure 5. Left column: partitions NCB
0 (3); Center column: cor-

responding elements of NC′(3); Right column: image of left col-
umn under map K.

To prove (6) we consider the image of NCB(n) under the map abs(). Note that
if π ∈ NCB

0 (n) contains 2k + 1 blocks (2k nonzero blocks and 1 zero block), then
abs(π) contains k + 1 blocks, and if π ∈ NCB(n) contains no zero block and 2k
nonzero blocks, then abs(π) contains k blocks. Since abs() is a (n+1)− to−1 map,
we get

(n+ 1)NA
n (t) = tQn−1(t) + tnQn−1

(
1

t

)
.



12 NIKITA ALEXEEV AND ALEXANDER TIKHOMIROV

To prove (7) we will use an interpretation of Qn(t) in terms of B-type non-
crossing partitions with a zero-block (11). For each π ∈ NCB

0 (n) we define −l –
the smallest element of the zero block, and

m = max{i > 0 : −i 6∼
π
i and − i ∼

π
j for some j > i}

(if the set is empty, we assume m = 0). We note that the set [m+1, l− 1] is closed
with respect to π, i.e. any block of π either is a subset of [m+ 1, l− 1] or does not
intersect it. We decompose π into a pair πA ∈ NCA(k− 1) and πB ∈ NCB(n− k),
where k = l−m. The structure of πA is inherited from π on the set [m+ 1, l− 1],
i.e. for any 1 ≤ i, j ≤ l −m− 1 we have i ∼

πA

j if and only if i +m ∼
π
j +m. The

structure of πB is inherited from π on the set [±n] \ [−(m+1),−l] \ [m+1, l]. The
described decomposition of π into πA and πB is the bijection between NCB

0 (n) and
∪n
k=1NCA(k− 1)×NCB(n− k). The inverse map is the following. To reconstruct

π ∈ NCB
0 (n) from given πA ∈ NCA(k − 1) and πB ∈ NCB(n − k) one needs to

add an element l (and its negative −l) to the zero block of πB (or create the zero
block, if needed) in the leftmost possible position and then add πA and its negative
copy in front of l and −l, respectively.

This proves (7). An example of the decomposition is given in Figure 6.

(a) π ∈ NCB
0
(8) (b) πA ∈ NCA(4) (c) πB ∈ NCB(3)

Figure 6. Decomposition of π into πA and πB .

The proof of (8) is similar. First, consider the case when the zero block of
π ∈ NCB

0 (n+1) contains only 2 elements. We note that there is a natural statistics-
preserving (n + 1) − to − 1 map between {π ∈ NCB

0 (n + 1) : |Z(π)| = 2} and
NCA(n) – one can delete the zero block and then take abs(). Indeed, the preimage
π ∈ NCB

0 (n+ 1) of πA ∈ NCA(n) has a two-element zero block (−l, l) with some
l ∈ {1, 2, . . . , n+1}, and the rest of the structure is uniquely defined by the structure
of πA and the position of the zero block. So,

∑

π∈NCB
0 (n+1):

|Z(π)|=2

t#{nonzero blocks in π}/2 = (n+ 1)NA
n (t) .

Then, if the zero block of π ∈ NCB
0 (n+ 1) contains more than 2 elements, one

can decompose such a partition into πA ∈ NCA(k − 1) and πB ∈ NCB
0 (n − k).

Namely, denote by −l1 and −l2 the first and the second elements of the zero block,
respectively, and assume k = l2− l1. The structure of πA is inherited from π on the
set [l1 + 1, l2 − 1] (this set can be empty). The structure of πB is inherited from π
on the set [±n] \ [−l1,−(l2 − 1)] \ [l1, l2 − 1]. It concludes the proof.

For the proof of (9) and (10) see [29, Proposition 5]. �
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Corollary 3.5. Let PA
n (t), PB

n (t) and Rn(t) be families of polynomials, such that

PB
n (t) = tnRn−1(1/t) +

n∑

k=1

PA
k−1(t)P

B
n−k(t) , (13)

tnRn(1/t) = PB
n (t) +

n∑

k=1

tn−kPA
k−1(t)Rn−k(1/t) , (14)

PA
n (t) =

n∑

k=1

tkPA
k−1(1/t)P

A
n−k(t) , (15)

(16)

and PA
0 (t) = 1, PB

0 (t) = 1, R0(t) = 1. Then for all n ≥ 0

PA
n (t) = NA

n (t), PB
n (t) = NB

n (t) and Rn(t) = Qn(t).

Proof. First we show that the polynomials NA
n (t), NB

n (t) and Qn(t) satisfy equa-
tions (13), (14), (15).

Combining (5) and (7) we obtain

NB
n (t) = tnQn−1(1/t) +

n∑

k=1

NA
k−1(t)N

B
n−k(t) .

Combining (8) and (6) we obtain

Qn(t) = tQn−1(t) + tnQn−1(1/t) +
n∑

k=1

NA
k−1(t)Qn−k(t) .

Substituting t and 1/t and multiplying by tn we get

tnQn(1/t) = tn−1Qn−1(1/t) +Qn−1(t) +

n∑

k=1

tnNA
k−1(1/t)Qn−k(1/t) .

Note that NA
k (t) = tk+1NA

k (1/t) for all k > 0. Using this we have

n∑

k=1

tnNA
k−1(1/t)Qn−k(1/t) = tnQn−1(1/t) +

n∑

k=2

tn−kNA
k−1(t)Qn−k(1/t) ,

and using (5) we finally get

tnQn(1/t) = NB
n (t) +

n∑

k=1

tn−kNA
k−1(t)Qn−k(1/t) .

The facts NA
k (t) = tk+1NA

k (1/t) for all k > 0 and (9) imply

NA
n (t) =

n∑

k=1

tkNA
k−1(1/t)N

A
n−k(t) .

Since the equations (13), (14), (15) together with initial conditions determine the
polynomial families PA

n (t), PB
n (t) and Rn(t) uniquely (by induction), polynomials

NA
n (t), NB

n (t) and Qn(t) represent the only solution of the system. �
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4. Free Cumulants

In this section we prove Theorem 1.2. At first we recall some notations and
assertions concerning the relations between moments and free cumulants. For more
details see [25].

Let µ be some probability distribution with a finite support, Mn be its moments
and cn be its free cumulants. Then

Mn =
∑

π∈NC(n)

∏

B∈π

c|B| . (17)

We will apply (17) to the distribution G(x). Its odd moments are equal to zero,
and its even moments

M̃2k(ρ) =
∑

d∈U2k

ω(d) .

Since odd moments of G(x) are equal to zero, odd free cumulants of G(x) are equal
to zero as well. We will assign planar chord diagrams to non-crossing partitions
and we will prove Theorem 1.2 using double counting for (17).

Definition 4.1. We say that a contiguous interval S of a chord diagram d is closed,

if for any vertex i ∈ S there exists a vertex j ∈ S such that i
d∼ j. We say that a

diagram d ∈ Uk is decomposable (see Fig.7a), if for some l > 0 there exists a closed
contiguous interval consisting of 4l vertices, such that the vertex following it is the
end of some chord (and we call such an interval bad). In the other case, we say that
the diagram is atomic. We denote the set of atomic diagrams on 4k vertices by B2k

and the set of atomic diagrams on 4k + 2 vertices by B̃2k+1 .

Lemma 4.2. The nth type B Narayana polynomial of ρ2 is equal to the partition

function of B2n:

n∑

k=0

(
n

k

)2

ρ2k =
∑

d∈B2n

ω(d) .

Proof. Let us define two auxiliary sets of chord diagrams A2k+1 and Ã2k+1. The
set A2k+1 contains all atomic diagrams from U2k+1, such that for any l > 0 an

interval (4k − 4l + 1, 4k + 2) is not closed. The set Ã2k+1 is the subset of V2k+1

with the same restrictions. Denote by B2k(ρ), B̃2k+1(ρ) A2k+1(ρ) and Ã2k+1(ρ)

the partition functions of B2k, B̃2k+1, A2k+1 and Ã2k+1, respectively. Consider the
first chord of a diagram d ∈ B2k. It can connect the 1st vertex with either the
second vertex or the 4ith vertex, where 0 < i ≤ k. In the first case, the rest of the

diagram belongs to B̃2k−1, in the second case, the chord (1, 4i) splits the diagram

into d1 ∈ Ã2i−1 and d2 ∈ B2k−2i. Using the same standard arguments for B̃2k+1,
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A2k+1 and Ã2k+1, we obtain:

B2k(ρ) = ρB̃2k−1(ρ) +
k∑

i=1

Ã2i−1(ρ)B2k−2i(ρ) ,

B̃2k+1(ρ) = ρB2k(ρ) +

k∑

i=1

Ã2i−1(ρ)B̃2k+1−2i(ρ) ,

A2k+1(ρ) =

k∑

i=1

Ã2i−1(ρ)A2k−2i+1(ρ) ,

Ã2k+1(ρ) = ρ

k∑

i=1

A2i−1(ρ)Ã2k−2i+1(ρ) . (18)

These equations (18) are equivalent to the equations in Corollary 3.5, and so
polynomials Ak(ρ), Bk(ρ) coincide with the corresponding Narayana polynomials:

A2n+1(ρ) = ρ2n+1NA
n

(
1

ρ2

)
,

Ã2n+1(ρ) = NA
n (ρ2) ,

B̃2n+1(ρ) = ρ2n+1Qn

(
1

ρ2

)
,

B2n(ρ) = NB
n (ρ2) .

�

(a) (b)

Figure 7. (a) Decomposable chord diagram. The interval S =
{5, 6, 7, 8} is the only bad interval. (b) The resulting non-crossing
partition.

To finish the proof of Theorem 1.2 we assign to any chord diagram d ∈ U2n a non-
crossing partition π ∈ NC(2n). If d is atomic, then it corresponds to a non-crossing
partition with one block of size 2n. If d is decomposable, then consider its leftmost
(maximal by inclusion) bad interval S. Let S have 4l vertices and let the jth chord
end in the vertex directly following the interval S. Consider the interval S and its
complement Sc as separate diagrams. The non-crossing partition, corresponding to
d, splits into the non-crossing partition

λ ∈ NC({1, 2, . . . , j, j + 2l+ 1, . . . , 2n}) ,



16 NIKITA ALEXEEV AND ALEXANDER TIKHOMIROV

corresponding to Sc, and the non-crossing partition

σ ∈ NC({j + 1, j + 2, . . . , j + 2l}) ,
corresponding to S. The separating process results in a collection of atomic dia-
grams (after a finite number of steps) (See Fig.7 for an example. In this example
l = 1 and j = 3). From this decomposition rule, Lemma 4.2, and Equation (17)
follows, that corresponding free cumulants of the distribution G(x) are Narayana
polynomials of type B. Since G(x) has a finite support, it is uniquely determined
by its free cumulant.

According to Reiner [29], the generating function f(x, t) of Narayana polynomials
of type B is given by

f(x, t) =

∞∑

n=0

NB
n (t)xn =

1√
(1 − (t− 1)x)2 − 4x

.

By the definition of free cumulants, we have

RG(z) =
1

z

(
f(z2, ρ2)− 1

)
=

1

z


 1√

((ρ2 − 1)z2 − 1)2 − 4z2
− 1


 .

Theorem 1.2 is proved.

5. Spectral Density

The Cauchy transform sG(z) of the distribution G can be found as a solution of

RG(sG(z)) +
1

sG(z)
= z ,

or, explicitly,

1

sG(z)
√
(ρ2 − 1)

2
s4G(z)− 2(ρ2 + 1)s2G(z) + 1

= z . (19)

For the Cauchy transform sµ(z) of any probability measure µ the following prop-
erties hold:

Im(sµ(z)) < 0, if Im(z) > 0 , (20)

lim
y→∞

√
−1ysµ(x +

√
−1y) = 1 . (21)

Equation (19) has a unique solution which satisfies (20), (21). The explicit formu-
las of sG(z) for the cases ρ = 0 (Fuss–Catalan distribution) and ρ = 1 (squared
Marchenko–Pastur distribution) are well known (see, e.g., [34]). In the general case,
the solution can be obtained, but does not have a compact form. It still allows us
to obtain a density of the distribution G and the distribution F at least numerically
(see Fig. 8). Indeed, the density dG(x) of the distribution G can be obtained as

dG(x) = lim
y→0

Im(sµ(x+
√
−1y))

π
,

and the density dF (x) of the distribution F can be obtained as

dF (x) =
dG(

√
x)√

x
.
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Figure 8. The density dF (x) and a histogram of the eigenvalues
ofX2X∗2, whereX is a 2500×2500 elliptic randommatrix (ρ = 1

2 ).

6. Conclusions

In the current paper, we consider an asymptotic distribution of the singular val-
ues of the matrix X2, where X is an elliptic random matrix. While singular value
distributions of powers and products of random matrices with independent entries
have been studied extensively (see [8, 3, 28, 22, 1, 16, 10, 11, 30], just to name a
few), the recent results for elliptic random matrices ([27, 26, 14]) concern mostly
eigenvalue statistics. The obtained asymptotic distribution F is a new generaliza-
tion of Fuss–Catalan distribution (see [20, 5, 21, 17]). We find moments of this
distribution, and prove that its free cumulants are Narayana Polynomials of type
B. This means that for squares of elliptic random matrices, type B Catalan struc-
tures (say, non-crossing partitions of type B) play the same role as type A Catalan
structures play for products of two rectangular random matrices with independent
entries.

While the main part of the paper is devoted to the combinatorial properties of
the distribution F , our technique also allows to derive the density of F (see Section
5).

Acknowledgements

The authors are grateful for fruitful discussions with Pavel Galashin and Mikhail
Basok. The work of NA is supported by the grant of Russian Scientific Founda-
tion 14-11-00581. The work of AT is supported by SFB 701 Spectral Structures



18 NIKITA ALEXEEV AND ALEXANDER TIKHOMIROV

and Topological Methods in Mathematics University of Bielefeld, by RFBR grant
RFBR 14-01-00500 and by Program of Fundamental Research Ural Division of
RAS, Project 12-P-1-1013.

References

[1] Akemann, G., Ipsen, J.R., Kieburg, M.: Products of rectangular random matrices: singular
values and progressive scattering. Physical Review E 88(5), 052,118 (2013)

[2] Alexeev, N., Götze, F., Tikhomirov, A.: Asymptotic distribution of singular values of powers

of random matrices. Lithuanian mathematical journal 50(2), 121–132 (2010)
[3] Alexeev, N., Götze, F., Tikhomirov, A.: On the asymptotic distribution of singular values of

products of large rectangular random matrices. arXiv preprint arXiv:1012.2586 (2010)
[4] Alexeev, N., Götze, F., Tikhomirov, A.: On the singular spectrum of powers and products

of random matrices. Doklady mathematics 82(1), 505–507 (2010)
[5] Arizmendi, O., Vargas, C.: Product of free random variables and k-divisible noncrossing

partitions. Electronic Communications in Probability 17 (2012)
[6] Banica, T., Belinschi, S.T., Capitaine, M., Collins, B.: Free Bessel laws. Canad. J. Math

63(1), 3–37 (2011)
[7] Biane, P., Goodman, F., Nica, A.: Non-crossing cumulants of type B. Transactions of the

American Mathematical Society 355(6), 2263–2303 (2003)
[8] Burda, Z., Jarosz, A., Livan, G., Nowak, M.A., Swiech, A.: Eigenvalues and singular values

of products of rectangular gaussian random matrices. Phys. Rev. E 82, 061,114 (2010). DOI
10.1103/PhysRevE.82.061114

[9] Fomin, S., Reading, N.: Root systems and generalized associahedra. arXiv preprint
math/0505518 (2005)

[10] Forrester, P.J.: Eigenvalue statistics for product complex wishart matrices. Journal of Physics
A: Mathematical and Theoretical 47(34), 345,202 (2014)

[11] Forrester, P.J., Liu, D.Z.: Raney distributions and random matrix theory. Journal of Statis-
tical Physics 158(5), 1051–1082 (2015). DOI 10.1007/s10955-014-1150-4

[12] Girko, V.: The elliptic law. Teoriya Veroyatnostei i ee Primeneniya 30(4), 640–651 (1985)
[13] Girko, V.: The Strong Elliptic Law. Twenty years later. Part I. Random Operators and

Stochastic Equations 14(1), 59–102 (2006)
[14] Götze, F., Naumov, A., Tikhomirov, A.: On a generalization of the elliptic law for random

matrices. Acta Physica Polonica, Series B. 46(9), 1737–1747 (2015)
[15] Götze, F., Naumov, A., Tikhomirov, A.: On minimal singular values of random matrices

with correlated entries. Random Matrices: Theory and Applications 4(2), 1–30 (2015)
[16] Lenczewski, R.: Limit distributions of random matrices. Advances in Mathematics 263, 253–

320 (2014)
[17] Lenczewski, R., Salapata, R.: Multivariate Fuss-Narayana polynomials and their application

to random matrices. Electronic Journal of Combinatorics 20(2) (2013)
[18] Liu, D.Z., Song, C., Wang, Z.D.: On explicit probability densities associated with Fuss-

Catalan numbers. Proceedings of the American Mathematical Society 139(10), 3735–3738
(2011)

[19] Marchenko, V.A., Pastur, L.A.: Distribution of eigenvalues for some sets of random matrices.
Matematicheskii Sbornik 114(4), 507–536 (1967)

[20] Mlotkowski, W.: Fuss-catalan numbers in noncommutative probability. Documenta Mathe-
matica 15, 939–955 (2010)

[21] Mlotkowski, W., Penson, K.A.: Probability distributions with binomial moments. Infinite
Dimensional Analysis, Quantum Probability and Related Topics 17(02), 1450,014 (2014).
DOI 10.1142/S0219025714500143

[22] Mlotkowski, W., Penson, K.A., Zyczkowski, K.: Densities of the Raney distributions. Docu-
menta Mathematica 18, 1573–1596 (2013)

[23] Naumov, A.: Elliptic law for random matrices. Vestnik Moskov. Univ. Ser. XV Vychisl. Mat.
Kibernet. (1), 31–38 (2013). DOI 10.3103/S027864191001005X

[24] Nguyen, H.H., O’Rourke, S.: The elliptic law. International Mathematics Research Notices
p. rnu174 (2014)

[25] Nica, A., Speicher, R.: Lectures on the combinatorics of free probability, vol. 13. Cambridge
University Press (2006)



SINGULAR VALUES OF SQUARES OF ELLIPTIC MATRICES 19

[26] O’Rourke, S., Renfrew, D.: Central limit theorem for linear eigenvalue statistics of elliptic
random matrices. Journal of Theoretical Probability pp. 1–71 (2014)

[27] O’Rourke, S., Renfrew, D., Soshnikov, A., Vu, V.: Products of independent elliptic random
matrices. Journal of Statistical Physics pp. 1–31 (2014)
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