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ON COMPOSITION POLYNOMIALS

JEAN-CHRISTOPHE NOVELLI AND JEAN-YVES THIBON

Abstract. We provide a combinatorial interpretation of the reduced composition
polynomials of Ardila and Doker [Adv. Appl. Math. 50 (2013), 607], and relate
them to the (1 − q)-transform of noncommutative symmetric functions.

1. Composition polynomials and noncommutative symmetric functions

Let I = (i1, . . . , ir) be a composition of n. The composition polynomial gI(q) is
defined in [1] as

(1) gI(q) = ∫
1

q
∫

tr

q
⋯∫

t2

q
ti1−1
1

ti2−1
2
⋯tir−1r dt1dt2⋯dtr.

This polynomial is divisible by (1−q)r, and fI(q) = gI(q)/(1−q)r is called the reduced
composition polynomial. It is proved in [1] that its coefficients are nonnegative. Our
aim is to give a combinatorial interpretation of the coefficients of n!fI(q), which turn
out to be integers. Actually, these polynomials have a natural interpretation in the
context of noncommutative symmetric functions [5, 6].

Let Sn(A) denote the noncommutative complete symmetric functions of an alpha-
bet A, and Ψn(A) the noncommutative power-sums of the first kind.

Their generating series

(2) σt(A) ∶= ∑
n≥0

Sn(A)tn and ψt(A) ∶= ∑
n≥1

Ψnt
n−1

are related by the differential equation

(3)
d

dt
σt(A) = σt(A)ψt(A)

with the initial condition σ0(A) = 1. This can be recast as an integral equation

(4) σt(A) = 1 + ∫
t

0

σu(A)ψu(A)du
which may be solved by iterated integrals1.

In [6], an analogue of the classical (1−q)-transform of ordinary symmetric functions
(sending the power sums pn to (1 − qn)pn) is defined:
(5) σt((1 − q)A) ∶= λ−qt(A)σt(A) (where λt(A) = σt(A)−1).
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Proposition 1.1. The coefficient of ΨI in Sn((1 − q)A) is gI(q).
Proof – The series X(t) = σ1((t − q)A) ∶= λ−q(A)σt(A) satisfies the differential equa-
tion

(6)
dX

dt
= λ−q(A) d

dt
σt(A) = λ−q(A)σt(A)ψt(A) =X(t)ψt(A)

with the initial condition

(7) X(q) = 1,
so that

(8) X(t) = 1 +∫
t

q
X(t1)ψt1dt1

whose solution is

(9) X(t) = 1 +∑
r≥1
∫

t

q
∫

t1

q
⋯∫

tr−1

q
ψtr⋯ψt2ψt1dtr⋯dt2dt1.

Example 1.2. For n = 4,
4!S4((1 − q)A) = 6 (1 − q) (q + 1) (q2 + 1)Ψ4 + 2 (3 q2 + 2 q + 1) (1 − q)2Ψ31

+ 3 (1 − q)2 (q + 1)2Ψ22 + (3 q + 1) (1 − q)3Ψ211

+ 2 (q2 + 2 q + 3) (1 − q)2Ψ13 + 2 (q + 1) (1 − q)3Ψ121

+ (q + 3) (1 − q)3Ψ112 + (1 − q)4Ψ1111.

(10)

Definition 1.3. For a composition I = (i1, . . . , ir) of n, we set

(11) PI(q) = n!fI(q) = n! gI(q)(1 − q)r .

Example 1.4. From Example 1.2, we have

(12)

P4 = 6q3 + 6q2 + 6q + 6,
P31 = 6q2 + 4q + 2,
P22 = 3q2 + 6q + 3,
P211 = 3q + 1,
P13 = 2q2 + 4q + 6,
P121 = 2q + 2,
P112 = q + 3,
P1111 = 1.

Note that the sequence of the sums of all PI of a given weight at q = 1 begins with

(13) 1,1,3,13,73

which suggests a combinatorial interpretation using sets of lists.
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2. Combinatorial interpretation of the reduced polynomials

A set of lists of size n is a set partition π of [n] endowed with a total order inside
each block [7, A000262]. Since this object is intermediate between a segmented
permutation and a set partition, we propose to call it a permutation partition, or for
short, a permutition.

Let Pn be the set of permutitions of size n. We define a statistic sinv (special
inversions) on Pn as follows: sinv(π) is the number of letters in π greater than the
last letter of their block.

We also introduce an order among the blocks, according to the value of the last
letter of each block, and define the composition c(π) as the sequence of lengths of
the blocks ordered in this way.

For example, with π = {53,4612,978}, sinv(π) = 1 + 2 + 1 = 4, and the canonical
ordering of π is the segmented permutation σ = (4612∣53∣978), so that c(π) = (4,2,3).
Theorem 2.1. The reduced composition polynomial PI is the generating function of

sinv on permutitions of composition I:

(14) PI(q) = ∑
c(π)=I

qsinv(π).

Example 2.2. With I = (1,3), one gets 12 permutitions of shape I:

(1∣234), (1∣324), (1∣243), (1∣423), (1∣342), (1∣432),

(2∣134), (2∣314), (2∣143), (2∣413),

(3∣124), (3∣214)

whose numbers of special inversions are respectively 0,0,1,1,2,2,0,0,1,1,0,0, yield-
ing the polynomial 6 + 4q + 2q2 which is indeed P13, see Example 12.

Proof – Ardila and Doker [1] give the induction formula

(15)
1

i1
g(i1+i2,i3,...,ir)(q) = gI(q) − q

i1

i1
g(i2,...,ir)(q)

which translates into

(16) qi1PI(q) +P(i1+i2,i3,...,ir)(q) = i1PI(q) + n!

(n − i1)!q
i1P(i2,...,ir)(q),

which, together with the initial conditions P1n(q) = 1, completely determine all the
PI . To prove that the polynomials defined by (14) satisfy this induction, we interpret
both sides of (16) as q-enumerations of disjoint unions of sets.

Let us first describe the combinatorial interpretation of each of the four terms.
First, both terms i1PI(q) are seen as the set E1 of pairs (τ, x) where τ satisfies

c(τ) = I and x is an element of {τ1, . . . , τi1}.
Following Ardila-Doker, denote by I1 the composition (i1+ i2, i3, . . . , ir). The term

PI1 is interpreted as the set E2 of permutitions τ satisfying c(τ) = I1.
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Finally, the term n!
(n−i1)!

P(i2,...,ir) is translated as the set E3 of pairs (τ,w) where τ

satisfies c(τ) = (i2, . . . , ir) and where w = w1 . . . wi1 is a word of size i1 with distinct
values between 1 and n.

We shall now proceed as follows: first define a map from E1 to E1∪E3, characterize
its image set, show that it is bijective and show that it behaves as desired with respect
to the q-enumeration constraint. Then, define a map from E2 to E1 ∪E3, show the
same properties as before and also show that the images of both partition the set
E1 ∪E3.

Let us first define our map φ1 from E1. Consider an element (τ, x) of E1 and set
S = {τ1, . . . , τi1}.

● If τi1 is the smallest value of S, define w as the word obtained from τ1 . . . τi1
by exchanging x with τi1 . Then

(17) φ1((τ, x)) = (std(τi1+1 . . . τn),w),
where std denotes the usual standardization of words over an ordered alpha-
bet.
● Otherwise, let m be the maximal value of S strictly smaller than τi1 . Then
let τ ′ be obtained from τ by exchanging τi1 with m and define

(18) φ1((τ, x)) = (τ ′, x).
By construction, in both cases, each element in the image of φ1 has a unique preimage,
so that φ1 is a bijection from E1 to its image set. Indeed, one can retrieve τ in the
first case, since the values τi1+1 . . . τn are obtained from their standardized word by
the unique increasing morphism from [n− i1] to the set of values in [n] not occuring
in w. Then, τ1 . . . τi1 is obtained from w by exchanging the smallest value of w with
its last one, and x is wi1. The second case is straightforward, as x plays no rôle in
the definition of τ ′, from which τ can be easily recovered.

Let us now describe the image set φ1(E1). The intersection of E1 and φ1(E1) is
the set of elements where x can take any value and such that τi1 is not the greatest
value of {τ1, . . . , τi1} smaller than τi1+i2 . Indeed, such a pair clearly has a preimage
as described above and the other elements of E do not. The intersection of E3

after applying the increasing morphism to the standard word and φ1(E1) is the set of
elements where the smallest value of w is smaller than τi1+i2 . Indeed, the condition on
the smallest value of w is necessary and sufficient to have a permutition as preimage.

Finally, with respect to the q-enumeration according to the number of special
inversions of the permutitions on both sides, φ1 behaves as expected. Any element
(τ, x) ∈ E1 sent to (π,x) ∈ E1 satisfies sinv(τ) = sinv(π) − 1, since there will be one
more inversion in π than in τ among their first i1 values, that is, before the first bar.
Now, for any (τ, x) ∈ E1 sent to (π,w) ∈ E3, sinv(τ) = sinv(π)+ i1 − 1 since there will
be i1 −1 less inversions in π than in τ : indeed, τi1 is the smallest value before its first
bar, so that there are i1 − 1 inversions in τ before its first bar.

Let us now define a second map φ2 from E2 = {τ ∣c(τ) = I1} to E1 ∪E3.
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● If τα > τi1+i2 for all α ≤ i1, then
(19) φ2(τ) = (std(τi1+1 . . . τi1+i2 ∣ . . . ), τ1 . . . τi1).

● Otherwise, let k be the greatest element of {τ1, . . . , τi1} smaller than τi1+i2 and
let τ ′ be obtained from τ1 . . . τi1 by exchanging k with τi1 , and define

(20) φ2(τ) = ((τ ′∣τi1+1 . . . τi1+i2 ∣ . . . ), τi1).
As with φ1, φ2 is a bijection from E2 to its image set.
Let us now describe the image set φ2(E2). The intersection of E1 and φ2(E2) is

the set of elements such that x can take any value and such that τi1 is the greatest
element of {τ1, . . . , τi1} smaller than τi1+i2 . The intersection of E3 and φ2(E2) is the
set of elements such that the smallest value of w is greater than τi1+i2 . Hence, both
sets constitute the complement of the image of φ1, so that the map φ defined by
φ∣E1
= φ1 and φ∣E2

= φ2 is a bijection between E1 ∪E2 and E1 ∪E3.
Again, φ2 behaves as expected with respect to the statistic sinv. Any element

τ ∈ E2 sent to (π,x) ∈ E1 satisfies sinv(τ) = sinv(π), since the inversions between τk
with k ≤ i1 and τi1+i2 become all inversions between πi with i ≤ i1 and πi1 . Moreover,
for any τ ∈ E2 sent to (π,w) ∈ E3, sinv(τ) = sinv(π) + i1, since there are inversions
between all τk with k ≤ i1 and τi1+i2 that disappear in π. Therefore, φ is a bijection
between E1 ⊔E2 and E1 ⊔E3, behaving as claimed with respect to sinv.

2.1. Examples.

2.1.1. Let us first give four examples of φ1 and φ2 and their inverse maps, covering
all possible cases.

We have

φ1((361∣74∣258),3) = ((42∣135),163)
φ1((163∣74∣258),1) = ((361∣74∣258),1)
φ2((26371∣458)) = ((41∣235),263)
φ2((36174∣258)) = ((163∣74∣258),1)

(21)

Now, from ((42∣135),163), one easily recovers the suffix of the permutition τ of its
preimage. It is (74∣258), from which one can see that 163 are not all greater than 4.
Hence, it belongs to the image of φ1, and then easily gives back the first permutition
of the example.

In the case of ((41∣235),263), one recovers as suffix the expression (71∣458), and
since all values of 263 are greater than 1, it belongs to the image of φ2. Finally, on
the other two examples ((361∣74∣258),1) and ((163∣74∣258),1), since 3 is the greatest
possible value of the prefix considering that the second expression between bars ends
with a 4, these elements respectively belong to the image of φ1 and φ2.
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2.1.2. Let us now illustrate the complete bijection on the example of the composition
I = (2,1,1). The following table shows the images of E1 = {(τ, x)} satisfying c(τ) =
(2,1,1) and x ∈ {1,2} with the corresponding q-statistics on the right:

(12∣3∣4,1) ↦ (21∣3∣4,1) (1, q)

(12∣3∣4,2) ↦ (21∣3∣4,2) (1, q)

(21∣3∣4,1) ↦ (1∣2,21) (q,1)

(21∣3∣4,2) ↦ (1∣2,12) (q,1)

(31∣3∣4,1) ↦ (1∣2,31) (q,1)

(31∣3∣4,3) ↦ (1∣2,13) (q,1)

(41∣3∣4,1) ↦ (1∣2,41) (q,1)

(41∣3∣4,4) ↦ (1∣2,14) (q,1)

(22)

The next table shows the images of E2 = {τ} satisfying c(τ) = (3,1) with the
corresponding q-statistics on the right:

(123∣4) ↦ (12∣3∣4,2) (1,1)

(213∣4) ↦ (12∣3∣4,1) (1,1)

(132∣4) ↦ (31∣2∣4,3) (q, q)

(312∣4) ↦ (31∣2∣4,1) (q, q)

(142∣3) ↦ (41∣2∣3,4) (q, q)

(412∣3) ↦ (41∣2∣3,1) (q, q)

(231∣4) ↦ (1∣2,23) (q2,1)

(321∣4) ↦ (1∣2,32) (q2,1)

(241∣3) ↦ (1∣2,24) (q2,1)

(421∣3) ↦ (1∣2,42) (q2,1)

(341∣2) ↦ (1∣2,34) (q2,1)

(431∣2) ↦ (1∣2,43) (q2,1)

(23)

Now, summing up the q-statistics on both side of (22) and (23), one gets that its
left-hand side is

(24) q(6q + 2) + (6q2 + 4q + 2) = 12q2 + 6q + 2,
and its right-hand side is

(25) 6q + 2 + q2 × 12,
so that they coincide.

3. Miscellaneous comments

3.1. Noncommutative symmetric functions of degree n can be intepreted as elements
of the descent algebra Σn of Sn. In this context, Ψn is the Dynkin symmetrizer
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(iterated bracketing): as a linear combination of permutations,

(26) Ψn = [⋯[[1,2],3],⋯, n]
and Sn((1 − q)A is the iterated q-bracketing

(27) Sn((1 − q)A) = (1 − q)[⋯[[1,2]q,3]q,⋯, n]q .
By [6, Lemma 5.11], writing

(28) Sn((1 − q)A) = Sn((1 − q)A) ∗ Sn(A)

(internal product) and inserting the expansion

(29) Sn(A) =
n

∑
r=1

∑
I⊧n

ℓ(I)=r

ΨI

i1(i1 + i2)⋯(i1 +⋯ir)
we obtain

(30) Sn((1 − q)A) =
n

∑
r=1

∑
I⊧n

ℓ(I)=r

(1 − qi1)[⋯[[Ψi1 ,Ψi2]qi2 ,Ψi3]qi3 ,⋯,Ψir]qir

i1(i1 + i2)⋯(i1 +⋯ir)

3.2. There exists a combinatorial Hopf algebra based on permutitions [2]. It plays
with respect to the Hopf algebra of set partitions (symmetric functions in noncom-
muting variables) a rôle symmetrical to that of WQSym (quasi-symmetric functions
in noncommuting variables).

The number of permutitions of length n is equal to the number of stalactic classes
of parking functions of the same length, [4], on which a combinatorial Hopf algebra
structure can also be defined. There is also a bijection between permutitions and non-
crossing set compositions [3]. The bijection goes through Dyck paths with labelled
peaks, which are easily identified with the canonical representatives of stalactic classes
of parking functions, obtained by permuting among themselves the blocks of identical
letters in a nondecreasing parking function. Composing these bijections, on can
obtain a bijection between permutitions and stalactic classes of parking functions.
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