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Abstract

Denote by Σnm the sum of the m-th powers of the first n positive integers
1m + 2m + . . .+ nm. Similarly let Σrnm be the r-fold sum of the m-th powers of
the first n positive integers, defined such that Σ0nm = nm, and then recursively
by Σr+1nm = Σr1m+Σr2m+ . . .+Σrnm. During the early 17th-century, polyno-
mial expressions for the sums Σrnm and their factorisation and polynomial basis
representation properties were examined by Johann Faulhaber, who published
some remarkable theorems relating to these r-fold sums in his Academia Algebrae
(1631).

In this paper we consider families of polynomials related to the Fibonacci
and Lucas polynomials which naturally lend themselves to representing sums and
differences of integer powers, as well as Σrnm. Using summations over polynomial
basis representations for monomials we generalise this sum for any polynomial
q(x) ∈ Q[x], encountering some interesting coefficient families in the process.
Other results include using our polynomial expressions to state some theorems of
Fermat, where in particular, we obtain an explicit expression for the quotient in
Fermat’s Little Theorem.

In the final two sections we examine these sums in the context of the three
pairs of Stirling number varieties and binomial decompositions. We also derive
an expression for Σnm in terms of the Stirling numbers and Pochhammer sym-
bols, leading to a seemingly new relation between the Stirling numbers and the
Bernoulli numbers.

1 Introduction

Johann Faulhaber, know in his day as The Great Arithmetician of Ulm but now

almost forgotten, worked out formulae for the integer power sums 1m+2m+ . . .+nm

in his Academia Algebrae (1631) [9]. The formulas for the sums of squares and cubes

of the numbers 1, 2, 3, . . . , n are given by

Σn2 = 12 + 22 + 32 + . . . + n2 =
1

3

(

n3 +
3

2
n2 +

1

2
n

)

=
1

6
n(n+ 1)(2n + 1),

Σn3 = 13 + 23 + 33 + . . . + n3 =
1

4

(

n4 + 2n3 + n2
)

=
1

4
n2(n+ 1)2 = (Σn)2 ,
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where in the notation of Knuth [13], Σnm, denotes the sum of the m-th powers of the

first n positive integers.

Faulhaber noticed that the sum of the first n cubes is equal to the square of the

sum of the first n positive integers, and in exploring this pattern he found that the

sums Σnm could be expressed as polynomials in Q[n(n+1)] and (2n+1)Q[n(n+1)],

such that

(1.1) Σn2m−1 =
1

2m

m−1
∑

j=0

A
(m)
j (n(n+ 1))m−j ,

(1.2) Σn2m =
2n+ 1

(2m+ 1)(2m + 2)

m
∑

j=0

(m+ 1− j)A
(m+1)
j (n(n + 1))m−j ,

for certain coefficients A
(m)
j , where A

(m−1)
m = 0. The expression (1.2) for the even

power sum Σn2m, is attributed to Jacobi [12], who showed that for m > j + 1 the

coefficients A
(m)
j satisfy the recurrence relation

(1.3) 2(m− j)(2m − 2j − 1)A
(m)
j + (m− j + 1)(m − j)A

(m)
j−1 = 2m(2m− 1)A

(m−1)
j .

Knuth demonstrates that (1.3) is valid for all integers m and also considers the k + 1

term recurrence relation

A
(m)
0 = 1,

k
∑

i=0

(

m− i

2k + 1− 2i

)

A
(m)
i = 0, k > 0,

deducing that

A(m)
m = B2m, 2A

(m+1)
m−1 = (2m+ 1)(2m+ 2)A(m)

m , A
(m)
m−2 =

(

2m

2

)

B2m−2.

Here Bk denotes the kth Bernoulli number [16], [15], where B0 = 1, and thereafter.

(1.4) Bk = − 1

k + 1

k−1
∑

j=0

(

k + 1

j

)

Bj,

so that Bk = 0 for all odd values of k ≥ 3.

Faulhaber did not discover the Bernoulli numbers and so did not realise that they

provide the uniform formula

(1.5) Σnm =
1

m+ 1

m
∑

j=0

(−1)j
(

m+ 1

j

)

nm+1−jBj,

which later appeared in Jacob Bernoulli’s posthumous masterpiece (referred to as

Faulhaber’s formula) the Ars Conjectandi (1713).

Jacobi expressed (1.5) in terms of Bernoulli polynomials such that

(1.6) Σnm =
1

m+ 1
(Bm+1(n+ 1)−Bm+1(0)) ,
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so that Σnm is a polynomial in n of degree m+ 1.

He used their derivative property B′
m(x) = mBm−1(x), to show that the derivative

of Σnm with respect to n is given by mΣnm−1 +Bm, from which (1.2) readily follows

from (1.1).

Methods for calculating the A
(m)
j coefficients have been of interest and the explicit

formula

(1.7) A
(m)
j = (−1)m−j

∑

i

(

2m

m− j − i

)(

m− j + i

i

)

m− j − i

m− j + i
Bm+j+i, 0 ≤ j < m,

was first obtained by Gessel and Viennot [10], who using a combinatorial argument

applied to the determinant form of this recurrence, deduced that (−1)jA
(m)
j ≥ 0. The

numbers A
(m)
j can also be obtained by inverting a lower triangular matrix, as shown

by Edwards [6].

The formula (1.7), makes it easy to confirm that A
(m)
m−1 = 0, so that the expression

(1.1) for Σn2m−1, is a polynomial in Σn, and the expression (1.2) for Σn2m, is Σn2

times by a polynomial in Σn. This pattern was not lost on Faulhaber, who considered

similar patterns in the more complex r-fold summations of mth powers from 1 to n,

defined by

Σ0nm = nm, Σr+1nm = Σr1m +Σr2m + . . . +Σrnm,

so that so that Σrnm is a polynomial in n of degree m+ r.

He found that Σrn2m can be written as Σrn2 times a polynomial in (n(n + r)),

and that Σrn2m−1 can be written as Σrn times a polynomial in (n(n + r)), where

(1.8) Σrn =

(

n+ r

r + 1

)

, Σrn2 =
2n+ r

r + 2

(

n+ r

r + 1

)

.

Hence, leaving the even power factor 2n+r
r+2 we have that

(1.9) Σrnm =

(

n+ r

r + 1

)

G(r)
m (n), with G(r)

m (n) =
m−1
∑

k=0

g
(r)
mkn

k,

so that G
(r)
m (n) is a polynomial in n of degree m− 1.

In this paper we consider families of polynomials related to the Fibonacci and Lucas

polynomials which naturally lend themselves to representing sums and differences of

integer powers. Using these polynomials we obtain expressions for Σnm and Σ2nm,

which lead to the relations (Corollary to Theorem 5)

(1.10)
1

2m+ 1

m+1
∑

j=1

(

2m+ 1

2j − 1

)

(

Σrn2j−1
)

B2m+2−2j = Σr+1n2m − 1

2
Σrn2m,

(1.11)
1

2m

m
∑

j=1

(

2m

2j

)

(

Σrn2j
)

B2m−2j = Σr+1n2m−1 − 1

2
Σrn2m−1,
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where it follows that the equation (1.10) can be divided through by 1
2Σ

rn2 and the

equation (1.11) by 1
2Σ

rn. After division these expressions can be written as polyno-

mials in Q[n(n + r)], as the left hand side of each equality is such a polynomial. For

example

Σ4n5−1

2
Σ3n5 =

1

240
n(n+1)(n+2)(n+3)(2n+3)

(

5

126
n2(n+ 3)2 +

10

63
n(n+ 3)− 17

63

)

.

A recurring theme in this paper is the concept of an r-fold sum over the first n

integers to themth powers, and in Theorem 1 this sum is generalised to any polynomial

q(x) ∈ Q[x], via summations over polynomial basis representations for monomials.

Other results include using our polynomial expressions to state some theorems

of Fermat, where in particular, we obtain an explicit expression for the quotient in

Fermat’s Little Theorem.

Central to our considerations are the binomial coefficients and the more elaborate

coefficients Tk(n) and Uk(n), defined by

Tk(n) =

(

n+ k + 1

2k + 1

)

+

(

n+ k

2k + 1

)

=
2n+ 1

2k + 1

(

n+ k

2k

)

,

Uk(n) =

(

n+ k

2k

)

+

(

n+ k − 1

2k

)

=
n

k

(

n+ k − 1

2k − 1

)

,

so that

Tk(n)− Tk(n− 1) = Uk(n), Uk(n)− Uk(n− 1) = Tk−1(n− 1),

giving ΣUk(n) = Tk(n).

These coefficients occur in an integer coefficient representation of the sum Σnm,

as do the integer central factorial numbers T (r)
k [18] (p273), and in Section 4 we

examine these expressions in the context of the bigger picture of the three pairs of

Stirling number varieties and binomial decompositions. We also derive a seemingly

new expression for Σnm in terms of the Stirling numbers and Pochhammer symbols,

leading to an interesting relation between the Stirling numbers and the Bernoulli

numbers.

2 Relations and Expressions for Families of Polynomials

Definition (of Fibonacci and Lucas polynomials). The Fibonacci polynomials Fn(x),

are defined by the recurrence relation

(2.1) Fn+1(x) = xFn(x) + Fn−1(x), with F1(x) = 1, F2(x) = x,

or by the explicit sum formula

(2.2)

Fn(x) =

[(n−1)/2]
∑

j=0

(

n− j − 1

j

)

xn−2j−1 = xn−1
2F1

(

1

2
− n

2
, 1− n

2
; 1− n;− 4

x2

)

,

where 2F1 denotes the Gauss hypergeometric function.
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Similarly, the Lucas polynomials Ln(x) can also be defined either by the recurrence

relation in (2.1), but with initial values L1(x) = x, L2(x) = x2 + 2, or by the explicit

sum formula.

(2.3) Ln(x) =

⌊n/2⌋
∑

j=0

n

n− j

(

n− j

j

)

xn−2j = xn 2F1

(

1

2
− n

2
,−n

2
; 1− n;− 4

x2

)

.

We define the reciprocal type of polynomials F Inv
n (x) and LInv

n (x), such that

F Inv
n (x) = xn−1Fn

(

1

x

)

, LInv
n (x) = xnLn

(

1

x

)

,

so that F Inv
n (x) satisfies the recurrence relation F Inv

n+2(x) = F Inv
n+1(x) + x2F Inv

n (x), as

does LInv
n (x).

Remark (to the definition). It was shown in [14] that the Fibonacci and Lucas poly-

nomials have the divisibility properties

(2.4) Fn(x)|Fm(x) ⇔ n|m, Fn

(

Up−1

(√
5/2
))

= Fnp/Fp,

and

(2.5) Ln(x)|Lm(x) ⇔ m = (2k + 1)n, for some integer k.

The Fibonacci sequence 1, 1, 2, 3, 5, 8, 13, 21, . . ., is then obtained by setting x = 1,

so that Fn = Fn(1), and similarly for the Lucas sequence with Ln = Ln(1). Taking

Fn = F Inv
n (1) and Ln = LInv

n (1) also gives the desired sequences and it follows from

the definitions that our polynomials F Inv
n (x) and LInv

n (x) also exhibit the divisibility

properties described above.

For consistency, in the following polynomial definitions, the subscript n denotes

the degree of the polynomial, apart from QInv
n (x), which is of degree n− 1.

Definition (of polynomials Pn(x), Qn(x), P
Inv
n (x) and QInv

n (x)). For natural number

m, we define Pn(x), Qn(x), P
Inv
n (x) and QInv

n (x) to be the polynomials of degree n

given by

(2.6) Pn(x) =
n
∑

k=0

Tk(n)x
k, P Inv

n (x) =
n
∑

k=0

Tk(n)x
n−k

(2.7) Qn(x) =
n
∑

k=0

Uk(n)x
k, QInv

n (x) =
n
∑

k=0

Uk(n)x
m−k,

so that

P Inv
n (x) = xnPn

(

1

x

)

, QInv
n (x) = xnQn

(

1

x

)

,

where the identity

lim
k→0

j

k

(

j + k − 1

2k − 1

)

= 2,

5



gives Q0(x) = 2 and similarly for QInv
0 (x) = 1, so that are Qn(x) and QInv

n (x) are well

defined.

For example, when n = 3 we have

P3(x) = x3 + 7x2 + 14x+ 7, P Inv
3 (x) = 7x3 + 14x2 + 7x+ 1,

Q3(x) = x3 + 6x2 + 9x+ 2, QInv
3 (x) = 2x3 + 9x2 + 6x+ 1,

Remark (to the definition). It was shown in Theorem 1 of [5], that

(2.8) Pn(x) =
1√
x
L2n+1

(√
x
)

=
1√
x

(

F2n+2(
√
x) + F2n(

√
x)
)

,

and

(2.9) Qn(x) = L2n

(√
x
)

= F2n+1(
√
x) + F2n−1(

√
x).

It can similarly be shown that

(2.10) P Inv
n (x) = LInv

2n+1

(√
x
)

, QInv
n (x) = LInv

2n

(√
x
)

.

Definition (of polynomials Pn(x), Qn(x), PInv
n (x) and QInv

n (x)). For natural number

n, we define Pn(x), Qn(x), PInv
n (x) and QInv

n (x) such that

(2.11) Pn(x) =
n
∑

k=0

(

n+ k

2k

)

xk, PInv
n (x) =

n
∑

k=0

(

n+ k

2k

)

xn−k

(2.12) Qn(x) =

n
∑

k=0

(

n+ k − 1

2k − 1

)

xk, QInv
n (x) =

n
∑

k=0

(

n+ k − 1

2k − 1

)

xn−k,

where
(

n−1
−1

)

= 0 and
(

−1
−1

)

= 1, so that

Q0(x) = QInv
0 (x) = 1, PInv

n (x) = xnPn

(

1

x

)

, QInv
n (x) = xnQn

(

1

x

)

,

Remark (to the definition). It was also shown in Theorem 1 of [5] that

(2.13) Pn(x) = F2n+1

(√
x
)

, Qn(x) =
√
xF2n

(√
x
)

,

and from the definitions, it follows similarly that

(2.14) PInv
n (x) = F Inv

2n+1

(√
x
)

, QInv
n (x) = F Inv

2n

(√
x
)

.

If one distinguishes between odd and even indices, then the following results can

all be stated in terms of the four types of Fibonacci and Lucas polynomials described

previously. However, having established the links to these polynomials, for clarity and

consistency we will express our results via the eight types of P and Q polynomials.

It was shown by Knuth in [13] that given an arbitrary function f(n), defined on

the integers, there exists a unique polynomial expression in n of the form

f(n) =
∑

k≥0

ak

(

n+ ⌊k/2⌋
k

)

,

6



for some coefficients ak, where the ak are integers if and only if f(n) is always an

integer. He also states that there is a unique expansion

f(n) = b0T0(n) + b1U1(n) + b2T1(n) + b3U2(n) + b4T2(n) + . . . ,

in which the bk are integers if and only if f(n) is always an integer.

In the following Lemma, we take a slightly different perspective on this approach

by demonstrating that each of our polynomial families form a basis for the vector

space of polynomials over some given field. It follows that every polynomial function

has a power series expansion in x, and we give the example f(x) = ebx.

Lemma 2.1 (Polynomial basis lemma). Concerning the monomial xn we find that

(2.15) xn =
n
∑

j=0

(−1)j
(

2n+ 1

j

)

Pn−j(x) = (−1)n
(

2n

n

)

+
n−1
∑

j=0

(−1)j
(

2n

j

)

Qn−j(x)

and xn =

(2.16)
n
∑

j=0

(−1)j
(

2n+ 1

j

)

2n+ 1− 2j

2n + 1
Pn−j(x) =

n−1
∑

j=0

(−1)j
(

2n

j

)

2n− 2j

2n
Qn−j(x).

Hence for m = 0, 1, 2, . . . each of the four families of polynomials generated by Pm(x),

Qm(x), Pm(x) and Qm(x) form a polynomial basis.

Corollary. Suppose that a function f has a power series expansion,

f(x) =

∞
∑

n=0

anx
n,

where an = f (n)(0)/n!. Then in terms of the polynomials Pn(x) we obtain

f(x) =

∞
∑

j=0

cjPj(x),

where the expansion coefficients are given by

cj = (−1)j
∞
∑

n=j

(−1)n
(

2n+ 1

n− j

)

an.

Similar series expansions can be obtained in terms of the polynomials Qn(x), Pn(x)

and Qn(x).

Proof. The identities in (2.15) and (2.16) follow by induction on n. To see the Corol-

lary, by (2.15) we have

∞
∑

j=0

cjPj(x) =

∞
∑

j=0



(−1)j
∞
∑

n=j

(−1)n
(

2n+ 1

n− j

)

an



Pj(x) =

∞
∑

n=0

anx
n,

as required.
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Example (of the Corollary). Let f(x) = ebx, with an = bn/n!. Then we obtain the

following representation, wherein Ij denotes the modified Bessel function of the first

kind.

f(x) = ebx = e−2b
∞
∑

j=0

(Ij(2b) − Ij+1(2b))Pj(x).

Hence we have the identity

eb = e−2b
∞
∑

j=0

(Ij(2b)− Ij+1(2b))L2j+1.

Similarly, if f(x) =
∑∞

n=0 anx
n, then

f(x) =

∞
∑

j=0

cQj Qj(x)− cQ0 ,

where

cQj = (−1)j
∞
∑

n=j

(−1)n
(

2n

n− j

)

an, cQ0 =

∞
∑

n=0

(−1)n
(

2n

n

)

an.

In particular,

f(x) = ebx = e−2b





∞
∑

j=0

Ij(2b)Qj(x)− I0(2b)





= e−2b





∞
∑

j=1

Ij(2b)Qj(x) + I0(2b)



 ,

and it follows that

eb = e−2b





∞
∑

j=0

Ij(2b)(F2j−1(x) + F2j+1(x))− I0(2b)





= e−2b





∞
∑

j=1

Ij(2b)(F2j−1(x) + F2j+1(x)) + I0(2b)



 .

Remark (regarding the method of finite differences). If f(x) is a polynomial of degree

m with integer coefficients, then the ak will be integers, and for k > m will be zero.

One way of viewing this is via the method of finite differences. Define ∆f(n) =

f(n + 1) − f(n), so that ∆0f(n) = f(n), and in general the rth finite difference is

given by the sum

∆rf(n) =

r
∑

j=0

(−1)j
(

r

j

)

f(n+ r − j).

Then the above finite difference sum holds for all r ≥ 0, and for r = m+ t > m say,

with t ≥ 1, the sum degenerates to

m+t
∑

j=0

(−1)j
(

m+ t

j

)

= 0,

8



yielding

(2.17) f(x) = −
m+t
∑

j=1

(−1)j
(

m+ t

j

)

f(x− j).

For example, taking f(x) = xm and integer t ≥ 1 in (2.17) gives

nm =
m+t
∑

j=1

(−1)j−1

(

m+ t

j

)

(n− j)m.

Similarly, summing over x = 1, . . . n in the first display of Lemma 2.1 gives

Σnm =

n
∑

x=1

xm =

m
∑

j=0

(−1)j
(

2m+ 1

j

) n
∑

x=1

Pm−j(x).

Defining the coefficients CP
mn =

∑n
x=1 Pm(x) (similarly CQ

mn =
∑n

x=1Qm(x)) then

gives us

(2.18) Σnm =

m
∑

j=0

(−1)j
(

2m+ 1

j

)

CP
(m−j)n

where due to the underpinning polynomial definition of CP
mn, for integer t ≥ 1, the

coefficients satisfy the recurrence relation

(2.19) CP
mn =

m+t
∑

j=1

(−1)j−1

(

m+ t

j

)

CP
m (n−j).

We note that (2.18) gives a fairly uneconomic way of writing Faulhaber’s sum with

integer coefficients. For example, taking m = 3 and n = 5 we have

225 = 13 + 23 + 33 + 43 + 53 = 855

(

7

0

)

− 155

(

7

1

)

+ 30

(

7

2

)

− 5

(

7

3

)

.

However, akin to Faulhaber’s r-fold sum notation, we can define

Σ0CP
mn = Pm(n), Σr+1CP

mn = ΣrCP
m 1 +ΣrCP

m 2 + . . .+ΣrCP
mn,

so that (2.18) may be generalised for integer r ≥ 0 to

Σrnm =
m
∑

j=0

(−1)j
(

2m+ 1

j

)

ΣrCP
(m−j)n.

In fact this method allows us to generalise the r-fold sum of the first m powers to a

general polynomial q(x). With the notation Σq(n)m = q(1)m + q(2)m + . . . + q(n)m,

we can define the coefficients

(2.20) CP
mq(n) =

n
∑

x=1

Pm(q(x)),

so that

(2.21) Σrq(n)m =

m
∑

j=0

(−1)j
(

2m+ 1

j

)

ΣrCP
(m−j) q(n).

9



For example, if q(x) = x2 + x, then we have

Σr(n2 + n)m =
m
∑

j=0

(−1)j
(

2m+ 1

j

)

ΣrCP
(m−j) q(n),

which in the specific case when m = 2 and r = 3, gives

2
∑

j=0

(−1)j
(

5

j

)

Σ3CP
(2−j) q(n) =

1

70

(

n+ 2

3

)

(

2n4 + 22n3 + 119n2 + 369n + 818
)

−5× 1

10

(

n+ 2

3

)

(

n2 + 7n + 42
)

+ 10×
(

n+ 2

3

)

=
4

7

(

n+ 4

5

)

(

n2 + 4n+ 2
)

= Σ3(n2 + n)2.

Taking n = 5, we have that the 3-fold sum over the squares of the first 5 integers is

3384. For q(n) = n2+n, there are analogous results of (1.8), such as ΣrCP
(m−j)n being

divisible by
(n+r−1

r

)

. We have just proved the following theorem.

Theorem 1. Let q(x) ∈ Q[x] be a polynomial of degree d ≥ 1 in x with non-constant

term, and let the coefficients CP
mq(n) be defined as in (2.20), with the notation

Σ0CP
mq(n) = Pm(q(n)), Σr+1CP

mq(n) = ΣrCP
mq(1) +ΣrCP

mq(2) + . . .+ΣrCP
mq(n).

Then the rth-fold sum over the first n integers of the polynomial q(x) to the mth power,

denoted by Σrq(n)m, is given by the relation (2.21).

Lemma 2.2. Our families of polynomials satisfy the recurrence relations

(2.22) xPm−1(x) = Qm(x)−Qm−1(x), Qm(x) = Pm(x)− Pm−1(x),

(2.23) xPm−1(x) = Qm(x)−Qm−1(x), Qm(x) = Pm(x)− Pm−1(x).

Corollary. We have that

(2.24) Pm+2(x) = (x+ 2)Pm+1(x)− Pm(x),

and

(2.25) Pm(x) =

r
∑

j=0

(−1)r
(

r

j

)

(x+ 2)r−jPm−r−j(x),

where we note that similar relations hold for the polynomials Qm(x), Pm(x) and

Qm(x).

Proof. The relations (2.22) and (2.23) follow by direct manipulation of the binomial

forms given in (2.6), (2.7), (2.11), and (2.12), from which we deduce (2.24) and (2.25).

We now introduce some notation for falling and rising factorials.
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Definition. For integers r, k, with k ≥ 0 let the rising factorial, falling factorial and

hypergeometric functions be respectively defined in the usual manner such that

rk = r(r + 1) . . . (r + k − 1), rk = r(r − 1) . . . (r − k + 1),

and

mFn

(

a1, . . . , am
b1, . . . , bn

z

)

=
∑

k≥0

tk, where tk =
ak1 . . . a

k
mzk

bk1 . . . b
k
mk!

,

with none of the bi zero or a negative integer (to avoid division by zero).

Then for j, k, r,m, n ∈ Z, with k,m, n ≥ 0, we have the identities

(2.26) rk
(

r − 1

2

)k

=
(2r)2k

22k
,

(

r

j

)

= (−1)j
(

j − r − 1

j

)

,

(2.27)

(

r − 1/2

r

)

=

(

2r

r

)/

22r, (−1)m
(−n− 1

m

)

= (−1)n
(−m− 1

n

)

.

Lemma 2.3. Let

Σ0CnP
mn = nPm(n), Σr+1CnP

mn = ΣrCP
m 1 +ΣrC2P

m 2 + . . . +ΣrCnP
mn,

with a similar definition for ΣrCnQ
mn, so that by Lemma 2.2

(2.28) ΣrCnP
mn = ΣrCQ

(m+1)n
+ΣrCQ

mn, ΣrCQ
mn = ΣrCP

mn +ΣrCP
(m−1)n.

Then there exist the inner polynomials p
(r)
m (x), q

(r)
m (x), u

(r)
m (x) and v

(r)
m (x), each of

degree m, with rational coefficients such that

(2.29) ΣrCP
mn =

(

n+ r − 1

r

)

p(r)m (n), ΣrCQ
mn =

(

n+ r − 1

r

)

q(r)m (n),

(2.30) ΣrCnP
mn =

(

n+ r

r + 1

)

u(r)m (n), ΣrCnQ
mn =

(

n+ r

r + 1

)

v(r)m (n),

with p
(r)
m (x) and q

(r)
m (x) both having leading term coefficient

(m+r
r

)−1
.

Proof. We give the proof for p
(r)
m (x). When r = 0, we have p

(0)
m (x) = Pm(x), and

applying Knuth’s technique [13] which relies on the identity

n
∑

t=1

tk =
nk+1

k + 1
,

(proven later in a slightly different form in Lemma 4.1) we deduce that

n
∑

t=1

ΣrCP
mt =

n
∑

t=1

(

t+ r − 1

r

)

p(r)m (t) =

(

n+ r

r + 1

)

p(r+1)
m (n),

for some polynomial p
(r+1)
m (n). By our inductive assumption,

(t+r−1
r

)

p
(r)
m (t) is a poly-

nomial of degree m+ r in t, and so by Faulhaber’s formula, the sum from 1, 2, . . . n is

a polynomial of degree m+ r+1 in n. Now
(n+r
r+1

)

is a polynomial of degree r+1 in n

and so we must have that p
(r+1)
m (n) is a polynomial of degree m in n for all integers

r ≥ 0.

The leading term normalisation coefficient
(m+r

r

)

also follows by this inductive

approach and the proofs for q
(r)
m (x), u

(r)
m (x) and v

(r)
m (x) are similar.
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A brief remark regarding the notation for our r-fold sum coefficients is that we

could also write

ΣrCP
mn = ΣrPm(n), ΣrCnP

mn = ΣrnPm(n),

and similarly for the Q-based coefficients.

Lemma 2.4. With the polynomial definitions of the previous lemma, we have the

inner polynomial recurrences

(2.31) q(r)m (x) = p(r)m (x)− p
(r)
m−1(x)

(2.32) n+r
r+1u

(r)
m (x) = q

(r)
m+1(x)− q(r)m (x) = p

(r)
m+1(x)− 2p(r)m (x) + p

(r)
m−1(x),

and

(2.33)
n+r
r+1v

(r)
m (x) = q

(r)
m+1(x)−2q(r)m (x)+q

(r)
m−1(x) = p

(r)
m+2(x)−3p

(r)
m+1(x)+3p(r)m (x)−p

(r)
m−1(x).

Proof. Substituting (2.29) and (2.30) of Lemma 2.3 in to (2.22) and (2.23) of Lemma

2.2 and then dividing through by
(n+r−1

r

)

, we obtain the above recurrence relations.

3 Polynomial Sums and Differences of d-th Powers

With our families of polynomials established, we can now state some of their relations

to the sum and difference of two d-th powers.

Lemma 3.1. Following the notation of T. Koshy (see [14] ch 13), Let

r =
y +

√

y2 + 4x

2
, s =

y −
√

y2 + 4x

2
, ∆ =

√

y2 + 4x,

so that r + s = y, −rs = x, 2r = y +∆ and 2s = y −∆. Then for sums of powers of

r and s we have that

(3.1) r2m+1 + s2m+1 = xmyPm

(

y2

x

)

= y2m+1P Inv
m

(

x

y2

)

,

(3.2) r2m + s2m = xmQm

(

y2

x

)

= y2mQInv
m

(

x

y2

)

,

the differences of powers of r and s are given by

(3.3) r2m+1 − s2m+1 = ∆xmPm

(

y2

x

)

= ∆ y2m PInv
m

(

x

y2

)

,

(3.4) r2m − s2m = ∆
xm

y
Qm

(

y2

x

)

= ∆ y2m−1QInv
m

(

x

y2

)

.
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Corollary.

(3.5) Qn(x)
2 −Q2n(x) = 2, Qn(x)

2 +Qm(x)2 −Qn+m(x)Q|n−m|(x) = 4,

so that (suppressing the x argument) we have

(3.6) (Pn − Pn−1)
2 + (Pm − Pm−1)

2 − (Pn+m − Pn+m−1)(P|n−m| − P|n−m|−1) = 4,

and for the n = m case, with n > 0, this yields

(3.7) 2 (Pn(x)− Pn−1(x))
2 − (P2n(x)− P2n−1(x)) = Q2n(x) + 4.

Similarly we find that for n > m

(3.8) x
(

Pn(x)
2 + Pm(x)2

)

= Q2n+1(x) +Q2m+1(x)− 4,

(3.9) x (Pn+m(x)Pn−m(x)) = Q2n+1(x)−Q2m(x),

so that

(3.10) x
(

Pn(x)
2 + Pm(x)2 − Pn+m(x)Pn−m(x)

)

= P2m+1(x)− P2m−1(x)− 4.

Proof. The relations (3.1), (3.2), (3.3) and (3.4), follow by combining the Fibonacci

and Lucas polynomials expressions for Pm(x), Qm(x), Pm(x), and Qm(x), given pre-

viously in this section, with those for sums and differences of two d-powers derived in

[14], Chapter 13.

For the Corollary, the first display in (3.5) is obtained by taking x = 1 in (3.1), so

that rs = −1, giving

(

Qn(y
2)
)2 −Q2n(y

2) =
(

r2n + s2n
)2 −

(

r4n + s4n
)

= (2rs)2n = 2,

as required.

For n > m > 0 and again taking x = 1 in (3.1), the left hand side of the second

display in (3.5) simplifies to

(

Qn(y
2)
)2

+
(

Qm(y2)
)2 −Qn+m(y2)Qn−m(y2) = 4 + r4m + s4m −

(

r4m + s4m

(rs)2m

)

= 4.

The case m > n > 0 can be treated likewise, and hence the result.

The proofs for the relations (3.8), (3.9) and (3.10) follow in a similar fashion, where

we note that corresponding identities exist for the polynomials Pn(x) and Qn(x).

Theorem 2. Setting x = (z2 − y2)/4 in Lemma 3.1, with y and z either both odd or

both even positive integers, we have

r =
y + z

2
, s =

y − z

2
, ∆ = z,

so that r, s and ∆ each take integer values, and the expressions in (3.1), (3.2), (3.3)

and (3.4), all involve integer powers.
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Furthermore, every integer value of x can be attained. For odd x = n, we can take

y = n− 1 and z = n+ 1, so that ∆ = n+ 1, r = n and s = −1, giving

(3.11) n2m+1 − 1 = (n− 1)2m+1 P inv
m

(

n

(n− 1)2

)

,

(3.12) n2m+1 + 1 = (n+ 1) (n− 1)2m P inv
m

(

n

(n− 1)2

)

,

(3.13) n2m − 1 = (n + 1) (n− 1)2m−1 Qinv
m

(

n

(n− 1)2

)

,

(3.14) n2m + 1 = (n− 1)2mQinv
m

(

n

(n− 1)2

)

.

Other integer producing values are x = n(n + t) and y = t, yielding r = n + t and

s = −n.

Proof. If y and z are either both odd or both even then x = (z2 − y2)/4 is an integer

as squares of integers are either 0 or 1 modulo 4, depending on their parity. The eight

identities then follow directly from Lemma 3.1.

The polynomial structures considered here are fundamentally connected with hy-

pergeometric functions involving binomial coefficients, and we now outline some of

the binomial relations (not stated in [11]) underpinning later results.

Lemma 3.2. For each natural number m we have

(3.15) (2m+ 1)

k
∑

r=0

1

2m+ 1− 2(k + r)

(

2m− k − r

k + r

)(

k + r

k − r

)

=

(

2m+ 1

2k

)

,

(3.16) (2m+ 1)

k−1
∑

r=0

1

2m+ 1− 2(k + r)

(

2m− k − r

k + r

)(

k + r

k − r − 1

)

=

(

2m+ 1

2k − 1

)

,

(3.17) (2m)

k
∑

r=0

1

2m− 2(k + r)

(

2m− k − r − 1

k + r

)(

k + r

k − r

)

=

(

2m

2k

)

,

and

(3.18) (2m)

k−1
∑

r=0

1

2m− 2(k + r)

(

2m− k − r − 1

k + r

)(

k + r

k − r − 1

)

=

(

2m

2k − 1

)

.

Proof. We give the proof for (3.15).

Let
∑

k≥0

tk =
k
∑

s=0

(2m+ 1)

2m+ 1− 2(k + s)

(

2m− k − s

k + s

)(

k + s

k − s

)

.
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Then
tk+1

tk
=

(k + s−m− 1/2)(k + s−m)(k − s)

(k + 1/2)(k + s− 2m)(k + 1)
× 1.

We now recall Saalschütz’s identity, which states that for integer n ≥ 0,

(3.19) F

(

a, b, −n
c, a+ b− c− n+ 1

1

)

=
(a− c)n(b− c)n

−cn(a+ b− c)n
,

and taking a = s−m− 1/2, b = s−m, c = 1/2 and n = s in (3.19) yields

F

(

s−m− 1/2, s−m, −s
1/2, s− 2m

1

)

=
(s−m− 1)s (s−m− 1/2)s

(−1/2)s (2s− 2m− 1)s
.

Hence we can read off the series as

∑

k≥0

tk = t0 F

(

s−m− 1/2, s−m, −s
1/2, s− 2m

1

)

= t0
(s−m− 1)s (s−m− 1/2)s

(−1/2)s (2s− 2m− 1)s
,

where

t0 =
(2m+ 1)

(2m+ 1− 2s)

(

2m− s

s

)

.

With the aid of the identities in (2.26) and (2.27) these falling factorial terms can be

re-written such that

(s−m− 1)s = (−1)s s!

(

m

s

)

, (s−m− 1/2)s =
(2s− 2m)2s

22s (s−m)s
,

(s−m)s = (−1)s s!

(

m− 1

s

)

, (2s− 2m)2s = (2s)!

(

2m− 1

2s

)

,

(−1

2

)s

=
(−1)s(2s)!

22ss!
, (2s − 2m− 1)s = (−1)ss!

(

2m− s

s

)

,

and we have

∑

k≥0

tk =
(2m+ 1)

(2m+ 1− 2s)

(

2m− s

s

)

(s−m− 1)s (s−m− 1/2)s

(−1/2)s (2s − 2m− 1)s

=
(2m+ 1)

(2m−s
s

)

(−1)ss!
(m
s

)

(2s)!
(2m−1

2s

)

22ss!

(2m+ 1− 2s)22s(−1)ss!
(m−1

s

)

(−1)s(2s)!(−1)ss!
(2m−s

s

)

=
(2m+ 1)

(m
s

)(2m−1
2s

)

(2m+ 1− 2s)
(m−1

s

)

=
(2m+ 1)m(2m − 1)!

(2m+ 1− 2s)(m− s)(2m− 1− 2s)!(2s)!
=

(

2m+ 1

2s

)

,

as required.

The proofs for (3.16), (3.17) and (3.18) are almost identical.

Theorem 3. For integers a and m with m ≥ 0 we have

(3.20)

P Inv
m (a(a+ 1)) = (a+ 1)2m+1 − a2m+1, (2a+ 1)QInv

m (a(a+ 1)) = (a+ 1)2m − a2m

(3.21)

(2a+ 1)PInv
m (a(a+ 1)) = (a+1)2m+1 + a2m+1, QInv

m (a(a+ 1)) = (a+ 1)2m + a2m,
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from which we deduce that for 0 < b < a,

(3.22)

a−1
∑

j=b

P Inv
m (j(j+1)) = a2m+1−b2m+1,

a−1
∑

j=b

(2j+1)QInv
m (j(j+1)) = a2m−b2m

(3.23)
a−1
∑

j=b

(−1)a+j−1(2j + 1)PInv
m (a(a + 1)) = a2m+1 + (−1)a+b−1b2m+1,

and

(3.24)

a−1
∑

j=b

(−1)a+j−1QInv
m (a(a+ 1)) = a2m + (−1)a+b−1b2m,

Using the result that limj→0 j
0(j+1)0 = 1 we can extend these results to b = 0 so that

for the expressions in (3.22) we have

(3.25)

a−1
∑

j=0

P Inv
m (j(j + 1)) = a2m+1,

a−1
∑

j=0

(2j + 1)QInv
m (j(j + 1)) = a2m.

Corollary 1. Let p = 2m+1 be an odd prime. Then an explicit form for the quotient

q in Fermat’s “Little Theorem” ap−1 = qp+ 1, is given by

(3.26) q =
ap−1 − 1

p
=

1

a

m
∑

k=1

1

p− 2k

(

p− k − 1

k

) a−1
∑

j=1

jk(j + 1)k ∈ N

=
1

a(2m+ 1)

a−1
∑

j=1

(

2F1

(

−m− 1

2
,−m;−2m;−4j(j + 1)

)

− 1

)

.

Corollary 2. For a, b, c positive integers with a ≤ b ≤ c and m ≥ 0 we have a2m+1 +

b2m+1 − c2m+1 = 0 if and only if

(3.27)
a−1
∑

j=0

P Inv
m (j(j + 1)) =

c−1
∑

j=b

P Inv
m (j(j + 1)).

Hence for odd exponents, Fermat’s Last Theorem is equivalent to proving that equation

(3.27) has no solutions for m ≥ 1.

Similarly, for integer m ≥ 1 we have

(3.28)
a−1
∑

j=0

(2j + 1)QInv
m (j(j + 1)) =

c−1
∑

j=b

(2j + 1)QInv
m (j(j + 1)),

so that for even exponents, Fermat’s Last Theorem is equivalent to proving that equa-

tion (3.28) has no solutions for m ≥ 2.

Proof. Setting x = a2 + a and y = 1 in Lemma 3.1, gives ∆ = 2a+ 1, r = a+ 1 and

s = −a, and hence (3.20) and (3.21), from which the other relations of the Theorem

can be deduced.
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To see the first Corollary we make repeated use of the first identity in (3.20) to

obtain a2m+1 =

1 +
(

(a+ 1)2m+1 − a2m+1
)

+
(

a2m+1 − (a− 1)2m+1
)

+ . . .+
(

22m+1 − 12m+1
)

(3.29) = 1 + (2m+ 1)
m
∑

k=0

1

2(m− k) + 1

(

2m− k

k

) a−1
∑

j=1

jk(j + 1)k,

which can be written in the form

(3.30) a2m+1 − a = (2m+ 1)
m
∑

k=1

1

2(m− k) + 1

(

2m− k

k

) a−1
∑

j=1

jk(j + 1)k.

Noting that
2m+ 1

2(m− k) + 1

(

2m− k

k

)

∈ N, ∀ 0 ≤ k ≤ m,

and using (3.30) we have

(3.31)
a2m − 1

2m+ 1
=

1

a

m
∑

k=1

1

2(m− k) + 1

(

2m− k

k

) a−1
∑

j=1

jk(j + 1)k,

where both sides are integers when p = 2m+ 1 is a prime and (a, p) = 1.

The second Corollary follows directly from (3.22) and (3.24).

For example, if a = 6 and m = 2 (so p = 2m+ 1 = 5) in (3.20), then

5

2
∑

k=0

(

4− k

k

)

6k × 7k

5− 2k
= 5

(

1× (42)0

5
+

3× (42)1

3
+

1× (42)2

1

)

= 9031 = 75 − 65,

and the equality in (3.26) becomes (64 − 1)/5 = 1295/5 = 1554/6 = 259 = q so that

64 = 259 × 5 + 1, or in congruence notation, 64 ≡ 1 (mod 5).

Taking b = 2 in (3.22) we obtain

P Inv
2 (6)+P Inv

2 (12)+P Inv
2 (20)+P Inv

2 (30) = 211+781+2101+4651 = 7433 = 65 − 25.

Remark 1 (to Theorem 3). We note that in Theorem 3 a reciprocity law exists for

negative values of a. If a = −b, with b ≥ 0, then (a+ 1)2m+1 − a2m+1 = b2m+1 − (b−
1)2m+1. Telescoping as before we obtain the equivalence of (3.25), where the order of

summation j = −(b− 1),−(b − 2), . . . ,−2, yields (b− 1)2m+1.

We also note how the binomial identities of Lemma 3.2 appear in (3.20). Using

the binomial expansion we obtain

m
∑

k=0

2m+ 1

2(m− k) + 1

(

2m− k

k

) k
∑

s=0

(

k

s

)

ak+s =
2m
∑

j=0

(

2m+ 1

j

)

aj,

and comparing coefficients of powers of a yields

(3.32)
∑

2t≥j

2m+ 1

2(m− t) + 1

(

2m− t

t

)(

t

j − t

)

=

(

2m+ 1

j

)

.

Setting t = k + v in (3.32) and then taking j = 2v or j = 2v − 1 respectively gives

us (3.15) or (3.16) of Lemma 3.2 and so we have another proof of the first identity in

(3.20).
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Remark 2 (to Theorem 3). A further consequence of P inv
m (x2 + x) = (x+ 1)2m+1 −

x2m+1, is that

n
∑

x=1

1

(x2 + x)m
=

m
∑

j=0

(−1)j
(

2m+ 1

j

) n
∑

x=1

(x+ 1)2m−2j+1 − x2m−2j+1

(x2 + x)m−j
,

so that
1

(x2 + x)m
=

m
∑

k=0

(−1)m−k

(

2m+ 1

m− k

)

(x+ 1)2k+1 − x2k+1

(x2 + x)k
.

Theorem 4. For positive integers m and n we have

(3.33)
2n+ 1

2m+ 1
∈ Z ⇔ Pn(x)

Pm(x)
∈ Z[x],

P Inv
n (x)

P Inv
m (x)

∈ Z[x],

and

(3.34)
n

m
= 2k + 1 is odd ⇔ Qn(x)

Qm(x)
∈ Z[x],

QInv
n (x)

QInv
m (x)

∈ Z[x],

from which we deduce that for a ∈ N,

(3.35)
2n+ 1

2m+ 1
∈ Z ⇔ (a+ 1)2n+1 − a2n+1

(a+ 1)2m+1 − a2m+1
∈ N,

and

(3.36)
n

m
= 2k + 1 is odd ⇔ (a+ 1)2n + a2n

(a+ 1)2m + a2m
∈ N.

Proof. The divisibility properties of the polynomials Pm(x), P Inv Qm(x) and QInv

follow directly from their representations in terms of Fibonacci and Lucas polynomials

given in (2.4) and (2.5) of Section 2. The integer divisibility properties stated in (3.35)

and (3.36) then follow by setting x = a2 + a in Theorems 2 and 3.

Remark (to Theorem 4). An observation by M. N. Huxley is that setting n = qm, for

any positive integer q, we can write a general form of the polynomial quotient stated

in (3.35) as

(3.37)
(a+ 1)n − an

(a+ 1)m − am
=

(a+ 1)qm − aqm

(a+ 1)m − am
=

q
∑

i=1

a(q−i)m(a+ 1)(i−1)m,

which is a geometric series with first term a(q−1)m, constant ratio ((a + 1)/a)m and

q-terms in total.

A similar general q-term geometric series exists for (3.36), with with first term

a(q−1)m, constant ratio −((a+1)/a)m, and the added condition that q is odd, so that

we get

(3.38)
(a+ 1)n + an

(a+ 1)m + am
=

(a+ 1)qm + aqm

(a+ 1)m + am
=

q
∑

i=1

(−1)i−1a(q−i)m(a+ 1)(i−1)m.
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Theorem 5. Let u = n(n+ 1) and v = n+1
n2 . Then we may write

4mΣn2m−1 =

m
∑

j=1

(

2m

2j − 1

)

P Inv
j−1(u)B2m−2j+1 +

m
∑

j=1

(

2m

2j

)

QInv
j (u)B2m−2j ,

(4m+ 2)Σn2m =
m+1
∑

j=1

(

2m+ 1

2j − 1

)

(2n+ 1)PInv
j−1(u)B2m−2j+2

+

m
∑

j=1

(

2m+ 1

2j

)

(2n+ 1)QInv
j (u)B2m−2j+1,

which we can sum over the first n integers to get 4mΣ2n2m−1 =

m
∑

j=1

(

2m

2j − 1

)

n2j−1P Inv
j−1(v)B2m−2j+1+

m
∑

j=1

(

2m

2j

)

(

(n+ 2)n2j−1QInv
j (v) + 2Σn2j

)

B2m−2j ,

and

(4m+ 2)Σ2n2m =

m+1
∑

j=1

(

2m+ 1

2j − 1

)

(

n2j−1P Inv
j−1(v) + 2Σn2j−1

)

B2m−2j+2

+

m
∑

j=1

(

2m+ 1

2j

)

(n+ 2)n2j−1QInv
j (v)B2m−2j+1,

Corollary. We have

1

2m+ 1

m+1
∑

j=1

(

2m+ 1

2j − 1

)

(

Σrn2j−1
)

B2m+2−2j = Σr+1n2m − 1

2
Σrn2m,

and
1

2m

m
∑

j=1

(

2m

2j

)

(

Σrn2j
)

B2m−2j = Σr+1n2m−1 − 1

2
Σrn2m−1,

Proof. Setting u = n(n+1), and using the Bernoulli polynomial identity Bm(x+1) =

(−1)mBm(−x), we have

n+ 1 =
1 +

√
1 + 4u

2
,

and

Bm

(

1 +
√
1 + 4u

2

)

= (−1)mBm

(

1−
√
1 + 4u

2

)

,

so that mΣnm−1 =

Bm

(

1 +
√
1 + 4u

2

)

−Bm(0) = (−1)mBm

(

1−
√
1 + 4u

2

)

−Bm(0).

Considering now 2mΣn2m−1, we cancel the B2m coefficient in each sum and then add

the sums to obtain

4mΣn2m−1 =

2m
∑

j=1

(

2m

j

)

[

(

1 +
√
1 + 4u

2

)j

+

(

1−
√
1 + 4u

2

)j
]

B2m−j ,
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which can be split into odd and even parts such that

4mΣn2m−1 =
m
∑

j=1

(

2m

2j

)

[

(

1 +
√
1 + 4u

2

)2j

+

(

1−
√
1 + 4u

2

)2j
]

B2m−2j

+

m
∑

j=1

(

2m

2j − 1

)

[

(

1 +
√
1 + 4u

2

)2j−1

+

(

1−
√
1 + 4u

2

)2j−1
]

B2m−2j+1,

and by Lemma 3.1 we have

4mΣn2m−1 =
m
∑

j=1

(

2m

2j

)

QInv
j (u)B2m−2j +

m
∑

j=1

(

2m

2j − 1

)

P Inv
j−1(u)B2m−2j+1,

which is the first display of Theorem 5.

To see the second display we proceed as before to obtain

(4m+ 2)Σn2m =
m
∑

j=1

(

2m+ 1

2j

)

[

(

1 +
√
1 + 4u

2

)2j

−
(

1−
√
1 + 4u

2

)2j
]

B2m−2j+1

+
m+1
∑

j=1

(

2m+ 1

2j − 1

)

[

(

1 +
√
1 + 4u

2

)2j−1

−
(

1−
√
1 + 4u

2

)2j−1
]

B2m−2j+2,

and by Lemma 3.1 we have (4m+ 2)Σn2m =

m
∑

j=1

(

2m+ 1

2j

)

(2j + 1)QInv
j (u)B2m−2j+1 +

m
∑

j=1

(

2m+ 1

2j − 1

)

(2j + 1)PInv
j−1(u)B2m−2j+2,

as required.

For the final two displays concerning the second-fold summations we apply Theo-

rems 2 and 3 to obtain

N
∑

n=1

P Inv
j−1(n(n+ 1)) = (N + 1)2j−1 − 1 = N2j−1P Inv

j−1

(

N + 1

N2

)

,

N
∑

n=1

QInv
j (n(n+1)) = (N +1)2j −1+2ΣN2j = (N +2)N2j−1QInv

j

(

N + 1

N2

)

+2ΣN2j ,

N
∑

n=1

(2n+1)PInv
j−1(n(n+1)) = (N+1)2j−1−1+2ΣN2j−1 = N2j−1P Inv

j−1

(

N + 1

N2

)

+2ΣN2j−1,

N
∑

n=1

(2n + 1)QInv
j (n(n+ 1)) = (N + 1)2j − 1 = (N + 2)N2j−1QInv

j

(

N + 1

N2

)

.

Summing over the first n integers for the first two displays of Theorem 5 and then

inserting the above four right hand side identities yields the required expressions.

To see the Corollary, instead of inserting the right hand expressions we use the

central integer power minus one expressions. to obtain 4mΣ2n2m−1 =

m
∑

j=1

(

2m

2j − 1

)

(

(n+ 1)2j−1 − 1
)

B2m−2j+1+

m
∑

j=1

(

2m

2j

)

(

(n + 1)2j − 1 + 2Σn2j
)

B2m−2j ,
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and

(4m+ 2)Σ2n2m =
m+1
∑

j=1

(

2m+ 1

2j − 1

)

(

(n+ 1)2j−1 − 1 + 2Σn2j−1
)

B2m−2j+2

+

m
∑

j=1

(

2m+ 1

2j

)

(

(n+ 1)2j − 1
)

B2m−2j+1.

Combining the odd and even power sums in each of the two expressions, applying the

identity
∑m

j=1

(m
j

)

Bm−j = 0 and rearranging then gives us

1

2m+ 1

m+1
∑

j=1

(

2m+ 1

2j − 1

)

(

Σ1n2j−1
)

B2m+2−2j = Σ2n2m − 1

2
Σ1n2m,

and
1

2m

m
∑

j=1

(

2m

2j

)

(

Σ1n2j
)

B2m−2j = Σ2n2m−1 − 1

2
Σ1n2m−1,

where Σ1nm is the standard Faulhaber sum. Repeatedly summing (r − 1) times over

the first n integers on both sides, we deduce the results of the Corollary.

Remark (To the Corollary). Let

Σrnm =

(

n+ r

r + 1

)

G(r)
m (n), with G(r)

m (n) =

m−1
∑

k=0

g
(r)
mkn

k,

as in (1.9), so that G
(r)
m (n) is a polynomial in n of degree m− 1.

Then substituting for G
(r)
m (n) into the displays of the Corollary, and cancelling the

binomial coefficients yields the expressions

(3.39)
1

2m+ 1

m+1
∑

j=1

(

2m+ 1

2j − 1

)

G
(r)
2j−1(n)B2m+2−2j =

n+ r + 1

r + 2
G

(r+1)
2m (n)− 1

2
G

(r)
2m(n),

(3.40)
1

2m

m
∑

j=1

(

2m

2j

)

G
(r)
2j (n)B2m−2j =

n+ r + 1

r + 2
G

(r+1)
2m−1(n)−

1

2
G

(r)
2m−1(n).

Equating coefficients of powers of n in (3.39) and rearranging then gives the Bernoulli

relations between the (r+ 1)-fold and the the r-fold sum polynomial coefficients such

that

2t
∑

k=0

(

2m+ 1

t

)

g
(r)
(2m+1−k) (2m−2t)Bk =

2m+ 1

r + 2

(

g
(r+1)
(2m) (2m−1−2t) + (r + 1)g

(r+1)
(2m) (2m−2t)

)

and

2t
∑

k=0

(

2m+ 1

t

)

g
(r)
(2m+1−k) (2m−1−2t)Bk =

2m+ 1

r + 2

(

g
(r+1)
(2m) (2m−2−2t) + (r + 1)g

(r+1)
(2m) (2m−1−2t)

)

.

Similar identities follow from (3.40), and using an analogous argument applied to the

“inner polynomials” p
(r)
m (x), q

(r)
m (x), u

(r)
m (x) and v

(r)
m (x), each of degree m, as defined

in Lemma 2.3, one can also deduce Bernoulli relations between the (r + 1)-fold and

the the r-fold sums in terms of these polynomial coefficients.
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4 Some Stirling Lemmas

In the usual notation let s(k, r) denote the Stirling numbers of the first kind, S(k, r)

the Stirling numbers of the second kind (see [11] 6.12), and let mk denote the falling

factorial

m(m− 1)(m− 2) . . . (m− k + 1),

so that mk = (−1)k+1m(1−m)k−1 in terms of the Pochhammer symbol (a)n.

The s(k, r) count the number of permutations of k elements with r disjoint cycles

and are related to mk by the identity

(4.1) mk =

k
∑

r=1

s(k, r)mr,

whereas the S(k, r) count the number of ways to partition a set of k objects into r

non-empty subsets.

Expressions for Σnm in terms of the Stirling numbers have been known for some

time, such as the one given below in Lemma 4.1. In this section we derive an expression

for Σnm in terms of the Stirling numbers, leading to a Bernoulli-Stirling relation,

before embarking on a Stirling number path which connects back to the Faulhaber

sum Σnm.

Lemma 4.1. We have

Σnm =

m
∑

k=1

S(m,k)
(n + 1)k+1

k + 1
.

Proof. This follows from manipulation of the sum

n
∑

m=1

(m)k+1 =
(k + n+ 1)!

(k + 2)(n − 1)!
,

the representation

jm =
m
∑

k=1

S(m,k)jk,

and then reordering the double summation

Σnm =
n
∑

j=1

m
∑

k=1

S(m,k)jk.

Lemma 4.2. Let the integers s1(m, j) = s(m, j + 1) + s(m, j). Then

(m+ 1)

m
∑

k=j

s(m,k)

k + 1
(−1)k−j

(

k + 1

k − j

)

Bk−j = s1(m, j).
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Proof. We have the inverse relation for the falling factorial,

jm = (−1)m+1j(1 − j)m−1 =

m
∑

k=1

s(m,k)jk,

and may rewrite Faulhaber’s formula with powers of n as

Σnm =
1

m+ 1

m+1
∑

k=1

(−1)m−k+1

(

m+ 1

m− k + 1

)

Bm−k+1n
k.

We then develop the double summation

n
∑

j=1

jm =

m
∑

k=1

s(m,k)

n
∑

j=1

jk

=
m+1
∑

ℓ=1

m
∑

k=ℓ−1

s(m,k)

k + 1
(−1)k−ℓ+1

(

k + 1

k − ℓ+ 1

)

Bk−ℓ+1n
ℓ.

The identification of the coefficients s1(r, j) is motivated by comparing with the related

generalised Stirling number triangle A094645 of the OEIS, which differ in signs. It is

then determined that s1(n, k) satisfies the recurrence for n ≥ k ≥ 0

s1(n, k) = s1(n− 1, k − 1)− (n− 1)s1(n− 1, k),

with s1(0, 0) = s1(1, 0) = 1, and s1(0, 1) = s1(n,−1) = 0, consistent with the gener-

ating function of columns hk(z) = (1 + z) lnk(1 + z)/k!.

Theorem 6. For integers m ≥ k ≥ 0, we have

(−1)m−k

m+ 1

(

m+ 1

m− k

)

Bm−k =

m
∑

ℓ=k

S(m, ℓ)

ℓ+ 1
[s(ℓ, k + 1) + s(ℓ, k)].

Proof. From Lemma 4.2 we obtain

n
∑

j=1

jm =
m
∑

ℓ=0

m
∑

k=ℓ

s(m,k)

k + 1
(−1)k−ℓ

(

k + 1

k − ℓ

)

Bk−ℓn
ℓ+1

=
1

m+ 1

m
∑

ℓ=0

s1(m, ℓ)nℓ+1.

Then for Faulhaber’s sum Σnm we obtain

Σnm =
m
∑

k=1

S(m,k)
n
∑

j=1

jk

=

m
∑

k=1

S(m,k)

k + 1

k
∑

ℓ=0

s1(k, ℓ)n
ℓ+1

=

m
∑

ℓ=0

m
∑

k=ℓ

S(m,k)

k + 1
s1(k, ℓ)n

ℓ+1,

and equating the coefficients of nk+1 in this expression with those of the standard

Bernoulli sum for Faulhaber’s formula, the identity follows.
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Returning now to the relation (4.1), replacing m with m+ i yields

(m+ i)k = (m+ i)(m+ i− 1)(m + i− 2) . . . (m+ i− k + 1)

=

k
∑

r=1

s(k, r)(m+ i)r =

k
∑

r=1

s(k, r)

r
∑

j=0

(

r

j

)

mjir−j,

and collecting terms we can write

(m+ i)k =

k
∑

r=0

mr
k−r
∑

t=0

(

r + t

r

)

s(k, r + t)it.

Considering the symmetric case (m+ k)2k

(4.2) = (m+ k)(m+ k − 1) . . . (m− k + 1) =

2k
∑

r=0

mr
2k−r
∑

t=0

(

r + t

r

)

s(2k, r + t)kt,

we now show that it is possible to express (4.2) as an integer coefficient polynomial

in (m(m+ 1)) of degree k.

Let c(k, r), be the coefficient of (m(m+ 1))r, so that

(4.3) (m+ k)2k =
k
∑

r=1

c(k, r)(m(m + 1))r =
k
∑

r=1

c(t, r)mr
r
∑

s=0

(

r

s

)

ms.

Then equating for powers of m in (4.3), we find that the respective coefficients of

m2k−2r and m2k−2r−1 are given by

(4.4)
r
∑

i=0

c(k, k − i)

(

k − i

k − 2r + i

)

,

and

(4.5)

r
∑

i=0

c(k, k − i)

(

k − i

k − 2r − 1 + i

)

,

In both cases, equating (4.4) and (4.5) with (4.2) yields the identity

(4.6)
r
∑

i=0

(

k − i

2r − 2i

)

c(k, k − i) =
2r
∑

i=0

(

2k − 2r + i

i

)

s(2k, 2k − 2r + i)ki,

which relates the c(k, r) numbers to the Stirling numbers of the first kind. It also

enables us to write

(4.7) c(k, r) = −
k
∑

i=r+1

(

i

2i− 2r

)

c(k, i) +
2k−2r
∑

i=0

(

2r + i

i

)

s(2k, 2r + i)ki,

where c(k, k) = 1. Hence c(k, r) ∈ Z for all 1 ≤ r ≤ k and (m+ k)2k can be expressed

as an integer coefficient polynomial in (m(m+1)) with coefficients in Z. The first few
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coefficients c(k, r) are given below.

k\r r = 0 r = 1 r = 2 r = 3 r = 4 r = 5 r = 6 r = 7

k = 0 1 0 0 0 0 0 0 0

k = 1 0 1 0 0 0 0 0 0

k = 2 0 −2 1 0 0 0 0 0

k = 3 0 12 −8 1 0 0 0 0

k = 4 0 −144 108 −20 1 0 0 0

k = 5 0 2880 −2304 508 −40 1 0 0

k = 6 0 −86400 72000 −17544 1708 −70 1 0

k = 7 0 3628800 −3110400 808848 −89280 4648 −112 1

Some special values are

c(k, k − 1) = −2

(

k + 1

3

)

, c(k, 1) = (−1)k+1k!(k − 1)!,

and

c(k, 2) = (−1)k(k − 1)! (k!− (k − 1)!) .

The integers c(k, r) are in fact the Legendre-Stirling numbers of the first kind, Ps
(r)
k ,

the main properties of which we state in the following lemmas.

Lemma 4.3. Let 〈m〉k denote the generalised falling factorial symbol defined such

that

〈m〉k =

k−1
∏

r=0

(m− r(r + 1)), (〈m〉0 = 1).

Then the Legendre-Stirling numbers of the first kind, Ps
(r)
k , satisfy the horizontal

generating function

(4.8) 〈m〉k =

k
∑

r=0

Ps
(r)
k mr.

Lemma 4.4. The Legendre-Stirling numbers of the first kind, Ps
(r)
k satisfy the fol-

lowing triangular recurrence relation

(4.9) Ps
(r)
k = Ps

(r−1)
k−1 − k(k − 1)Ps

(r)
k−1,

where Ps
(0)
k = Ps

(r)
0 = 0, except Ps

(0)
0 = 1.

Lemma 4.5. The Legendre-Stirling numbers of the first kind, Ps
(r)
k , satisfy the fol-

lowing identities

(4.10)

k
∑

r=0

(−1)k+rPs
(r)
k tk−r =

k−1
∏

r=0

(1 + r(r + 1)t) ,

and

(4.11)

k
∑

r=0

Ps
(r)
k tk−r =

k−1
∏

r=0

(1− r(r + 1)t) .
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Proof. For proofs of the above three lemmas and other properties relating to the

Legendre-Stirling numbers we refer the reader to [2].

Lemma 4.6. The coefficients c(k, r) of (m(m+1))r in the expansion of (m+k)2k given

in (4.3) are the Legendre-Stirling numbers of the first kind Ps
(r)
k . Hence c(k, r) = Ps

(r)
k

and we can replace Ps
(r)
k with c(k, r) in the above three lemmas.

Corollary. The Legendre-Stirling numbers of the first kind, Ps
(r)
k , satisfy the recur-

rence relation for c(k, r) given in (4.7).

Proof. To prove the equality of c(k, r) and Ps
(r)
k we need only show that

(m+ k)2k =

2k−1
∏

r=0

(m+ k − r) = 〈m(m+ 1)〉k =

k−1
∏

r=0

(m(m+ 1)− r(r + 1)).

Now (m+ k)2k

= (m+ k)(m+ k − 1) . . . (m+ 2)(m+ 1)m(m− 1) . . . (m− (k − 2))(m − (k − 1)),

= (m+ k)(m− (k − 1) . . . (m+ k − r)(m− (k − r − 1)) . . . (m+ 2)(m− 1)(m+ 1)m.

=

k−1
∏

r=0

(m(m+ 1)− r(r + 1)) = 〈m(m+ 1)〉k ,

and hence the result.

The Corollary then follows by replacing c(k, r) with Ps
(r)
k and c(k, i) with Ps

(i)
k in

(4.7).

Remark. Comparing the horizontal generating function for the Stirling numbers of

the first kind in (4.1), with that for the Legendre-Stirling numbers of the first kind

in (4.8), we see that both types of numbers satisfy a similar formula. This similarity

between the two types of numbers also extends to the triangular recurrence given

in (4.9), which is the counterpart to the classical triangular identity for the Stirling

numbers of the first kind

s
(r)
k = s

(r−1)
k−1 − (k − 1)s

(r)
k−1.

Further symmetries concern the existence of the Legendre-Stirling numbers of the

second kind PS
(r)
k , which obey similar relations to their classical cousins the Stirling

numbers of the second kind. The properties of these numbers are examined in the

paper by Andrews, Gawronski and Littlejohn [2]. We give the first few PS
(r)
k numbers

in the triangular array below, where we note that this is the inverse matrix of the

triangular array for Ps
(r)
k .

k\r r = 0 r = 1 r = 2 r = 3 r = 4 r = 5 r = 6 r = 7

k = 0 1 0 0 0 0 0 0 0

k = 1 0 1 0 0 0 0 0 0

k = 2 0 2 1 0 0 0 0 0

k = 3 0 4 8 1 0 0 0 0

k = 4 0 8 52 20 1 0 0 0

k = 5 0 16 320 292 40 1 0 0

k = 6 0 32 1936 3824 1092 70 1 0

k = 7 0 64 11648 47824 25664 3192 112 1
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It is also worth noting that there are combinatorial interpretations of the Legendre-

Stirling numbers of both kinds which are outlined in [1] and [7].

The identity (4.6) directly relates the Legendre-Stirling numbers of the first kind to

the Stirling numbers of the first kind. Not surprisingly this “meeting point” between

the two types of numbers is of interest and we summarise the main characteristics of

the sums involved in the following lemma.

Lemma 4.7. Let S(r)
k denote the sum in (4.6), so that in the orientation of (4.7) we

write

(4.12) S(r)
k =

k
∑

i=r

(

i

2i− 2r

)

Ps
(i)
k =

k
∑

i=0

(

i

2i− 2r

)

Ps
(i)
k .

Then the numbers S(r)
k are the integer sequence (OEIS A204579) and so satisfy the

triangular recurrence relation

(4.13) S(r)
k = −(k − 1)2S(r)

k−1 + S(r−1)
k−1 .

If in addition we define Sk and S+
k such that

Sk =

k
∑

r=0

S(r)
k , S+

k =

k
∑

r=0

|S(r)
k |,

then S0 = S1 = S+
0 = S+

1 = 1. Considering the ratio S+
k /S+

k−1 we have

S+
k /S+

k−1 = 1 +

k−1
∑

t=1

(2t− 1) = 1 + (k − 1)2,

from which we deduce that for k ≥ 1,

(4.14) S+
k =

k
∏

t=1

(1 + (t− 1)2) =

k−1
∏

t=0

(1 + t2), Sk =

k−1
∏

t=0

(1− t2),

so that for k ≥ 2, Sk = 0. It also follows that a generating function for the S(r)
k is

given by

(4.15)

k−1
∏

t=0

(x− t2) =

k
∑

r=1

S(r)
k xr.

Proof. The recurrence relation follows by substituting the expression for S(r)
k in (4.12)

into the identity (4.13) and rearranging to establish that the triangular array of inte-

gers is in fact the integer sequence OEIS A20459. This sequence is a signed version of

A008955, with rows in reverse order, where A008955 is the triangle of central factorial

numbers.

27



We give the first few S(r)
k in the table below.

k\r r = 0 r = 1 r = 2 r = 3 r = 4 r = 5 r = 6 r = 7

k = 0 1 0 0 0 0 0 0 0

k = 1 0 1 0 0 0 0 0 0

k = 2 0 −1 1 0 0 0 0 0

k = 3 0 4 −5 1 0 0 0 0

k = 4 0 −36 49 −14 1 0 0 0

k = 5 0 576 −820 273 −30 1 0 0

k = 6 0 −14400 21076 −7645 1023 −55 1 0

k = 7 0 518400 −773136 296296 −44473 3003 −91 1

From the recurrence in (4.13) it follows that S(k)
k = 1, and

S(k−1)
k = −(2k − 1)

3

(

k

2

)

, S(1)
k = (−1)k−1 ((k − 1)!)2 .

Another identity listed in the OEIS for the integer sequence A204579 is given by

S(r)
k =

2r
∑

i=0

(−1)k+is(k, i) s(k, 2r − i),

where as previously defined, s(k, r) are the Stirling numbers of the first kind. Given

the similarities between the S(r)
k and both the Stirling numbers of the first kind and

the Legendre-Stirling numbers of the first kind, we refer to the numbers S(r)
k as the

generalised Stirling numbers of the first kind.

It is demonstrated by Andrews et al. [2] that the inverse of the lower triangular

matrix whose entries are the Legendre-Stirling numbers of the second kind is the

lower triangular matrix whose entries are the Legendre-Stirling numbers of the first

kind (this inverse matrix relation also holds between the classical Stirling numbers of

both kinds). The theory underlying these inverse characterisations is outlined in the

paper by Milne and Bhatnagar [17].

Applying this theory to the previous triangular array, let T (r)
k denote the entries

of the inverse table for the S(r)
k , given below.

k\r r = 0 r = 1 r = 2 r = 3 r = 4 r = 5 r = 6 r = 7

k = 0 1 0 0 0 0 0 0 0

k = 1 0 1 0 0 0 0 0 0

k = 2 0 1 1 0 0 0 0 0

k = 3 0 1 5 1 0 0 0 0

k = 4 0 1 21 14 1 0 0 0

k = 5 0 1 85 147 30 1 0 0

k = 6 0 1 341 1408 627 55 1 0

k = 7 0 1 1365 13013 11440 2002 91 1

Then the T (r)
k satisfy the recurrence relation

(4.16) T (r)
k = r2T (r)

k−1 + T (r−1)
k−1 .
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and produce the integer sequence of central factorial numbers of the second kind,

listed as A036969 in the OEIS. These numbers are also referred to in the OEIS entry

as generalised Stirling numbers of the second kind.

Having traversed from the Stirling numbers through the Legendre-Stirling num-

bers to the generalised Stirling numbers, we have now come “full circle” in terms of

Faulhaber’s sum Σnm and the Bernoulli numbers Bk. With the established notation

for the generalised Stirling numbers of the second kind (or integer central factorial

numbers), it is shown by Knuth [13] that

Σn2m−1 =

m
∑

k=1

(2k − 1)!T (k)
m

(

n+ k

2k

)

,

and

Σn2m =
m
∑

k=1

(2k − 1)!T (k)
m

k (2n+ 1)

2k + 1

(

n+ k

2k

)

.

For example

Σn7 = 5040

(

n+ 4

8

)

+ 1680

(

n+ 3

6

)

+ 126

(

n+ 2

4

)

+

(

n+ 1

2

)

,

and so these two formula give integer coefficient expansions for the Faulhaber sums Σnm.

A related observation is that the generalised Stirling numbers of the second kind

T (r)
k , can be used to express the 2kth Bernoulli number B2k, such that

B2k =
1

2

k
∑

r=1

(−1)r+1 (r − 1)!r!

2r + 1
T (r)
k .

To conclude this section, we now give some more detail on the Legendre-Stirling

numbers of the second kind PS
(r)
k , defined by PS

(0)
k = PS

(r)
0 = 0, except PS

(0)
0 = 1,

and by

PS
(r)
k =

r
∑

i=1

(−1)i+k (2i+ 1)(i2 + i)k

(i+ r + 1)!(r − i)!
.

The properties of these numbers are examined in [2], wherein it was shown that

xn =

n
∑

r=0

PS(r)
n 〈x〉r,

so that {〈x〉r}∞r=0 forms a basis for the vector space of polynomials over some field,

under the usual operations of addition and scalar multiplication.

One possible point of interest is that a vertical exponential generating function for

the Legendre-Stirling numbers of the second kind is given by

φr(t) =

∞
∑

n=0

PS
(r)
n

n!
tn =

r
∑

j=0

(−1)r+j (2j + 1)ej(j+1)t

(r + j + 1)!(r − j)!

=
1

(2r)!

2r
∑

m=0

(−1)m
(

2r

m

)

e(r−m)(r+1−m)t,
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and it is evident that φr(0) = PS
(r)
0 = 0.

Within Remark 5.3 of [2] it is noted that φr(t) has the form

φr(t) =
1

(2r)!
(e2t − 1)rpr(e

2t),

wherein pr(x) is a certain polynomial of degree r(r− 1)/2. These polynomials are not

further described in [2]. However, we give an explicit expression for them.

The polynomials pr(x) have as powers only triangular numbers i(i + 1)/2, satisfy

pr(1) = 0 for all r > 0, (2r)!pr(−1) = −2r, and (2r)!pr(0) = (−1)r
(2r
r

)

/(r + 1), the

signed Catalan numbers. The first few of these polynomials are given in the following

list. Introducing the coefficients

j (2j)!pj(x)

0 1
1 x− 1
2 x3 − 3x+ 2
3 x6 − 5x3 + 9x− 5
4 x10 − 7x6 + 20x3 − 28x+ 14
5 x15 − 9x10 + 35x6 − 75x3 + 90x− 42
6 x21 − 11x15 + 54x10 − 154x6 + 275x3 − 297x+ 132

g(k, i) =
(k − 2i+ 1)

(k − i+ 1)

(

k

i

)

enables us to write

pr(x) = (−1)r
r
∑

i=0

g(2r, r − i)xi(i+1)/2.

5 Binomial Expansions and Interpolating Polynomials

In this final section, we use the previously developed theory to examine some bino-

mial decompositions and obtain interpolating polynomials for integer powers of real

numbers. In doing so we find, as with Faulhaber’s sums Σrnm that the even and odd

power interpolating polynomials have different “shapes”. Specifically the even power

interpolating polynomials have the form 1 plus a polynomial in x(x+ 1), whereas for

the odd power interpolating polynomials have the form 1 plus a polynomial in the

odd powers of x, commencing x−1, x1, x3, x5, . . ..

Lemma 5.1. With Ps
(r)
k the Legendre-Stirling numbers of the first kind and S(r)

k the

generalised Stirling numbers of the first kind, we can express the binomial coefficients
(

m+k
2k

)

and
(

m+k−1
2k−1

)

such that

(5.1)

(

m+ k

2k

)

=
〈m(m+ 1)〉k

(2k)!
=

(m+ k)2k

(2k)!
=

1

(2k)!

k
∑

r=0

Ps
(r)
k (m(m+ 1))r.

and

(5.2)

(

m+ k − 1

2k − 1

)

= m

k−1
∏

t=1

(m2 − t2) =
(m+ k − 1)2k−1

(2k − 1)!
=

1

(2k − 1)!

k
∑

r=1

S(r)
k m2r−1.
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For example, if k = 4, then

(

m− 4 + 8

8

)

=
〈m(m+ 1)〉4

8!
=

1

8!

4
∑

r=0

Ps
(r)
4 (m(m+ 1))r

(5.3) =
1

8!

(

(m(m+ 1))4 − 20(m(m+ 1))3 + 108(m(m + 1))2 − 144(m(m + 1))
)

.

Corollary. For m ≥ 1 a positive integer, we have

(5.4) P Inv
m (x) =

m
∑

k=0

2m+ 1

(2k + 1)!

(

k
∑

r=0

Ps
(r)
k (m(m+ 1))r

)

xm−k,

and

(5.5) QInv
m (x) =

m
∑

k=0

2m

(2k)!

(

k
∑

r=0

S(r)
k m2r−1

)

xm−k,

so that for m ≥ 0, we may write

(5.6)

a2m+1 =

m
∑

j=0

P Inv
m (j(j + 1)) = 1 +

m
∑

k=0

2m+ 1

(2k + 1)!

k
∑

r=0

Ps
(r)
k (m(m+ 1))r

a−1
∑

j=1

(j2 + j)m−k

(5.7) = 1 + (2m+ 1)

m
∑

r=0

(m(m+ 1))r
m
∑

k=r

Ps
(r)
k

(2k + 1)!

a−1
∑

j=1

(j2 + j)m−k,

and for m ≥ 1

(5.8) a2m = (−1)a−1 +

m
∑

k=0

2m

(2k)!

k
∑

r=0

S(r)
k m2r−1

a−1
∑

j=1

(−1)a+j−1(j2 + j)m−k

(5.9) = (−1)a−1 + (2m)

m
∑

r=0

m2r−1
m
∑

k=r

S(r)
k

(2k)!

a−1
∑

j=1

(−1)a+j−1(j2 + j)m−k.

Proof of Corollary. Reversing the order of summation for k in (3.29) gives

a2m+1 = 1 + (2m+ 1)

m
∑

k=0

1

2k + 1

(

m+ k

2k

) a−1
∑

j=1

(j2 + j)m−k,

and substituting for the binomial coefficient with (5.1), we obtain the identity (5.6).

Noting that an r value occurs for every k value with k ≥ r, the identity (5.7) then

follows. The expressions for a2m in terms of the expansion for
(m+k−1

2k−1

)

given in (5.8)

and (5.9) follow similarly.

Definition. Let V be the subset of polynomials of Q[x] of even degree, spanned by

{〈x(x+1)〉r}∞r=0, so that for q(x) ∈ V, we can express q(x) as a linear combination of

the (x(x+ 1))r with rational coefficients.

In a similar fashion define W to be the subset of polynomials of Q[x] of odd degree

over Q, such that for w(x) ∈ W, we can express w(x) as a linear combination of

the x2r−1, with r ≥ 0. Hence w(x) can contain an x−1 term as demonstrated in the

example for f
(6)
7 (x) ∈ W following the proof of Lemma 5.3.
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We now consider some properties of these polynomials.

Lemma 5.2. Let q(x) ∈ V be a polynomial of degree 2n, so that

q(x) =
n
∑

r=0

ar(x(x+ 1))r,

with ar ∈ Q, 0 ≤ r ≤ n. Then the coefficients of xt, 0 ≤ t ≤ 2n in q(x) are given by

(5.10)

min (n−r,r−1)
∑

t=0

ar+t

(

r + t

r − t− 1

)

,

when t = 2r − 1 is odd, and

(5.11)

min (n−r,r)
∑

t=0

ar+t

(

r + t

r − t

)

,

when t = 2r is even.

Corollary. The representation for each p(x) ∈ V is unique, so that the polynomial

sequence {(x(x + 1))r}∞r=0 forms a linearly independent basis for V, and if

(5.12) p(x) =
n
∑

r=0

ar(x(x+ 1))r, q(x) =
N
∑

r=0

br(x(x+ 1))r, p(x) = q(x) + λ,

for some λ ∈ Q, then we have n = N , a0 = b0 + λ, and ar = br for r ≥ 1.

Proof. The result follows by writing

n
∑

r=0

ar(x(x+ 1))r =

n
∑

r=0

arx
r

r
∑

j=0

xj
(

k

j

)

,

and collecting terms for fixed powers of x.

To see the Corollary we assume that ai 6= bi for some 0 ≤ i ≤ n, N , and an 6= 0,

bN 6= 0. The polynomial (x(x + 1))r contains terms involving xr, xr+1, . . . , x2r, and

so by considering the coefficients of the largest power of x, we deduce from (5.11)

with r = n, that n = N and an = bn. Considering (5.10) with r = n then yields

an−1 = bn−1. Similarly, continuing with r = n − 1 in (5.11) and then (5.10) gives us

an−2 = bn−2, and an−3 = bn−3 from which the proof follows by induction on k, and

we find that a0 = b0 + λ, as required.

Lemma 5.3 (Principal polynomial lemma). Let the coefficients ar ∈ Q[a] and br ∈
Q[b], be polynomials in a and b respectively, defined by

(5.13) ar =

m
∑

k=r





Ps
(r)
k

(2k + 1)!

a−1
∑

j=1

(j(j + 1))m−k



 ,

and

(5.14) br =

m
∑

k=r





S(r)
k

(2k)!

b−1
∑

j=1

(−1)j+b−1(j(j + 1))m−k



 ,
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Then for each natural number m and integer a we can write

(5.15) a2m+1 =

m
∑

r=0

αr(m(m+ 1))r , αr =

{

(2m+ 1)ar if 1 ≤ r ≤ n,

(2m+ 1)ar + 1 if r = 0,

and

(5.16) a2m =

m
∑

r=0

βrm
2r−1, βr =

{

(2m)br if 1 ≤ r ≤ n,

(2m)br + (−1)a−1 if r = 0.

Hence with each integer power ak we can uniquely associate a polynomial f
(k)
a (x),

defined by

f (k)
a (x) =

[ k
2
]

∑

r=0

αr(x(x+ 1))r,

when k is odd and by

f (k)
a (x) =

[k
2
]

∑

r=0

βrx
2r−1,

when k is even.

Proof. The polynomial representations follow immediately from equations (5.7) and (5.9).

For example, when k =∈ {5, 6}, we have the principle polynomials

f (5)
a (x) =

(−1 + a)

24
(x(x+ 1))2 +

(−1 + a)(3− 13a + 10a2)

36
(x(x+ 1))

+
(−1 + a)a(1 + a)(−2 + 3a2)

3
+ 1,

and f
(6)
a (x) =

6

(

1

144
(−1)a

(

(−1)a
(

3a2 − 2
)

+ 1
)

x3 +
(−1)a

(

(−1)a
(

360a4 − 750a2 + 199
)

− 191
)

x

1440

+
(−1)a

(

(−1)a
(

4a6 − 18a4 + 24a2 − 5
)

+ 5
)

8x
+

(−1)a ((−1)a + 1) x5

1440

)

+ (−1)a−1.

It follows that f
(5)
7 (x) ∈ V is given by

f
(5)
7 (x) = 5

(

1

20
x2(x+ 1)2 +

557

30
x(x+ 1) + 3248

)

+ 1,

and f
(6)
7 (x) ∈ W by

f
(6)
7 (x) = 6

(

x3 + 575x +
53568

x

)

+ 1.

We note that the two polynomials both exhibit the even and odd power “shapes”

described at the beginning of this section, and as expected they give f
(5)
7 (2) = 16807 =

75, and f
(6)
7 (3) = 117649 = 76.
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Remark. By construction the polynomial f
(k)
a (x) satisfies f

(k)
a ([k/2]) = ak, inde-

pendently of the value of a. Hence for a ∈ R and k ∈ N, we have that f
(k)
a (x) is an

interpolating polynomial with rational coefficients for the number ak, attaining the

value ak when x = [k/2], and we call f
(k)
a (x) the principal polynomial of ak. Whether

these polynomials have any practical use is not yet clear although this may depend

on whether geometric interpretations of interest can be established.

One possible area for investigating geometric connections is to examine how varying

the x term corresponds geometrically to dilating the (possibly truncated) simplices,

which the binomial coefficients are the lattice point enumerators of [3], [4].
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