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RELATIONS ON WORDS

MICHEL RIGO

Abstract. In the first part of this survey, we present classical notions arising in combi-
natorics on words: growth function of a language, complexity function of an infinite word,
pattern avoidance, periodicity and uniform recurrence. Our presentation tries to set up a
unified framework with respect to a given binary relation.

In the second part, we mainly focus on abelian equivalence, k-abelian equivalence,
combinatorial coefficients and associated relations, Parikh matrices and M -equivalence.
In particular, some new refinements of abelian equivalence are introduced.

1. Introduction

This paper follows and complements the talk I gave during the conference on Automatic
Sequences, Number Theory, and Aperiodic Order held in Delft in October 2015. The aim
is to survey various concepts arising in combinatorics on words and present them in a
unified and general framework. In Section 3, relatively to a given binary relation over
A∗, we define the growth function of a language, the complexity function of an infinite
word and the notions of avoidable patterns, periodicity and uniform recurrence. These
notions are usually first introduced for the restrictive case of equality of factors, e.g., the
complexity function counts the number of factors of length n occurring in a given infinite
word but we could count them up to rearrangement of the letters. In the second part
of the paper, we review classical binary relations on words where these concepts may be
applied. In Section 4, we consider abelian equivalence, then its extension to k-abelian
equivalence is presented in Section 5. We pursue in Section 6 with binomial coefficients
of words and various equivalence relations that can be associated with. In Section 7, we
present Parikh matrices and related relations. In the last section, we briefly present partial
words and their generalizations to similarity relations. The bibliography is not exhaustive
(it is limited to 100 entries) but we hope that it could provide relevant entry points to the
existing literature. We limit ourselves to the unidimensional case. Indeed, many of the
presented concepts have counterparts in a multidimensional setting.

2. Basics

We give some basic definitions about words. For general references, see [11, 66, 85]. Let
A be a finite alphabet, i.e., a finite set of elements called letters. A finite word w over A
is a finite sequence of elements in A. So it is a map w : {1, . . . , n} → A where n ∈ N is
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2 MICHEL RIGO

the length of the word w. In particular, the empty sequence is called the empty word and
is denoted by ε. Its length is 0. Note that the indexing of finite words begins at position
1. The set of finite words over A is denoted by A∗. Endowed with the concatenation of
words as product operation, A∗ is a monoid with ε as neutral element. We write |w| for
the length of the word w and |w|a for the number of occurrences of the letter a in w. We
directly have |w| = ∑

a∈A |w|a. Let n be an integer. We write An to denote the set of words
of length n over A. Let A,B be two finite alphabets. A map f : A∗ → B∗ is a morphism
(of monoids) if f(uv) = f(u)f(v) for all u, v ∈ A∗ and, in particular, we have f(ε) = ε.
A morphism f is non-erasing if f(u) 6= ε for all non-empty words u ∈ A∗. A morphism
is characterized by the images of the letters of its domain. If the images of the letters all
have length 1, the morphism is called a coding (i.e., a letter-to-letter morphism).

An infinite word over A is a map w : N → A. Note that the indexing of infinite words
begins at position 0 (which is quite convenient when dealing, for instance, with automatic
sequences). A factor u = u1 · · ·um of length m occurring in a finite word v = v1 · · · vn
of length n is a block of consecutive letters occurring in it, i.e., m ≤ n and there exists
r ≤ n−m such that uj = vr+j for j ∈ {1, . . . , m}. In that case, we say that u occurs in v
at position j. A factor of an infinite word w is a factor occurring in a finite prefix of w.
The set of factors (resp. the set of factors of length n) occurring in w is denoted by Facw
(resp. Facw(n) := Facw ∩An). We denote similarly the set of factors of a finite word.

A morphism f : A∗ → A∗ is prolongable on the letter a ∈ A if there exists a finite word u
such that f(a) = au and if limn→+∞ |fn(a)| = +∞. In that case, the sequence (fn(a))n≥0

converges to an infinite word denoted by fω(a) that is said to be a pure morphic word.
The image under a coding of a pure morphic word is said to be morphic. Let k ≥ 2 be an
integer. If the morphism f : A∗ → A∗ verifies |f(a)| = k for all a ∈ A, then every infinite
word of the form g(fω(a)), where g is a coding, is said to be k-automatic [5, 27].

3. General framework

Let ∼ be a reflexive and symmetric binary relation over A∗. In many cases discussed in
this survey, ∼ will be an equivalence relation (or even a congruence with respect to the
concatenation of words). A trivial but useful example is given by the equality relation,
each equivalence class is restricted to a singleton.

Example 1. Let k ≥ 1. Let u, v be two words. We write u ∼H,≤k v, if |u| = |v| and the
Hamming distance between u and v is at most k, i.e.,

dH(u, v) :=

|u|
∑

i=1

(1− δui,vi) ≤ k

where δa,b = 1, if a = b; and 0, otherwise. This relation is reflexive and symmetric but is not
an equivalence relation. We have abba ∼H,≤1 abaa, abaa ∼H,≤1 aaaa but abba 6∼H,≤1 aaaa.

A language over A is a subset of A∗ (we only consider languages of finite words). The
concatenation of words is naturally extended to the concatenation of languages: if L,M are
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languages, LM = {uv | u ∈ L, v ∈ M}. Hence, the set 2A
∗

of languages over A equipped
with concatenation is a monoid with {ε} as neutral element.

Definition 2 (growth function). Let ∼ be an equivalence relation over A∗ and L ⊂ A∗ be
a language. We may consider the quotient A∗/∼ and therefore the growth function of L
with respect to ∼ is defined as

g∼,L : N → N, n 7→ #
(
(L ∩An)/∼

)
.

If ∼ is the equality relation, g=,L simply counts the number of words of length n occurring
in L. If L = A∗, then g∼,A∗(n) counts the number of equivalence classes of ∼ partitioning
An.

Question 3. Given an equivalence relation ∼ over A∗. One can be interested in questions
such as the following ones.

Q.1.1 Compute or estimate the growth rate of g∼,A∗(n).
Q.1.2 Given a specific language L, compute or estimate the growth order of g∼,L(n).

Trivial bounds, for all n ≥ 0, are given by

1 ≤ g∼,A∗(n) ≤ #(L ∩An) ≤ (#A)n.

Q.1.3 For a class F of languages (e.g., the set of regular languages, the set of algebraic
languages, the set of factors occurring in Sturmian words, etc.), does g∼,L have
special properties for all L ∈ F? Can it provide a characterization of F?

Example 4. If L is a regular language (i.e., accepted by a finite automaton), then
(g=,L(n))n≥0 satisfies a linear recurrence equation with integer coefficients. This is a well-
known consequence of Cayley–Hamilton theorem applied to the adjacency matrix of an
automaton whose nth power counts walks of length n between every pair of states.

As a special case of the previous definition, we can consider the language of an infinite
word, i.e., the set of factors occurring in it.

Definition 5 (complexity function). Let ∼ be an equivalence relation over A∗. Since the
quotient A∗/∼ is well-defined, we thus define the complexity function of an infinite word
w with respect to ∼ as

p∼,w : N → N, n 7→ #
(
Facw(n)/∼

)
.

If ∼ is the equality relation, then p=,w is the usual factor complexity counting the num-
ber of factors of length n occurring in w [39]. The latter measure also leads to defining
the topological entropy of w. For a comprehensive presentation, see Cassaigne and Nico-
las’ chapter [11, Chap. 4]. For instance, p=,w is in O(n) for every automatic sequence w

[27, 5]. For a pure morphic word w, a theorem of Pansiot [74, 75] shows that the growth
order of p=,w can only take five forms 1, n, n log logn, n log n, n2. See the survey [3].

Question 6. Given an equivalence relation ∼ over A∗. One can be interested in questions
such as the following ones.

Q.2.1 Given a specific infinite word w, compute or estimate the growth order of p∼,w(n).
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Q.2.2 For a class F of words (e.g., the set of Sturmian words [67], the set of Arnoux–
Rauzy words [6], the set of (pure) morphic words, automatic words, etc.), does p∼,w
have special properties for all w ∈ F? Can it provide a characterization of F?

Q.2.3 A special case of the previous question is to study the set of words w such as
(p∼,w(n))n≥0 is bounded. Is there a Morse–Hedlund type result relating bounded-
ness of the sequence (p∼,w(n))n≥0 to the (ultimate) periodicity of the word w (see
Theorem 7 and Definition 16 for generalizations of the concept of periodicity).

Q.2.4 Does (p∼,w(n))n≥0 have a geometrical or a dynamical interpretation if w is derived
from a dynamical system such as a coding of rotation? One can also be interested in
arithmetical or algebraic interpretations when w is the expansion of a real number
in a specific numeration system.

Theorem 7 (Morse–Hedlund [72]). An infinite word w is ultimately periodic, i.e., w =
uvvv · · · for some finite words u, v, if and only if the sequence (p=,w(n))n≥0 is bounded (by
a constant). Otherwise stated, either w is ultimately periodic, or p=,w is increasing.

For a proof, for instance, see [11, Section 4.3] or [5, Thm. 10.2.6].

Example 8. Sturmian words have been extensively studied [67, 9] and several characteri-
zations do exist. They can be defined as codings of particular rotations on the normalized
interval [0, 1) with irrational angle α < 1 when the interval [0, 1) is split into [0, 1−α) and
[1−α, 1). An infinite word w is Sturmian if and only if p=,w(n) = n+1 for all n ≥ 0. For
rotation words obtained with another partition of the interval [0, 1), see [10, 33]. For the
abelian equivalence ∼ab discussed in the next section, Coven and Hedlund proved that an
aperiodic word w is Sturmian if and only if p∼ab,w(n) = 2 for all n ≥ 1 [29].

Remark 9. If the equivalence relation ∼ is a congruence over A∗, i.e., for all u1, u2, v1, v2,
if ui ∼ vi for i = 1, 2, then u1u2 ∼ v1v2, then the complexity function with respect to ∼
satisfies

p∼,w(m+ n) ≤ p∼,w(m).p∼,w(n).

Indeed, every factor of length m + n is the concatenation of a factor of length m with a
factor of length n but the converse does not necessarily holds. The concatenation of two
factors is not always a factor occurring in w.

Since the works of Thue, the study of repetitions and unavoidable patterns is one of
the cornerstones in combinatorics on words [9, 95, 96]. An infinite word w ∈ AN avoids
a set S ⊆ A∗, if Facw ∩S = ∅. If such a word w exists, we say that S is avoidable over
A. A set S ⊆ A∗ is unavoidable over A whenever, for all w ∈ AN, Facw ∩S 6= ∅. We now
introduce the notion of ∼-unavoidable pattern. For a survey on repetitions and avoidance,
see Rampersad and Shallit’s chapter [12, Chap. 4].

Definition 10 (avoidance). Let B be a finite alphabet. Any finite word over B will be
called a pattern. Let∼ be an equivalence relation over A∗. We now define a language-valued
morphism that we will call a substitution1. Let h : B → 2A

∗

be a map satisfying

1We here use the term ‘substitution’ to avoid any confusion with the term ‘morphism’. In the literature,
the word substitution is sometimes interchanged with morphism or non-erasing prolongable morphism.
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(1) for all b ∈ B, h(b) is a non-empty set and ε 6∈ h(b);
(2) for all b ∈ B, if u, v ∈ h(b), then u ∼ v;

Note that the image of every letter b ∈ B is a subset of an equivalence class for ∼.
The map h is then extended to a morphism from B∗ to 2A

∗

by setting h(ε) = {ε} and
h(PQ) = h(P )h(Q) for all P,Q ∈ B∗. We say that the morphism h is a ∼-substitution.

Let P ∈ B∗ be non-empty. The pattern P is ∼-unavoidable over A if the language

L∼(P ) :=
⋃

h:B∗→2A
∗

h is a ∼−substitution

h(P ) ⊂ A∗

is unavoidable over A. Otherwise, P is ∼-avoidable over A. If ∼ is the equality relation,
we get back to the classical notion of avoidance. Every =-substitution is a non-erasing
morphism and conversely. Note that it is enough to consider in the union defining L∼(P ),
the substitutions mapping letters of B to equivalence classes of ∼. The set L∼(P ) is called
the pattern language associated with P and ∼.

Definition 11. Let ∼ be an equivalence relation over A∗. A ∼-square (resp. a ∼-cube) is
a word in L∼(XX) (resp. in L∼(XXX)), X ∈ B. In general, a ∼-nth-power is a word in
L∼(X

n), X ∈ B, n ∈ N.

Question 12. Let ∼ be an equivalence relation over A∗.

Q.3.1 Given a pattern and an alphabet A of size k, is this pattern ∼-avoidable over A? In
particular, are ∼-squares or ∼-cubes avoidable? As an example, the Thue–Morse
word avoids =-cubes or even overlaps corresponding to the pattern XYXYX . For
a proof, for instance, see [66].

Q.3.2 Given a pattern that is ∼-avoidable, what is the minimal size of the alphabet such
that it can be avoided?

Q.3.3 Given a pattern P , an alphabet A of size k and an integer ℓ, does there exist an
infinite word w over A

#
(
Facw ∩L∼(P )

)
≤ ℓ.

Note that this is Q.3.1 when ℓ = 0.
Q.3.4 A reformulation of the previous question is to ask whether it exists an infinite

word w such that

Facw ∩L∼(P ) ⊆ A≤ℓ.

Otherwise stated, we only allow short occurrences of the pattern P .
Q.3.5 Let P be a pattern over B. A finite word u ∈ A∗ is ∼-P -free, if

Facu ∩L∼(P ) = ∅.
A morphism f : A∗ → A∗ is ∼-P -free if, for all ∼-P -free words u, f(u) also is
∼-P -free. Given a pattern P and an alphabet A, does there exist a non-trivial
prolongable ∼-P -free morphism? If such a morphism exists, then P is ∼-avoidable
over the alphabet A [19]. As an example, the Thue–Morse morphism a 7→ ab,
b 7→ ba is overlap-free [66].
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Q.3.6 One can also be interested in enumeration questions such as counting the number of
∼-P -free finite words of length n. We give a few references where some interesting
growth rates are exhibited [23, 64, 60, 31].

Remark 13. In Remark 40, a variant of ∼-nth-power is defined in the context of ℓ-abelian
equivalence. This definition could be extended to the general context presented here. Let
∼ be a binary relation over A∗. A word u is a strongly ∼-nth power if there exists a
‘classical’ nth power such that u ∼ vn.

There is also a notion of approximated squares introduced in [73]. As an example, a
word of the form uv with u ∼H,≤k v can be considered as an approximated square, with
the relation defined in Example 1.

Example 14. Related to questions Q.3.3 and Q.3.4, Fraenkel and Simpson have built an
infinite word over a 2-letter alphabet with only 3 squares: 00, 11 and 0101 [42]. (It is easy
to see that over a 2-letter alphabet, any word of length at least 4 contains a square.)

Remark 15. The reader may also think about pattern matching. This topic will be
considered, for two special cases (ℓ-abelian equivalence and k-binomial equivalence), in
Remarks 41 and 54.

The following definition is inspired by the definition given in [45] for similarity relations
(see Section 8) and relational periods (in that case, the parameter ℓ is always equal to 1).
For a survey, see [12, Chap. 6]. We will consider factorizations of an infinite word with
words of a fixed length ℓ but one could relax this assumption. We are looking for a ‘period’
made of p words of length ℓ.

Definition 16 (periodicity). Let ∼ be a reflexive and symmetric binary relation over A∗.
Let w be an infinite word over A. Let p, ℓ ≥ 1 be integers.

(1) The word w has (p, ℓ) as global ∼-period if there exists a sequence (ui)i≥0 of words
of length ℓ such that w = u0u1u2 · · · and, for all i, j ∈ N,

i ≡ j (mod p) ⇒ ui ∼ uj.

(2) The word w has (p, ℓ) as external ∼-period if there exist p words v0, . . . , vp−1 and
a sequence (ui)i≥0 of words of length ℓ such that w = u0u1u2 · · · and, for all n ∈ N

and all r ∈ {0, . . . , p− 1}, unp+r ∼ vr.
(3) The word w has (p, ℓ) as local ∼-period if there exists a sequence (ui)i≥0 of words

of length ℓ such that w = u0u1u2 · · · and, for all i ≥ 0, ui ∼ ui+p.

If such a pair (p, ℓ) exists, we say that w is globally (resp. externally, locally) ∼-periodic
and (p, ℓ) is a global (resp. external, local) ∼-period.

Example 17. Let u ∼H,≤1 v be the relation defined in Example 1. Consider the generalized
Thue–Morse word (OEIS A004128)2 over {0, 1, 2}

012120201120201012201012120120012201 · · ·
2Let m ≥ 2 and k ≥ 2 be integers. The infinite word tk,m := (sk(n) mod m)n≥0 over the alphabet

{0, . . . ,m− 1}, where sk(n) is the sum-of-digits of the base-k expansion of n, is overlap-free if and only if
k ≤ m. It is also known that tk,m contains arbitrarily long squares [4].
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and apply the morphism 0 7→ aaaa, 1 7→ abaa and 2 7→ abba to get the word

w = aaaaabaaabbaabaaabbaaaaaabbaaaaaabaaabaaabbaaaaaabbaaaaaabaa · · ·
It has external period (1, 4), for all n ≥ 0, w4nw4n+1w4n+2w4n+3 ∼H,≤1 abaa.

Remark 18. In the previous definition, if ∼ is also transitive, i.e., ∼ is an equivalence
relation, then the three notions of global, external and local ∼-periods coincide. In that
case, we simply say that a word is ∼-periodic or ultimately ∼-periodic if it has a ∼-periodic
suffix.

Lemma 19. Let ∼ be a congruence over A∗. If w has the pair (p, ℓ) as ∼-period, then w

has (1, pℓ) as ∼-period

Proof. The exists a sequence (ui)i≥0 of words of length ℓ such that w = u0u1u2 · · ·
and, for all n ∈ N and r ∈ {0, . . . , p − 1}, unp+r ∼ ur. Since ∼ is a congruence,
for all n ∈ N, unpunp+1 · · ·unp+p−1 ∼ u0 · · ·up−1. Thus we can consider the sequence
(unpunp+1 · · ·unp+p−1)n≥0 of words of length pℓ showing that w is (1, pℓ)-periodic. �

Question 20. Given a (pure) morphic w (or a word given with a finite description) and
a relation ∼, is it decidable whether or not w is of the form ux where u is a finite word
and x is globally (resp. externally, locally) ∼-periodic? See, for instance, [48, 76, 37, 47].

Remark 21. Other periodicity-related topics such as variants of Fine–Wilf theorem [8,
16, 57, 18, 17, 46, 28] or codes and defect effect [45, 61] may be considered.

We introduce the last concept of this part of the paper. A subset X = {x0 < x1 <
x2 < · · · } ⊆ N is syndetic (or, with bounded gaps) if there exists a constant C such that
xi+1 − xi < C for all i ≥ 0. In the last part of this section, we assume that if u ∼ v, then
|u| = |v|.
Definition 22 (uniform recurrence). Let ∼ be a reflexive and symmetric binary relation
over A∗. For every u ∈ Facw, consider the set of positions where occurs a factor in relation
with u

Occ∼,u(w) := {i ≥ 0 | vi · · · vi+|u|−1 ∼ u}
If for all u ∈ Facw, the set Occ∼,u(w) is infinite (resp. infinite and syndetic), then we say
that w is ∼-recurrent (resp. ∼-uniformly recurrent).

Definition 23. If w is ∼-uniformly recurrent, then we can factorize the word w using the
set of positions Occ∼,u(w) = {i1 < i2 < · · · }:

w = (w0 · · ·wi1−1)(wi1 · · ·wi2−1)(wi2 · · ·wi3−1) · · ·
Observe that uniform recurrence implies that the set of words {wij · · ·wij+1−1 | j ≥ 1} is
finite. These words are called the ∼-return words to u. Each such word shares a common
prefix with a word in relation with u for ∼. If it is longer than u then it has u′ as a prefix
for some u′ ∼ u. This notion is similar to the first return map in dynamical systems theory.
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Example 24. Consider the Thue–Morse word (OEIS A010060) and the abelian equivalence
∼ab defined in the next section. With the prefix 01101, we have marked all the occurrences
of a factor of length 5 having precisely 3 ones, i.e., that is a rearrangement (or anagram)
of this prefix:

| 0
︸︷︷︸

1

| 110
︸︷︷︸

2

| 100
︸︷︷︸

3

|110|0| 1
︸︷︷︸

4

|0| 11010
︸ ︷︷ ︸

5

|0| 10
︸︷︷︸

6

|1|10|0|110|100|110|0|10|1|10|0|1101001 · · ·

One can prove that the only factors that occur are {0, 1, 10, 100, 110, 11010} mapping this
set onto {1, . . . , 6} (where the usual convention is that the index is given by the order
of first appearance of the factor within the factorized word), we can code the previous
factorization by

123214151646123216461 · · ·
Such a sequence is called a derived sequence and is denoted by D∼ab,01101(w)

This concept of derived sequence (or descendant) was introduced independently by Du-
rand and Holton and Zamboni [49]. A morphism f : A∗ → A∗ is primitive if the matrix
M = (|f(a)|b)a,b∈A ∈ N

A×A is primitive, i.e., there exists n such that Mn > 0.

Theorem 25. [36] An infinite uniformly recurrent word w is of the form g(fω(a)) where
g : A∗ → B∗ is a coding and f : A∗ → A∗ is a primitive morphism prolongable on a if and
only if the set {D=,p(w) | p is a prefix of w} is finite.

Proposition 26. [36, Prop. 5.1] Let f be a primitive morphism prolongable on the letter
a. For every prefix p 6= ε of fω(a), the sequence D=,p(f

ω(a)) is also the fixed point of a
primitive morphism.

4. Abelian framework

Erdős raised the question whether abelian squares can be avoided by an infinite word
over an alphabet of size 4. We refer to the paper [40] that can easily be accessed3, the last
problem of the list of 28 problems is the following: “Let N(k) be the least number N with
the property that each sequence {sn}Nn=1 of numbers taken from the set {1, . . . , k} contains
two adjacent blocks such that each is a rearrangement of the other. My earliest conjecture,
that N(k) = 2k−1, has been disproved by Bruijn and myself. It is not even known whether
N(4) < ∞.” (Exhausting all the possible cases, it is an easy exercise to prove that any
long enough finite word over an alphabet of size 3 contains an abelian square.)

Definition 27. Let A = {1 < · · · < k} be a finite alphabet that is assumed to be ordered.
We consider the abelianization map (also called Parikh map, see Theorem 35) denoted by
Ψ : A∗ → N

k. It is a morphism of monoids where Ψ(u) = (|u|1, . . . , |u|k)T for all u ∈ A∗.
Indeed, Ψ(uv) = Ψ(u)+Ψ(v) for all u, v ∈ A∗. In particular, if Ψ is extended to languages,
Ψ−1(Ψ(L)) is the commutative closure of the language L.

3It is common to refer to another Erdős’paper: Some unsolved problems, Magyar Tud. Akad. Mat.

Kutató Int. Közl. 6 (1961), 221–254.
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Definition 28. The notion of abelian square introducing this section is a special case of
Definition 11 when considering the abelian equivalence ∼ab over A∗ defined by

u ∼ab v ⇔ Ψ(u) = Ψ(v).

Otherwise stated, u is obtained by applying a permutation to the letters of v. The relation
∼ab is clearly a congruence.

About Definition 5, one introduces the notion of abelian complexity p∼ab,w where factors
occurring in w are counted up to abelian equivalence. In contrast with the usual factor
complexity function p=,w which is non-decreasing, this property no longer holds for p∼ab,w:
it is possible that p∼ab,w(n) > p∼ab,w(n + 1) for some n. For instance, for the Tribonacci
word t (OEIS A000073) p∼ab,t(7) = 4 but p∼ab,t(8) = 3. A few references are [83, 84, 15,
97, 98] and [68] where the abelian complexity of the paper-folding word is shown to be 2-
regular (in the sense of Allouche and Shallit), see, for instance, [7]. In particular, bounded
abelian complexity is related to balance properties and existence of frequencies [2].

Theorem 29. [84] An infinite word has a bounded abelian complexity if and only if it is
C-balanced for some C > 0, i.e., for all u, v ∈ Facw(n), n ≥ 1, we have | |u|a − |v|a | ≤ C
for every letter a in the alphabet.

Properties 30. Keränen has built a pure morphic word over a 4-letter alphabet that avoids
abelian squares [62, 20]. Dekking has obtained an infinite word over a 3-letter alphabet that
avoids abelian cubes, and an infinite word over a 2-letter alphabet that avoids abelian 4-
powers [32]. (Note that in all these results, the size of the alphabet is optimal.)

About abelian power-free morphisms, see [21, 30]. See also [25].

Properties 31. Every infinite word over a 2-letter alphabet contains arbitrarily long abelian
squares and there exists an infinite word that avoids squares of the form uu′ with u ∼ab u

′

and |u| ≥ 3 [41].

About enumeration results like counting the number of finite words of length n avoiding
abelian cubes, see [1, 22].

On the characterization of classes of words with respect to abelian equivalence and in
particular, Sturmian words. Let us mention the following results. Extending a result of
Vuillon in [100] to ∼ab. (recall Definition 23 of return words.)

Theorem 32. [79] A recurrent infinite word is Sturmian if and only if each of its factors
has two or three ∼ab-return words.

Properties 33. [87]

(1) Let w be a recurrent word. The set ∼ab-return words is finite if and only if w is
periodic.

(2) Let w be a Sturmian word (we assume that the notion of intercept is understood).
The set of ∼ab-return words to the prefixes is finite if and only if w has a non-zero
intercept.
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The latter result can be extended to rotation words [80].

Remark 34. Closely related to abelian equivalence, one can also consider an additive
relation where two words u, v (one can add the extra assumption that |u| = |v|) over a
finite alphabet of integers are additively equivalent, if

∑
ui =

∑
vi. For instance, 134233 is

an additive square. The paper [24] shows the existence of an infinite word over {0, 1, 3, 4}
avoiding additive cubes (OEIS A191818). Also see [81] where subsets of N of size 3 are
considered.

5. k-abelian equivalence

We now present a first generalization of the concept of abelian equivalence stemming
from a classical result in formal language theory: Parikh’s theorem. See any standard
textbook on formal language theory, e.g. [94], in particular for the definition of a context-
free language. A set M ⊆ N

d is said to be linear, if there exist x ∈ N
d and a finite set

(possibly empty) V = {v1, . . . , vk} ⊂ N
d such that

M =

{

x+
k∑

i=1

λi vi | λ1, . . . , λk ∈ N

}

.

A finite union of linear sets is a semi-linear set.

Theorem 35 (Parikh’s theorem [78]). If L is a context-free language over a k-letter al-
phabet, then Ψ(L) is a semi-linear set of Nk.

Let ℓ ≥ 1. Trying to strengthen Parikh’s theorem, instead of counting occurrences of
letters, we could count occurrences of factors of length at most ℓ [56]. In that setting,
assuming that A = {1 < · · · < k} is ordered, we get extra information on the structure of
the word given by an extended abelianization map, also called generalized Parikh mapping,

Ψℓ : A
∗ → N

k+k2+···+kℓ

where, for all u ∈ A∗,

(1) Ψℓ(u) = (|u|1, . . . , |u|k, |u|11, . . . , |u|kk, . . . , |u|1ℓ, . . . , |u|kℓ)
and |u|v denotes the number of occurrences of the factor v in u. Note that the size of
Ψℓ(u) grows exponentially with ℓ: it is a vector of size k(kℓ − 1)/(k − 1). As an example,
|0110100|10 = 2 and |01110|11 = 2 (overlaps are allowed). The following relation was
introduced in [58].

Definition 36. Let ℓ ≥ 1 be an integer. Two finite words u and v are ℓ-abelian equivalent,
if Ψℓ(u) = Ψℓ(v). We write u ∼ℓ−ab v. Otherwise stated, if, for all words x ∈ A≤ℓ,
|u|x = |v|x. Clearly, for ℓ = 1 we are back to the usual abelian equivalence.

Note that, for all n ≤ |u|,
|u| =

∑

x∈An

|u|x + n− 1

and Ψℓ(A
∗) is a strict subset of Nk(kℓ−1)/(k−1).
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Example 37. The words u = 010110 and v = 011010 are 3-abelian equivalent. We have
|u|0 = 3 = |v|0, |u|1 = 3 = |v|1, |u|00 = 0 = |v|00, |u|01 = 2 = |v|01, |u|10 = 2 = |v|10,
|u|11 = 1 = |v|11. Finally, |u|010 = 1 = |v|010, |u|101 = 1 = |v|101, |u|011 = 1 = |v|011
|u|110 = 1 = |v|110. But the two words u and v are not 4-abelian equivalent: the factor
1010 occurs in v but not in u. The relation ∼(ℓ+1)−ab is a refinement of ∼ℓ−ab (see the
lattice in Figure 1).

Remark 38. In terms of rational series (we refer the reader to [7] for definitions), since
the characteristic series of A∗ denoted by A∗ is rational, we deduce that the formal series
in N〈〈A〉〉

A∗uA∗ =
∑

w∈A∗

|w|uw

is rational.

It is not difficult to see that two words u and v of length at least ℓ − 1 are ℓ-abelian
equivalent if and only if they share respectively the same prefix and the same suffix of
length ℓ− 1 and if |u|x = |v|x for all words x of length ℓ. This property implies that ∼ℓ−ab

is again a congruence. In [58], the growth of g∼ℓ−ab
is estimated. Ultimately periodic words

and Sturmian words can be characterized by the ℓ-abelian complexity function.

Theorem 39. [58] Let ℓ ≥ 1. An infinite aperiodic word is Sturmian if and only if

p∼ℓ−ab,w(n) =

{
n+ 1, if n < 2ℓ;
2ℓ, if n ≥ 2ℓ.

About the fluctuations of p∼ℓ−ab,w, see the papers [26, 59]. The 2-abelian complexity of
the Thue-Morse word is shown to be 2-regular in [77] and, independently, in [44].

Many results on avoidance are available. In [81], Rao provides morphic words avoiding
ℓ-abelian powers: an infinite word over a 2-letter alphabet avoiding 2-abelian cubes and
an infinite word over a 3-letter alphabet avoiding 3-abelian squares. The paper also deals
with bounds on enumeration results in that context of avoidance. About other avoidance
results, also see [50, 52, 53]

Remark 40. A variant of the notion of repetition is considered in [51], a word is a strongly
ℓ-abelian nth power, if it is ℓ-abelian equivalent to a ‘classical’ nth power. As an example,
the word aabb is not an abelian square because aa 6∼ab bb but it is a strongly abelian square
because aabb ∼ab (ab)(ab).

Remark 41. [ℓ-abelian pattern matching] Pattern matching has many applications, here
we concentrate on ‘approximate’ pattern matching problems (that can be considered with
respect to a given equivalence relation). In [38], making use of suffix arrays, the following
problems are positively answered.

• Given ℓ ≥ 1 and two words u, v of length n, decide, in polynomial time with respect
to n and ℓ, whether or not u ∼ℓ−ab v.

• Given ℓ ≥ 1 and two words w, x, find, in polynomial time, all occurrences of factors
of w which are ℓ-abelian equivalent to x.
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• Given two u, v of length n, find the largest ℓ such that u ∼ℓ−ab v.

6. Binomial coefficients

The notion of a binomial coefficient of words is classical in combinatorics on words. See,
for instance, Sakarovitch and Simon’s chapter in [66]. Let w, x ∈ A∗. The integer denoted
by

(
w

x

)

counts the number of times x appears as a (scattered) subword4 of w, i.e., x occurs
as a subsequence of w. Otherwise stated, we count the number of increasing maps
ϕ : {1, . . . , |x|} → {1, . . . , |w|} such that

ϕ(1) < · · · < ϕ(|x|) and wϕ(1) · · ·wϕ(|x|) = x.

As an example, we have
(
aabbab
ab

)
= 7. It generalizes the usual binomial coefficients of

integers because, over a 1-letter alphabet,
(
am

an

)

=

(
m

n

)

, m, n ∈ N.

These coefficients can easily be computed from the relations
(
w

ε

)

= 1,

(
w

x

)

= 0, if |w| < |x|

and

∀u, v ∈ A∗, a, b ∈ A,

(
ua

vb

)

=

(
u

vb

)

+ δa,b

(
u

v

)

.

Remark 42. We have an observation similar to Remark 38. Let u = u1 · · ·un. In terms
of rational series (we again refer to [7]), since the characteristic series of A∗ is rational, we
deduce that the formal series in N〈〈A〉〉

A∗u1A
∗u2A

∗ · · ·A∗unA
∗ =

∑

w∈A∗

(
w

u

)

w

is rational.

It is not difficult to prove the following result.

Proposition 43. Let s, t, w be three words of A∗. Then we have
(
sw

t

)

=
∑

uv=t

(
s

u

)(
w

v

)

.

Let us mention the so-called Cauchy inequality. Several proofs of this result exist, see
[88].

4This is the reason why we make a distinction between factors made of consecutive letters and subwords.
Be aware that in the literature these two terms are sometimes used with the same meaning.
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Theorem 44. For all words w, x, y, z ∈ A∗, we have
(
w

y

)(
w

xyz

)

≤
(
w

xy

)(
w

yz

)

.

A general question is to ‘reconstruct’ a word from some of its binomial coefficients:
What numbers

(
w
u

)
suffice to determine the word w uniquely? See, for instance, [89].

Schützenberger and Simon proved that two words of length n with the same subwords of
length up to ⌊n/2⌋ + 1 are identical. In [65], it is shown that any word of length n is
uniquely determined by all its subwords of length k, if k ≥ ⌊16√n/7⌋ + 5. The authors
relate this problem to well-known vertex reconstruction problems in graph theory and trace
the origin of the problem back to [54]. For algorithmic considerations, see, for instance,
[34].

Similarly to ℓ-abelian equivalence, these binomial coefficients allows us to define an
independent refinement of abelian equivalence.

Definition 45. Let k ≥ 1. Two words u, v are k-binomially equivalent, and we write
u ∼k−bin v, if and only if

(
u

x

)

=

(
v

x

)

∀x ∈ A≤k.

In particular, since
(
w
a

)
= |w|a, for a ∈ A, if k = 1, then we have the usual equivalence

relation ∼ab. The fact that ∼k−bin is a congruence is a consequence of Proposition 43.
Similarly to (1), assuming that A = {1 < · · · < k} is ordered, one could introduce the map

Ψ′
k(u) :=

((
u

1

)

, . . . ,

(
u

k

)

,

(
u

11

)

, . . . ,

(
u

kk

)

, . . . ,

(
u

1ℓ

)

, . . . ,

(
u

kℓ

))

and u, v are k-binomially equivalent if and only if Ψ′
k(u) = Ψ′

k(v). In [91], the 2-binomial
equivalence was called binary equivalence.

As observed in [35], if |u| ≥ k ≥ |x| , then
(|u| − |x|
k − |x|

)(
u

x

)

=
∑

t∈Ak

(
u

t

)(
t

x

)

.

Indeed, on the right hand side, a fixed occurrence of the subword x in u is counted as many
times as it appears in any bigger subword. Thus, if the positions of the letters of x are
fixed, we can build a bigger subword made of k symbols and containing that particular
occurrence of x by selecting k − |x| positions amongst the |u| − |x| remaining ones in u.
Consequently, we deduce the following result.

Lemma 46. If u, v are words of length at least k, then u ∼k−bin v, if and only if
(
u
t

)
=

(
v
t

)

for all words t of length k.

Example 47. The four words ababbba, abbabab, baabbab and babaabb are 2-binomially
equivalent. For any w amongst these words, we have the following coefficients

(
w

aa

)

= 3,

(
w

ab

)

= 7,

(
w

ba

)

= 5,

(
w

bb

)

= 6.
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But one can check that they are not 3-binomially equivalent, as an example,
(
ababbba

aab

)

= 3 but

(
abbabab

aab

)

= 4

indeed, for this last binomial coefficient, aab appears as subwords w1w4w5, w1w4w7, w1w6w7

and w4w6w7. The k-abelian equivalence and the k-binomial equivalence relations are incom-
parable. Considering again the first two words, we find |ababbba|ab = 2 and |abbabab|ab = 3,
showing that these two words are not 2-abelian equivalent. Conversely, the words abbaba
and ababba are 2-abelian equivalent but are not 2-binomially equivalent:

(
abbaba

ab

)

= 4 but

(
ababba

ab

)

= 5.

Remark 48. Since The relation ∼(k+1)−bin is a refinement of ∼k−bin, we have a lattice of
relations over A∗ as depicted in Figure 1. The coarsest relation is abelian equivalence and
the finest relation is equality. The relations ∼ψw0···wk

will be introduced in Definition 62.

=

∼k−ab ∼k−bin
∼ψw0···wk

∼3−ab ∼3−bin ∼ψw0w1

∼2−ab ∼2−bin ∼ψw0

∼ab

Figure 1. A lattice of congruences, the finest is =, the coarsest is ∼ab.

In the literature, one also finds the notion of k-spectrum of a word u which is the (formal)
polynomial (we refer to [7] for definitions) in N〈A∗〉 of degree k

Specu,k :=
∑

w∈A≤k

(
u

w

)

w.

The 2-spectrum of the word u = abbab is

Specu,2 = 1ε+ 2a+ 3b+ aa + 4ab+ 2ba + 3bb.
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If we replace a with 0 and b with 1 and if every word is preceded by a leading 1, every word
w over {a, b} corresponds to a unique integer (there is no leading 0) written in base-2,
val2(1w), so this spectrum can also be represented as a univariate polynomial were the
word w is replaced with Xval2(1w). With the same word u, we have

(2) 1 + 2X2 + 3X3 +X4 + 4X5 + 2X6 + 3X7.

The 3-spectrum of the same word u is

Specu,3 = Specu,2 + aab+ 2aba + 3abb+ 2bab+ bba + bbb.

Note that, just like Ψ′
k, the k-spectrum grows exponentially with k, it contains (#Ak+1 −

1)/(#A−1) (possibly zero) coefficients. Let us quote Salomaa: “a notion often mentioned
but not much investigated in the literature, [9, 69, 71, 88], is that of a t-spectrum.”. In
particular, in terms of ‘reconstruction’ what is the relation between n and k such that if
two words u, v of length n have the same k-spectrum, then u = v?

Remark 49. Two words are k-binomially equivalent if and only if they have the same
k-spectrum.

Properties 50. About avoidance of k-binomial repetitions, see [82]: 2-binomial squares
(resp. cubes) are avoidable over a 3-letter (resp. 2-letter) alphabet. The sizes of the
respective alphabets are optimal.

Theorem 51. [86, Thm. 7] If x is a Sturmian word, then p∼2−bin,x
(n) = n+1 for all n ≥ 0.

In particular, we also have p∼k−bin,x
(n) = n+ 1 for all n ≥ 0 and k ≥ 2.

Properties 52. [86, Thm. 17] If an infinite recurrent word has bounded 2-binomial com-
plexity, then the frequency of each symbol exists and is rational.

Lemma 53. Let k ≥ 1. If x ∼k−bin y, then pxqyr ∼(k+1)−bin pyqxr.

Proof. If we have to count the number of occurrences of a subword z of length at most
k + 1, either this subword occurs completely inside one of the factors p, q, r, x, y, or it is
obtained from several shorter subwords occurring in at least two of these factors. To get
the conclusion, observe that, by assumption, x, y share the exactly the same subwords of
length at most k. �

But it is not clear that a form of converse for this result exists (see Proposition 65 where
we have a characterization of equivalent words in terms of this kind of transformations
but only for a 2-letter alphabet). Over a 3-letter alphabet: 2100221 ∼2−bin 0221102 but
2100221 cannot be factorized into pxqyr with x ∼ab y and x 6= y.

Remark 54. [k-binomial pattern matching] In their very nice paper [43], Freydenberger
et al. answer positively to the following questions (similar to Remark 41):

• Given k ≥ 1 and two words u, v of length n, decide, in polynomial time with respect
to n and k, whether or not u ∼k−bin v.

• Given k ≥ 1 and two words w, x, find, in polynomial time, all occurrences of factors
of w which are k-binomially equivalent to x.
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• Given two u, v of length n, find the largest k such that u ∼k−bin v.

One answer is given by building a non deterministic automaton accepting a language with
multiplicities (one counts the number of accepting paths for a given input word) associated
with a word w and an integer k. This automaton accepts exactly the subwords of w of
length at most k and the number of accepting paths of a subword x is precisely

(
w
x

)
. The

number of states of this automaton is proportional to |w| · k. There exist polynomial time
procedures to test the equivalence of two such automata [63, 92, 99] that were initially
considered by Schützenberger for the minimization of weighted automata. Another clever
answer is a randomized one based on the evaluation of a polynomial, similar to (2), over
a sufficiently large finite field equivalent to the k-spectrum (considering evaluation avoids
the problem of considering the polynomial as an exponentially growing list of coefficients).
Ideas are similar to those found in primality testing algorithms.

Definition 55. Other related relations exist. The Simon congruence ∼S is defined as
follows. We have u ∼S v if and only if the series

∑

w∈A∗

(
u
w

)
w and

∑

w∈A∗

(
u
w

)
w have the

same support, i.e., they have the same non-zero binomial coefficients. This congruence has
applications to piecewise testable5 languages. About Q.1.1 and counting the number of
classes for ∼S, see [55].

Remark 56. Let us mention an extra notion studied by Salomaa in [91]. Let u = u1 · · ·un
be a finite word. The sum of the position indices for the letter a ∈ A is defined by

Sa(u) :=

|u|
∑

i=1

i δui,a.

For instance, Sb(abacbcaba) = 2 + 5 + 8 = 15. Similarly to binomial coefficients, this type
of quantity provides information about the positions of occurrences of letters in a word.

7. Parikh matrices

Let k ≥ 2 be an integer. Also related to Theorem 35 and binomial coefficients, one can
extend the abelianization map Ψ as follows. Let N

ℓ×ℓ be the monoid of ℓ × ℓ matrices
equipped with the multiplication of matrices. Let Ak := {a1, . . . , ak} be an ordered finite
alphabet. The Parikh matrix mapping

ψk : A
∗ → N

(k+1)×(k+1)

is the morphism of monoids defined by the condition: if ψk(aq) = (mi,j)1≤i,j≤k+1, then for
each i ∈ {1, . . . , k + 1},

mi,i = 1, mq,q+1 = 1,

all other elements of the matrix ψk(aq) being 0. There are many papers dealing with Parikh
matrices, we only refer to a few of them [69, 71, 88, 90, 93].

5A regular language is piecewise testable if it is a finite Boolean combination of languages of the form
A∗a1A

∗ · · ·A∗atA
∗ where the ai’s are letters in A.
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Definition 57. Two words over Ak areM-equivalent, or matrix equivalent, if they have the
same Parikh matrix. Again, this relation is clearly a congruence because ψk is a morphism.
If the equivalence class of a word w is reduced to a single element, then w is said to be
M-unambiguous.

Consider A = {a, b} and a < b. We have

ψ2(a) =





1 1 0
0 1 0
0 0 1



 , ψ2(b) =





1 0 0
0 1 1
0 0 1



 and ψ2(abbab) =





1 2 4
0 1 3
0 0 1



 .

The next proposition can be easily deduced from elementary properties of binomial coef-
ficients of words and matrix computations. It shows that Parikh matrices for an alphabet
of cardinality k encode k(k + 1)/2 of the binomial coefficients of a word w for subwords
of length at most k. With the above example, the word abbab contains 2 a’s, 3 b’s and 4
occurrences of the subword ab.

Theorem 58. [70] Let w be a finite word over Ak and ψk(w) = (mi,j)1≤i,j≤k+1. Then

mi,j+1 =

(
w

ai · · ·aj

)

for all 1 ≤ i ≤ j ≤ k.

Generalized Parikh mappings ψu, for all words u ∈ A∗ can be defined as follows. Let
u = u1 · · ·uℓ. If ψu(a) = (mi,j)1≤i,j≤ℓ+1, then for each i ∈ {1, . . . , ℓ+ 1}, mi,i = 1, and for
each i ∈ {1, . . . , ℓ},

mi,i+1 = δa,ui ,

all other elements of the matrix ψu(a) being 0.

Remark 59. We get back to the ‘classical’ Parikh matrices over Ak with u = a1a2 · · · ak.

Theorem 58 has the following natural generalization.

Theorem 60. [93] Let u = u1 · · ·uℓ and w a word. Let ψu(w) = (mi,j)1≤i,j≤ℓ+1. Then, for
all 1 ≤ i ≤ j ≤ ℓ,

mi,j+1 =

(
w

ui · · ·uj

)

.

In particular, the first row of ψu(w) contains the coefficients corresponding to the prefixes
of u:

(
w
ε

)
,
(
w
u1

)
,
(

w
u1u2

)
, . . . ,

(
w

u1···uℓ−1

)
,
(
w
u

)
. Similarly, the last column of ψu(w) contains

the coefficients corresponding to the suffixes:
(
w
u

)
,
(

w
u2···uℓ

)
, . . . ,

(
w
u1

)
,
(
w
ε

)
.
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Example 61. Here is an illustration of the latter theorem:

ψabba(w) =











1
(
w
a

) (
w
ab

) (
w
abb

) (
w
abba

)

0 1
(
w
b

) (
w
bb

) (
w
bba

)

0 0 1
(
w
b

) (
w
ba

)

0 0 0 1
(
w
a

)

0 0 0 0 1











.

With ℓ-abelian equivalence and k-binomial equivalence, we had two infinite families of
refinements. We can also introduce similar refinements, actually uncountably many families
of refinements.

Definition 62. Let w = w0w1w2 · · · be an infinite word. Considering the prefixes of w,
with this infinite word is associated a sequence of maps

(ψw0···wj
)j≥0.

We say that two finite words u, v are (w, j)-equivalent, if

ψw0···wj
(u) = ψw0···wj

(v).

This means that u and v have the same binomial coefficients corresponding to the factors
occurring in the prefix of length j + 1 of w.

In the above definition, if w contains every letter of the alphabet, taking j large enough
such that every letter of Ak appears in w0 · · ·wj, (w, j)-equivalence is a refinement of the
abelian equivalence. Note that u ∼ℓ−bin v trivially implies that u, v are (w, ℓ−1)-equivalent.
Also, for every word w, (w, j + 1)-equivalence is a refinement of (w, j)-equivalence (the
matrix ψw0···wj

(u) is the upper-left corner of ψw0···wjwj+1
(u)). See Figure 1.

Example 63. Let us illustrate the relations existing between binomial equivalence and
M-equivalence. Again, these equivalences are, in general, incomparable.

• The two words u = abcbabcbabcbab and v = bacabbcabbcbba are not 3-binomially
equivalent:

(
u
abb

)
= 34 and

(
v
abb

)
= 36 but they share the same Parikh matrix

ψ3(u) = ψ3(v). This observation only reflects that Parikh matrices encode a fraction
of the binomial coefficients. Nevertheless, for a well-chosen generalized Parikh
matrix, the two words can of course be distinguished by ψabb(u) 6= ψabb(v).

• Erasing the c’s in the previous two words, we get two words u′ = abbabbabbab and
v′ = baabbabbbba that are not 3-binomially equivalent: we again have

(
u′

abb

)
= 34

and
(
v′

abb

)
= 36. But they have the same Parikh matrix, i.e., ψ2(u) = ψ2(v) (and

from the next proposition, we also have that the words are 2-binomially equivalent).
Indeed, 3-binomial equivalence is a strict refinement of the 2-binomial equivalence.

• Finally, the two words u = bccaa and v = cacab are not 2-binomially equivalent:
(
u
ca

)
= 4 and

(
v
ca

)
= 3, but they share the same Parikh matrix ψ3(u) = ψ3(v).
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Also, ℓ-abelian equivalence and M-equivalence are incomparable. Take the same two
words as in Example 47: abbaba and ababba are 2-abelian equivalent, but they are not
M-equivalent.

Over a 2-letter alphabet, the situation is usually simpler.

Proposition 64. Over a 2-letter alphabet, two words are 2-binomially equivalent if and
only if they have the same Parikh matrix, i.e., are M-equivalent.

Proof. One direction is obvious. Let the alphabet be {a, b}. Assume that ψ2(u) = ψ2(v).
We have

(
u

aa

)

=

(|u|a
2

)

=

(|v|a
2

)

=

(
v

aa

)

.

The same holds for the subword bb. We only have to check that
(
u
ba

)
=

(
v
ba

)
. This follows

from the fact that, for all words w,

∑

x∈A2

(
w

x

)

=

(|w|
2

)

.

�

In particular, the next result completely characterizes the equivalence classes for 2-
binomial equivalence over a 2-letter alphabet.

Theorem 65. [90] Over a 2-letter alphabet A, two words are M-equivalent if and only
if one can be obtain from the other by a finite sequence of transformations of the form
xabybaz → xbayabz where a, b ∈ A and x, y, z ∈ A∗.

As a consequence of this result, a word over a 2-letter alphabet isM-unambiguous (there
is no other word with the same Parikh matrix) if and only if it belongs to a∗b∗ + b∗a∗ +
a∗ba∗ + b∗ab∗ + a∗bab∗ + b∗aba∗.

8. Other relations

To conclude with this survey, let us mention a few other relations that can be encountered
in combinatorics on words and formal language theory. Berstel and Boasson initiated the
study of partial words containing a ‘do not know’ symbol ⋄ serving as a wild card [8]. Two
words such as

a ⋄ b b ⋄
and ⋄ a b ⋄ ⋄

are compatible because one can replace the symbols ⋄ in such a way that both words match
the word aabba (or aabbb). This relation ‘being compatible’ is reflexive and symmetric (but
clearly not transitive). Also see, [13, 14, 16, 17, 18]. One can generalize this to a similarity
relation associated with a binary relation over an alphabet, see the survey chapter by
Halava, Harju and Kärki in [12, Chap. 6].
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Definition 66. Consider a reflexive and symmetric relation R over an alphabet A. Two
words u1 · · ·un and v1 · · · vn are R-similar, if (ui, vi) ∈ R for all i. We write u ∼R v. Partial
words corresponds to the special case where the relation R is defined by (a, ⋄) ∈ R, for all
a ∈ A.

Example 67. Assume that R = {(a, b), (b, c), (c, d), (d, a)} and take its symmetric and
reflexive closure. As an example, we have the following relations:

abcd ∼R bcbd, bcbd ∼R ccac, abcd 6∼R ccac.

One can also think about relations derived from languages or automata. We just give
an example. Let L be a language over A. The syntactic congruence is defined as follows.
The context of a word u is the set of pairs of words (x, y) such that xuy belongs to L. Two
words are syntactically congruent if they have the same context. For instance, see [7].
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20 (1986), 47–54.
[49] C. Holton, L. Q. Zamboni, Descendants of primitive substitutions, Theory Comput. Systems 32 (1999),

133–157.
[50] M. Huova, Existence of an infinite ternary 64-abelian square-free word, RAIRO - Theoretical Infor-

matics and Applications 48 (2014), 307–314.
[51] M. Huova, A. Saarela, Strongly k-abelian repetitions, Lect. Notes in Comput. Sci. 8079, Springer,

(2013).
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