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1Strongly Correlated Systems “Lendület” Research Group,
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The quantum mechanical description of the chemical bond is generally given in terms of delocal-
ized bonding orbitals, or, alternatively, in terms of correlations of occupations of localised orbitals.
However, in the latter case, multiorbital correlations were treated only in terms of two-orbital cor-
relations, although the structure of multiorbital correlations is far richer; and, in the case of bonds
established by more than two electrons, multiorbital correlations represent a more natural point of
view. Here, for the first time, we introduce the true multiorbital correlation theory, consisting of
a framework for handling the structure of multiorbital correlations, a toolbox of true multiorbital
correlation measures, and the formulation of the multiorbital correlation clustering, together with
an algorithm for obtaining that. These make it possible to characterise quantitatively, how well
a bonding picture describes the chemical system. As proof of concept, we apply the theory for
the investigation of the bond structures of several molecules. We show that the non-existence of
well-defined multiorbital correlation clustering provides a reason for debated bonding picture.

INTRODUCTION

Since quantum theory is a probabilistic theory, it
is not surprising that using concepts of quantum in-
formation theory1,2 turns out to be fruitful in several
fields of research in which quantum theory is involved.
Maybe the most important notion in a probabilistic
theory is correlation,3 and, in quantum systems, also
entanglement.4,5 Taking their investigation as a guiding
principle has already led to important achievements in
several fields of research,3,6–8 recently also in quantum
chemistry.6–20

The notion of chemical bond21 is a very useful concept
in chemistry. It originated at the beginning of chem-
istry, it is expressive for the classically thinking mind,
and the errors arising from the approximative nature of
the concept can often be ignored. In the first half of the
twentieth century, however, we learned that the proper
description of the microworld is given by quantum me-
chanics. Quantum mechanics gives more accurate results
for chemical systems than any preceding model, however,
it is very inexpressive for the classically thinking mind.
One of the most used quantum mechanical concepts of
the chemical bond is the valence bond theory,22 among
others,23,24 forming the bonds between atoms by overlap
of the atomic orbitals. The valence bond theory comple-
ments the molecular orbital theory,25 distributing pairs of
electrons in bonding molecular orbitals delocalized over
the system. In this work, in the spirit of the valence bond
theory, we study correlations among the orbitals localised
on individual atoms.

Indeed, studying the two-orbital correlation pattern
in molecular systems in equilibrium gives us the hint
that the correlations must be related to the chemical

bonds: strong two-orbital correlations can be observed
between the orbitals which are involved in the given
bond.8,10,12–20,26 Simple covalent bonds formed by two
atomic orbitals fit well into this two-orbital correlation
picture. However, there are more complicated bonding
scenarios with electrons shared by multiple atoms, in this
case some true multiorbital correlation picture should be
used.27 (So far, multiorbital correlations were investi-
gated by the use of the notion of two-orbital correlation
only.7,8,10,12–20,26,28) The reason for this is twofold. On
the one hand, such bonds, e.g., a delocalized ring in a
benzene molecule, cannot be considered as a “sum” of
two-orbital bonds, but a true multiorbital bond. On the
other hand, in multiorbital systems, hidden correlations
may occur, that is, there may be strong multiorbital cor-
relation among the orbitals in a cluster even if the two-
orbital correlations are weak.

In this work we provide the true multiorbital correla-
tion theory, consisting of a framework for handling the
structure of multiorbital correlations, a toolbox of true
multiorbital correlation measures, and the definition to-
gether with an algorithm for the multiorbital correlation
clustering. The presented theory significantly outgrows
the multipartite entanglement theory,27 on which it is
based, namely, in the last three items mentioned just
above. (The detailed construction is presented in the Ap-
pendix.) We adopt the principle that bonds are where
the electrons can freely move among atoms, and this is
reflected in the correlations of occupations of localised or-
bitals. Then we show illustrative results by investigating
the multipartite correlations in several molecules show-
ing multiorbital bonds. We give quantitative character-
isation how well a bonding picture describes the chemi-
cal systems. We also illustrate that in the debated case
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of the dicarbon molecule, there is no well-defined mul-
tiorbital correlation clustering, which provides a reason
for the ambiguous bonding picture.29–33 This is not only
the first true multiorbital correlation based study of the
chemical bond, but also the first application of true mul-
tipartite correlation based techniques in physics.

We emphasise that the notions of correlations are ba-
sis dependent. We employed two basis sets in this study,
standard STO-3G and STO-6G with optimised expo-
nents, which latter provided HF energy close to HF/cc-
pVTZ level of theory (see Methods section), together
with the localisation procedure of Pipek-Mezey34 to pro-
duce atomic-like orbitals. All results discussed about
the correlation structure of localised orbitals are under-
stood with respect to this localisation. For the proto-
typical molecules which were considered for illustrating
our theory, we have found that employing the minimal
unchanged STO-3G basis set is sufficient for the descrip-
tion of bonding, and using a basis set closer to the Com-
plete Basis Set limit have not changed the bonding pic-
ture. The results using optimised STO-6G basis set are
presented in the main text, while the results using un-
changed STO-3G basis set are also presented in the Ap-
pendix for comparison.

We note that our work is not connected to previous
works of de Giambiagi, Giambiagi and Jorge35 regarding
generalised bond indices based on density-density corre-
lation functions.

MULTIORBITAL CORRELATIONS

For the quantum mechanical description of the
molecule, we use the second quantized picture, that is,
the Hilbert space of the electronic system is built up by
the one-orbital Hilbert spaces, describing the occupation
of the orbitals.36 An orbital can be unoccupied, occu-
pied with one electron of spin up or down, or doubly
occupied by two electrons of spin up and down, result-
ing in four-dimensional one-orbital Hilbert spaces. In the
Hilbert space formalism of quantum mechanics, any lin-
ear combination of orbitals is an orbital, however, the
interpretation, or physical properties single out some of
them. Correlations among orbitals are not invariant un-
der such nonlocal (among-orbital) operations. In order
that the correlations express some connection among lo-
cal objects (atoms), it is necessary that the orbitals are
localised on the atoms.

So, for the description of (the electronic system of) the
molecule, we consider m localised, atomic-like orbitals.
Let M , stands for “molecule”, denote the set of (the la-
bels of) these orbitals. We aim at describing the corre-
lations in an L ⊆ M set of orbitals (cluster). (If L = M
then the correlations in the whole molecule is considered.)
In general, the state of the full electronic system of the
cluster L can be described by the density operator1,37,38

%L. The reduced state of a (sub)cluster X ⊆ L can be
described by the reduced density operator1,37,38 %X . If

the cluster of orbitals L can be described by a state vec-
tor |ψL〉 (for example, when a given eigenstate of the
whole molecule is considered), then its density operator
is of rank one, %L = |ψL〉〈ψL|, called a pure state. Its
reduced density operator is mixed (not of rank one) in
general, which is the manifestation of the entanglement4

of (sub)cluster X and the rest of the cluster L \X.
The correlation can be defined with respect to a split

of the M set of the orbitals.27,39 Let ξ denote such a
split, that is, a partition40 ξ = {X1, X2, . . . , X|ξ|} ≡
X1|X2| . . . |X|ξ|, where the clusters X ∈ ξ, called parts,
are disjoint subsets of the cluster L, and their union is
the full cluster L. A natural comparison of partitions is
the “refinement”: we say that partition υ is finer than
partition ξ, if the parts of υ are contained in the parts of
ξ. The set of the partitions of L is denoted with Π(L).
(For illustrations, see Fig. 4 online.) The measure of cor-
relation with respect to this split is the ξ-correlation,27

Cξ(%L) :=
∑
X∈ξ

S(%X)− S(%L). (1)

Here S(%) = − tr % ln % is the von Neumann entropy.1,37

As a special case, the i|j-correlation

Ci|j(%{i,j}) = S(%{i}) + S(%{j})− S(%{i,j}) = Ii|j(%{i,j}),
(2)

being the well-known (two-orbital) mutual
information,1,37,41 has already been used.7,8,10,12–20,26,28

The ξ-correlation is zero if the state is uncorrelated with
respect to ξ (it can be written in a product form of
reduced states of clusters X ∈ ξ); and nonzero otherwise,
characterising the strength of the correlation among
the parts X ∈ ξ. This comes from the information-
geometrical meaning of this quantity: it characterises
how “far” the state is from the states uncorrelated with
respect to ξ. (For more details of the construction,
see the Appendix.) Note that Cξ is larger for finer
partitions, (this is called multipartite monotonicity27), it
is zero for the trivial split ξ = > = {L}, and it takes its
maximum, C⊥, for the finest split ξ = ⊥ = {{i} | i ∈ L}.
The latter quantity is also called total correlation,42–46

Ctot(%L) := C⊥(%L) =
∑
i∈L

S(%{i})− S(%L). (3)

(Note that if cluster L is described by a pure state, e.g.,
if L = M , then S(%L) = 0, and the correlation is en-
tirely quantum entanglement.4,5,27) It is easy to check
the following sum rule,46 valid for any partition ξ,∑

X∈ξ

C⊥,X(%X) + Cξ(%L) = C⊥(%L), (4)

that is, the total correlation is the sum of the total corre-
lations inside the parts plus the correlation with respect
to the partition.

We would also like to characterise the correlations in an
overall sense, that is, without respect to a given partition.
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There are several ways of this,27 here we consider two of
them. Let us introduce the k-partitionability correlation
and the k-producibility correlation, respectively,

Ck-part(%L) := min
ξ: |ξ|≥k

Cξ(%L), (5a)

Ck-prod(%L) := min
ξ: ∀X∈ξ, |X|≤k

Cξ(%L), (5b)

for 1 ≤ k ≤ |L|. These characterise two different (one-
parameter-) notions of multiorbital correlations. The k-
partitionability correlation is zero if the cluster can be
split into at least k parts which are uncorrelated with one
another, and the correlations are restricted only inside
those parts; and nonzero otherwise, characterising the
strength of this kind of correlation. In general, Ck-part

increases with k, and it jumps after the number k of
parts into which L can approximately be split. The k-
producibility correlation is zero if the cluster L contains
correlated (sub)clusters of size not larger than k; and
nonzero otherwise, characterising the strength of this
kind of correlation. In general, Ck-prod decreases with
k, and it jumps at the size k of the largest part in the
partition into which L can approximately be split. As
special cases, C|L|-part = C1-prod = C⊥ grabs all the
correlations, it is zero if there is no correlation at all
in the cluster L, that is, its state is a product of the
states of orbitals; and nonzero otherwise. On the other
hand, C2-part = C(|L| − 1)-prod is sensitive only for the
strongest correlations, it is nonzero if the cluster L is
globally correlated, that is, its state is not a product
of states of two (or more) clusters; and zero otherwise.
(C1-part = C|L|-prod = C> = 0. For other values of
k there are no such coincidences among the partition-
ability and producibility correlations, however, the rela-
tion Ck-part ≥ C(|L| − k + 1)-prod holds. Also, the bounds
Ck-part ≤ 2(k − 1)(ln 4), Ck-prod ≤ 2(|L| − k)(ln 4) hold.
For more details, see the Appendix.)

The tools (1) and (5), despite being so simple, are
proven very useful in a wide range of applications for the
characterisation of multiorbital correlations in the elec-
tronic system of molecules. In the sequel, we show four of
these applications. Illustrating these, we present numeri-
cal results for several prototypical molecules, namely ben-
zene, pyrrole, borole, cyclobutadiene, furan, thiophene,
and the sequence C2H2x for x = 1, 2, 3 and C2.

APPLICATIONS

Application 1: Molecule, formed by bonds

Our fundamental principle is that, in the equilibrium,
the bonds are almost uncorrelated with one another, and
the orbitals involved in a bond are strongly (multiorbital)
correlated. Using the tools introduced above, we formu-
late this principle, and we demonstrate it for the afore-
mentioned molecules.

An ansatz for the bond structure is given by a par-
tition β = B1|B2| . . . |B|β| ∈ Π(M) (bond split), repre-
senting the molecule as a set of bonds (represented by
B ⊆ M sets of orbitals), together with some nonbond-
ing orbitals (e.g., core orbitals or lone pairs, for those,
|B| = 1). Then the β-correlation Cβ(%M ), given in (1),
characterising the correlation with respect to the ansatz
β, expresses how well this ansatz describes the physical
situation: the lower the Cβ the better the ansatz from
a purely information-theoretical point of view. The aim
of this application is to find the bond split β (if exists)
from ab initio data, without taking into account anything
which can a priory be known about the bond structure in
quantum chemistry. We call this multiorbital correlation
clustering.

Since in a real electronic system one cannot expect such
a simple ansatz to be exactly valid (Cβ = 0), we actu-
ally pose the question, which ansatz β is the best choice
for the description of the bonds from a physical chemical
point of view. Being the best, however, is a delicate ques-
tion. Note that, on the one hand, C> = 0, for the trivial
split β = >, which takes the whole molecule to be one
big bond. On the other hand, Cβ grows with respect to
the refinement of β, and takes its maximal value C⊥, the
total correlation (3), for the finest split β = ⊥, which ex-
cludes nontrivial bonds. These extremal cases, obviously,
do not give proper descriptions of the bond structure of
a molecule, since, on the one hand, there can be clusters
weakly correlated but not uncorrelated with the remain-
ing part of the molecule, on the other hand, it is not
allowed to neglect strong correlations. Instead of these,
we have to be able to split the molecule into weakly cor-
related clusters consisting of strongly correlated orbitals.
In order to grasp the meaning of the multipartite corre-
lation clustering, we have to be able to decide about a
given ξ, if it is a good ansatz, or it is worth considering
a ξ′, which is “a bit” finer than ξ. That is, we have to
investigate the difference Cξ′ −Cξ, where ξ′ is finer than
ξ, and there is no other partition between them. We seek
β, for which, while ξ is coarser than β, this difference is
small if ξ′ is coarser than β, but large, if ξ′ is not coarser
than β. If there exists such a β, then it is meaningful to
consider the electronic system to be weakly correlated
bonds consisting of strongly correlated orbitals, and this
is described by β. (For the whole construction, see the
Appendix.)

Here we face the problem that verifying that this defini-
tion holds for a given partition (calculating S(%X) for all
clusters X ⊆ M , needed for the calculation of Cξ for all
partitions ξ) is numerically prohibitive. We can decrease
the demands by successive refinement of the partition-
ing (bipartitioning of one cluster in each step) following
the smallest increase in Cξ. One can show that if there
exists a β satisfying the definition above, then the succes-
sive refinement goes through β, Cξ increases slowly until
β, and rapidly after β. (For the whole construction, see
the Appendix.)

We can also have a hint for the path of the successive
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FIG. 1. Partitioning and multipartite correlations for the benzene, pyrrole, borole and cyclobutadiene molecules. (a) Schematic
view of the molecules: the dots represent atomic orbitals, the ones localised on an atom are encircled in dashed blue lines, this is
the atomic split α, the ones strongly correlated with each other are encircled in solid red lines, this is the bond split β. Strength
of edges represent two-orbital correlations (shaded by a logarithmic scale). The correlations Cα and Cβ are also shown. (b)
The distributions of the two-orbital correlations. The possible ranges of two-orbital correlation thresholds Tb are also shown.
(c) The Cξ tendencies of the successive bipartitioning. The humps arising from the bipartitioning of multiorbital correlated
clusters are indicated with red frames. The maximal step before β and the minimal step following β are also shown. (d)
The correlations Ck-part,Xin , Ck-prod,Xin for the inner bonding (2pz) orbitals, contained in Xin. (e) The correlations Ck-prod,A,
Ck-part,A for selected atoms A. (The numerical values of the correlation measures are given in units of ln 4.)
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FIG. 2. Partitioning and multipartite correlations for the fu-
ran and thiophene molecules. The same types of data are
shown as in Fig. 1. (d) The correlations for the orbitals partic-
ipated in the hyperconjugative interaction, contained in Xhc

are also shown. (e) For the thiophene, the correlations among
the valence orbitals, contained in A′S are shown.

bipartitioning. Consider the γ = G1|G2| . . . |G|γ| cluster-
ing based on the “connectivity” with respect to the two-
orbital correlations (2). That is, the parts G ∈ γ are the
sets of orbitals being the vertices of the connected com-
ponents of the two-orbital correlation graph.8,28 (This is
the graph with vertices being the orbitals i ∈M and with

edges of weights Ci|j(%{i,j}) above a threshold Tb. We call
this two-orbital correlation clustering.) It is proven to be
a good strategy to do the successive bipartitioning with
respect to γ, that is, not to split apart the parts of γ. Fol-
lowing this strategy, one reaches γ; Cξ increases rapidly
after γ, but it is not sure that Cξ increases slowly before
γ. This is because of the possibility of the existence of
hidden correlations, which is an interesting feature of the
multiorbital setting. For example, there exist states in
which all two-orbital correlations (2) are zero, but the
states are correlated as a whole, that is, they cannot be
written in a nontrivial product form (see the Appendix).
This means that if we follow the above strategy, then Cξ
may change rapidly before we reach γ. In this case, β
does not equal to γ, but coarser than γ.

We have investigated the two-orbital and the mul-
tiorbital correlation clustering for the aforementioned
molecules.

The two-orbital correlations are drawn by different
shades of grey lines in subfigures (a) of Fig. 1, 2 and
3. The two-orbital correlation clusterings γ are based on
the appropriate threshold values Tb. The distributions of
two-orbital correlations, and the possible two-orbital cor-
relation thresholds Tb leading to the known bond struc-
ture in the given cases are shown in subfigures (b). For
C2H2, there is a much wider range for T ′b, leading to triple
bond in γ′, than for Tb, leading to double bond in γ, and
for C2, there is a much wider range for T ′b, leading to
quadruple bond in γ′, than for Tb, leading to triple bond
in γ. A drawback of the two-orbital correlation clustering
method is that, although the two-orbital correlation (2)
is bounded by 0 ≤ Ci|j ≤ 2(ln 4) uniformly, a uniform
threshold covering all the cases is contained in a quite
narrow range 0.269(ln 4) < Tb ≤ 0.307(ln 4). The reason
for this is that an orbital seems to be forced to share its
(two-orbital-)correlations among the ones strongly cor-
related with it, which may be a manifestation of the
monogamy of entanglement47 in correlations. (Different
thresholds for the different cases may be obtained based
on the separation of the correlation scales, however, this
leads to a bond-interpretation rather arbitrary.)

The multiorbital correlation clustering β, determined
by the use of the method described above, is drawn by
solid red lines in subfigures (a) of Fig. 1, 2 and 3. The val-
ues of Cξ during the successive bipartitioning are shown
in subfigures (c). In the cases of the cyclic molecules
(Fig. 1 and 2) we could find a well-defined β bond split,
after which the value of Cξ jumps about at least twice
as large as the maximal step before that. Note that in
certain positions, some humps are observed in the ten-
dencies Cξ (designated with red rectangles). These are
the effects of correlated clusters of size more than two:
When the successive bipartitioning reaches such a clus-
ter, following the first large step, smaller steps become
possible, leading to this concave behaviour. Such humps
are coming from two origins. The more characteristic one
is the cluster of the inner bonding 2pz orbitals (denoted
with Xin in the figures). In the cases of borole and cy-
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FIG. 3. Partitioning and multipartite correlations for the C2H2x molecules. The same types of data are shown as in Fig. 1.

clobutadiene, these humps can be found directly before
β, they are not steep enough to keep these orbitals to-
gether during the successive bipartitioning, contrary to
those in the cases of benzene, pyrrole, furan and thio-
phene, when these humps can be found after β. In this
way we can distinguish between aromaticity and antiaro-
maticity. On the other hand, in the cases of furan and
thiophene (Fig. 2), there is an additional weaker multi-
orbital correlated structure in each case besides the aro-
matic rings, due to the hyperconjugative interaction of
the lone pair with the adjacent σ-bonds19 (denoted with

Xhc in the figures). The correlations in them are not
strong enough to keep these orbitals together during the
successive bipartitioning. (The almost uniform increase
after β comes from the bipartitioning of the two-orbital
clusters.) In the cases of the C2H2x sequence (Fig. 3),
it can be seen how the correlation picture becomes more
and more fuzzy. Interestingly, for the case of C2H2, in-
vestigating the tendency Cξ during the successive bipar-
titioning in subfigure (c), one can see that it changes
significantly at the partition leading to a double bond β
(= γ), and there is a much less significant change at the
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partition leading to a triple bond β′ (= γ′). For bipar-
tite correlation clustering, γ′ were more plausible than γ,
however, here β seems to be more plausible than β′. This
is indeed a very interesting observation, which might be
to some extent an indication of hidden correlation (β is
coarser than γ′). Note however, that despite not being
divided in two in our multiorbital correlation point of
view, the four-orbital bond does not contradict the clas-
sical picture of triple-bonded C2H2, as it contains four
electrons. For the case of C2, investigating the tenden-
cies Cξ during the successive bipartitioning in subfigure
(c), one cannot give a well-defined bond split β besides
the 1 + 8 + 1-orbital partition, because of the high mul-
tiorbital correlation of the eight orbitals. (The splits γ
and γ′, given by the two-orbital correlation clustering, are
drawn by solid orange lines in subfigure (a). In subfigure
(c), we show two different paths of the successive refine-
ment in the partitioning of the eight bonding orbitals, the
upper one shows a more significant hump, while the lower
one leads through the triple bond γ.) That is, according
to our observations, there exists no well-defined multi-
orbital correlation clustering. The bonding situation in
the multireference C2 is well known as a long-standing
puzzle, and several bond orders have been suggested, in-
cluding the extensively debated quadruple bond.29–33 In
spite of the fact that four strong two-orbital correlations
have been found, from the reason mentioned above, we
cannot give a decisive multiorbital correlation answer on
the bond order of C2.

Application 2: Bonds, formed by orbitals

The bonds, that is, the highly correlated clusters, given
by the parts B ∈ β, are identified in the previous point.
Now, we can investigate the correlations inside the bonds
B ∈ β. For this purpose, we use the k-partitionability
and k-producibility correlation Ck-part,B and Ck-prod,B ,
respectively, (see (5)), both of them are considered with
respect to the splits Π(B).

The results are again summarised in Fig. 1, 2 and 3.
For the two-orbital bonds B = {i, j} ∈ β, the important
quantities boil down to the two-orbital correlation (2),
C2-part,{i,j} = C1-prod,{i,j} = Ci|j . Its magnitude can be
read off from subfigures (b). More interesting is the case
of bonds consisting of more than two orbitals. The 2pz

orbitals (contained in Xin ⊂M) in the cases of benzene,
pyrrole, furan and thiophene form aromatic bond, and in
the cases of borole and cyclobutadiene do not. This can
be seen in the full increasing and decreasing tendencies
Ck-part,Xin

and Ck-prod,Xin
, shown in subfigures (d): on

the one hand, C2-part,Xin
= C(|Xin| − 1)-prod,Xin

is high in
the four aromatic cases, that is, the orbitals in Xin cannot
be split even into two parts, and, accordingly, the great-
est part is of size |Xin|; on the other hand, C2-prod,Xin

and C2-part,Xin
, respectively, C3-part,Xin

are low in the
two antiaromatic cases, that is, the orbitals in Xin can
be split into parts of size at most 2, their number are 2,

respectively 3. So we can distinguish between aromatic-
ity and antiaromaticity also in this way. The orbitals
participated in the hyperconjugative interaction in fu-
ran and thiophene (contained in Xhc ⊂M) show weaker
correlation than the ones in the aromatic ring. In the
cases of the C2H2x sequence, the orbitals participating in
the bonds between the carbon atoms (contained in Xin)
are getting more and more multiorbital-correlated. For
C2H4, C2-part,Xin and C2-prod,Xin are near zero, that is,
the two two-orbital bonds can be considered independent.
For C2H2, C2-part,Xin and C4-prod,Xin are negligibly low,
while C3-part,Xin is significant, leading again to a double-
bond, containing a four-orbital one. For C2, C2-part,Xin

,
although being relatively low, does not seem to be com-
pletely negligible. In the latter two cases, we can see
now from a local point of view, which was proposed in
the previous Section from a global point of view, that
Xin is not divided completely into independent bonds.

Application 3: Molecule, formed by atoms

An atom is now represented by an A ⊆ M set
of orbitals, where the orbitals i ∈ A are the ones
localised on the given atom. The molecule can be
considered as a set of atoms, this can be repre-
sented by the split α = A1|A2| . . . |A|α| ∈ Π(M)
(atomic split) of the molecule. Here an important
quantity is the α-correlation Cα(%M ), and the α-
coarsened k-partitionability and k-producibility correla-
tions Ck-part,α(%M ), Ck-prod,α(%M ). These characterise
the different aspects of the correlations with respect to
the atomic split α.

The atomic split α for the aforementioned molecules
are drawn by dashed blue lines in subfigures (a) of Fig. 1,
2 and 3. The values of Cα are also shown. Calculating
Ck-part,α(%M ) and Ck-prod,α(%M ) is infeasible, due to the
large density matrices of high entropy, however, note that
we already have the largest members of these hierarchies,
since C|α|-part,α(%M ) = C1-prod,α(%M ) = Cα(%M ). The
value of this is near C⊥(%M ), that is, as can be expected,
the atoms are strongly correlated with one another in the
molecules.

Application 4: Atoms, formed by orbitals

The orbitals localised on given atoms are collected in
the parts A ∈ α in the previous point. Now, we can
investigate the correlations in the atoms A ∈ α. For this
purpose, we use the k-partitionability and k-producibility
correlation Ck-part,A and Ck-prod,A, respectively, (see (5)),
both of them are considered with respect to the splits
Π(A).

We have investigated the nontrivial (non-H) atoms in
the aforementioned molecules. Although not all the po-
sitions of the C atoms are equivalent in the molecules,
the correlation measures take roughly the same values
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for those. The full increasing and decreasing tendencies
Ck-part,A(%A) and Ck-prod,A(%A) are shown in subfigures
(e). Note that the values of these are usually smaller
than the correlations in the bonds, by about two orders
of magnitude. In the sequence C2H4, C2H2 and C2 we
can also see, how the increase of the multiorbital correla-
tions leads to more and more strong correlations among
the orbitals localised on the same C atom. The hyper-
conjugative interaction leads to the same results on the
O and S atoms in furan and thiophene.

Remarks on the applications

Having the results of all the four applications in hand,
we can now observe how the sum rule (4) works. In the
first two applications, when we considered the β bond
split,

∑
B∈β C⊥,B(%B) was large and Cβ(%M ) small; while

in the second two applications, when we considered the
α atomic split,

∑
A∈α C⊥,A(%A) was small and Cα(%M )

large, and these are connected by the sum rule (4) as

C⊥(%M ) =
∑
A∈α

C⊥,A(%A) + Cα(%M )

=
∑
B∈β

C⊥,B(%B) + Cβ(%M ).
(6)

Based on these, we can consider the molecule as the
weakly correlated set of strongly correlated bonds, or the
strongly correlated set of weakly correlated atoms. Note
that this holds for the equilibrium structure, which is the
only one considered here. If the internuclear distances are
altered, which is a method for the investigation of bond-
formation,12,14–16,20 we expect that the above picture is
altered accordingly, however, the sum rule (6) holds with
altered numerical values.

On the other hand, we may give a definition of the
molecule from a correlation point of view: the orbitals
M form a molecule, if there exists no nontrivial partition
which is coarser than α, describing the atoms, and β,
describing the bonds, that is, α∨β = >. (In these cases,
intermolecular bonds do not appear in β.)

CONCLUSIONS AND OUTLOOK

We have presented a novel theory of the chemical bond
which is inspired by quantum information theory and
based on multiorbital correlations. Contrary to the liter-
ature, where only two-orbital notions were considered, we
have invented and used true multiorbital notions. Illus-
trating the use of this theoretical toolbox, we have inves-
tigated several small prototypical molecules and showed
how in a black-box manner the bonding picture of a
molecule naturally comes out from the multiorbital cor-
relations of occupations of localised atomic-like orbitals.
We have identified the bonds with the strongly corre-
lated clusters, and characterised quantitatively how well

a given bonding picture describes these molecules. Our
tools are, e.g., able to distinguish between aromaticity
and antiaromaticity in cyclic conjugated systems. On
the example of the sequence C2H2, C2H4, and C2H6, we
have seen that the increase of wide-range multiorbital
correlations results in the decrease of the well-posedness
of multiorbital correlation clustering. In the extreme case
of C2, this leads to the nonexistence of a well-defined mul-
tiorbital correlation clustering, which provides a reason
for the debated bonding picture.

We would like to emphasise again that the treatment
in terms of true multiorbital correlations seems to be a
very natural point of view in the investigation of bonding
among more than two atoms. The multiorbital correla-
tion based quantities have their statistical meaning on
their own right, and we have already seen several of their
applications. However, it would be interesting to relate
them to other standard quantities in quantum chemistry,
quantifying, e.g., bond strength or aromaticity. Besides
aromaticity, this treatment may find applications also in
multicenter transition metal cluster chemistry.

We have seen how the multiorbital correlations char-
acterise the chemical bonds, if the orbitals are localised.
We note, however, that the theory can also be applied
to any (orthonormalized) sets of orbitals, then it charac-
terises the correlations among those orbitals. These, of
course, do not have to be related to the chemical bonds,
but may be related to other chemical properties.

From the point of view of theoretical power and beauty,
the multiorbital correlation theory provides a much more
natural and flexible treatment for multiorbital situations
than using only two-orbital correlations, done in preced-
ing works. An example supporting this is given by the
(6) application of the sum rule (4). Contrary to this, a
treatment based only on two-orbital correlations is the-
oretically hard to grasp, due to monogamy-like issues of
correlations in quantum systems. This is why the notion
of hidden correlations is not well-defined, and to formu-
late a clear-cut (quantitative and/or operative) definition
is an open question.

METHODS

For the numerical results shown in this paper we have
performed calculations using the quantum chemistry ver-
sion of the density matrix renormalization group (QC-
DMRG) algorithm.36,48–56 We have controlled the nu-
merical accuracy using the dynamic block state selec-
tion (DBSS) approach36,44,57 and the maximum number
of block states varied in the range of 500-4000 for an
a priory set quantum information loss threshold value
χ = 10−6. The ordering of molecular orbitals along the
one-dimensional topology of the DMRG was optimised
using the Fiedler approach10,15 and the active space was
extended dynamically based on the dynamically extended
active space (DEAS) procedure.6,36 We have used DMRG
to obtain the optimised MPS wavefunction, which was
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then used to construct the reduced density matrices, from
which the correlation measures (1) and (5) were calcu-
lated.

Geometries have been optimised at HF/cc-pVTZ level
of theory which yielded sufficient geometries in accor-
dance with higher level methods. To obtain the localised
atomic orbitals for the DMRG procedure, we first opti-
mised the exponents of the STO-6G basis set using the
MRCC program58–60 which approach resulted in similar
HF energy to the cc-pVTZ basis set result within 10−2

Hartree. Then we used the Pipek-Mezey procedure34

implemented in MOLPRO61 Version 2010.1, with tight
threshold 10−12, and minimised the number of atomic
orbitals contributed to each localised orbitals. All lo-
calised orbitals have been used in the DMRG procedure
thus, as a result, we have carried out calculations at the
FCI limit for all molecules. Then the results close to the
FCI limit have been analysed in the paper.19 We note
that we also calculated all results using HF/STO-3G ge-
ometry and localised STO-3G orbitals, with literature
value exponents, and found neglectable difference com-
pared to the results presented in the manuscript. (These
results are presented in the Appendix for comparison.)
This suggests that our analysis is very robust in general.
We note that this robustness is not entirely surprising.
Mayer has shown62–64 that extracting chemical informa-
tion from molecular wavefunctions such as bond orders
and valence indices could also be obtained using only
STO-3G basis set.

The datasets generated during and/or analysed during
the current study are available from the corresponding

author on reasonable request.
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44 Ö. Legeza and J. Sólyom, Phys. Rev. B 70, 205118 (2004).
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58 M. Kállay, Z. Rolik, J. Csontos, I. Ladjánszki, L. Szegedy,
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M. Kállay, The Journal of Chemical Physics 139, 094105
(2013).

60 D. Mester, J. Csontos, and M. Kállay, Theoretical Chem-
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Appendix A: Multipartite correlations

Here we recall the two-level theory of multipartite cor-
relations, introduced earlier for the investigation of multi-
partite entanglement27. Furthermore, we extend the con-
struction with the formalism of restriction to subsystems
and coarsening, and we also construct bounds and rela-
tions for the resulting correlation measures. Using these
tools we formulate and solve the task of multipartite cor-
relation clustering, that is, dividing the whole system
into weakly correlated subsystems consisting of strongly
correlated elementary subsystems.

1. Setting the stage.

Consider a quantum system composed of n elemen-
tary subsystems, labelled by natural numbers L =
{1, 2, . . . , n}. For the quantum mechanical description
of every elementary subsystem, a Hilbert space of uni-
form dimension d is used. These can form the whole
system investigated, or only a subsystem of that. Note
that, in the Appendi, we give a general treatment.1,2,37,65

In the case in which we use these tools in the main text,
the elementary subsystems are the orbitals (or clusters
of orbitals in coarsened cases), that is, we use the second
quantized formalism there, contrary to the first quantized
formalism, in which case the elementary subsystems are
the electrons. (A dictionary is given in Table I.) Note
that, however, this general treatment works equally well
in the first and the second quantized pictures, this is why
we have chosen this way of presentation here. In the first
quantized picture, the construction characterises the cor-
relations of the, e.g., position (or spin or other degrees of
freedom) of different distinguishable particles, and in the
second quantized picture, the same construction charac-
terises the correlations of the occupation of states with
different, e.g., position (or spin or other degrees of free-
dom). We also note that in the case of fermionic par-
ticles, the occupations of the sites are given in terms of
anticommuting operators. This leads to some difficulties
when one uses tools working well in the distinguishable

case. However, it has turned out that all what we need
during the construction of our multipartite/multiorbital
correlation clustering are working well if the situation
is restricted to the physical subspace of the operator
algebra,38,66,67 consisting of parity-preserving operators.
Since in the molecular-physical situations, considered in
the main text, even the preservation of the particle num-
ber holds, the following construction can obviously be
applied.

The state of the quantum system is represented by a
normalised positive linear functional acting on the alge-
bra of the observables. It is given by the density op-
erator %L, which is a positive semidefinite operator of
trace one, acting on the Hilbert space associated to the
system.1,37,65 By restricting the state to the subalgebra
of a (not necessarily elementary) subsystem X ⊆ L, one
can form the reduced density operator %X of the sub-
system. An essential property of a quantum state is its
mixedness. It can be characterised by the von Neumann
entropy37,65,68

S(%) = − tr % ln %. (A1)

One can also compare two quantum states in the sense
of statistical distinguishability69 by the Umegaki relative
entropy37,70,71 (or quantum Kullback-Leibler divergence)

D(%||ω) = tr %(ln %− lnω). (A2)

These two functions are of central importance in quan-
tum information theory,1,2,65 and the whole construction
we build here is based on them. Both of these func-
tions are nonnegative,37,70 and they have several beauti-
ful properties, making them extremely useful, also in the
cases in which we apply them in the sequel. Maybe the
most important one is the strong subadditivity of the von
Neumann entropy37,38,72

S(%X∪X′) + S(%X∩X′) ≤ S(%X) + S(%X′). (A3a)

A special case for disjoint subsystems X and X ′ is the
subadditivity of the von Neumann entropy,

S(%X∪X′) ≤ S(%X) + S(%X′). (A3b)

From the strong subadditivity, the so called Araki-
Lieb triangle inequality of the von Neumann
entropy1,37,65,66,73 also follows∣∣S(%X)− S(%X′)

∣∣ ≤ S(%X∪X′). (A3c)

Maybe even more fundamental is the monotonicity of the
relative entropy with respect to state reduction,37,38,74–76

that is, for subsystems Y ⊆ X,

D(%X ||ωX) ≥ D(%Y ||ωY ). (A4)

2. Level I correlations.

A split of the system into parts is given by the partition
ξ = {X1, X2, . . . , X|ξ|} ≡ X1|X2| . . . |X|ξ| of the labels

http://arxiv.org/abs/1302.4654
http://dx.doi.org/10.1103/PhysRevA.53.2046
http://eudml.org/doc/158296
http://dx.doi.org/ 10.1103/PhysRevA.83.062337
http://dx.doi.org/10.1103/PhysRevLett.87.040401
http://dx.doi.org/10.1103/PhysRevLett.87.040401
http://stacks.iop.org/1367-2630/7/i = 1/a = 229
http://stacks.iop.org/1367-2630/7/i = 1/a = 229
http://dx.doi.org/10.1103/PhysRevA.78.032101
http://dx.doi.org/10.1103/PhysRevA.65.012107
http://dx.doi.org/10.1007/s00340-009-3839-7
http://oeis.org/A000110
http://oeis.org/A000110
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quantum information
theory

quantum mechanics
(distinguishable particles)
(first quantized)

many-body quantum physics
(second quantized)

quantum chemistry
(Born-Oppenheimer appr.)
(second quantized)

system ensemble of particles chain, lattice electronic system of molecule

elementary subsystem particle site orbital

composite subsystem subensemble of particles block/cluster (of sites) cluster (of orbitals)

TABLE I. Dictionary. In the main text we follow mainly the quantum chemistry language, because of the illustrative chemical
applications, while in this Appendix we use the general quantum information theory language. Note that the elementary
subsystems are always distinguishable in this treatment. We do not treat the correlations in the first quantized formalism of
indistinguishable particles.
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FIG. 4. Lattices of partitions for n = 2, 3, 4 subsystems. The covering is depicted with arrows from the finer to the coarser
partition. The nonempty down-sets corresponding to the notions of k-partitionably uncorrelated and k-producibly uncorrelated
are located under the dashed lines starting from the left and the right, respectively.

L, that is, the X ∈ ξ sets of labels are nonempty and
disjoint, and their union is the whole L. The set of the
partitions of L is denoted with Π(L). The partitions are
illustrated with small pictographs in Fig. 4 for n = 2, 3, 4
subsystems. For two partitions, υ is a refinement40 of ξ,
(“υ is finer than ξ”, or, “ξ is coarser than υ”) denoted
with υ � ξ, if ξ can be obtained from υ by joining some
(maybe none) of the parts of υ. That is,

υ � ξ def.⇐⇒ ∀Y ∈ υ,∃X ∈ ξ : Y ⊆ X. (A5)

The refinement relation is a partial order, and the set
of partitions Π(L) turns out to be a lattice40. The top
and bottom elements are > = {{1, 2, . . . , n}} = {L} and
⊥ = {{1}, {2}, . . . , {n}} ≡ 1|2| . . . |n, respectively. Later
we will also need the notion of being neighbours in the
lattice. This is called covering relation.40 For two parti-
tions, ξ covers υ, denoted with υ ·≺ ξ, if |υ| = |ξ| + 1,
while υ ≺ ξ, from which we can conclude that there ex-
ists exactly one part X∗ ∈ ξ, for which there are exactly
two parts Y∗1, Y∗2 ∈ υ, such that X∗ = Y∗1 ∪ Y∗2; and all
the other parts in ξ can also be found in υ. That is,

υ ·≺ ξ ⇐⇒
{
υ \ ξ = {Y∗1, Y∗2} ∈ Π(X∗), and

ξ \ υ = {X∗} ∈ Π(X∗).
(A6)

The covering relation is illustrated with arrows in Fig. 4
for n = 2, 3, 4 subsystems.

A quantum state %L is ξ-uncorrelated, that is, uncorre-
lated with respect to the partition ξ, if it can be written
in a product form of the reduced states with respect to
ξ. One can characterise to what extent a state is not
ξ-uncorrelated. To this end, let the ξ-correlation27, also
called “among-the-clusters correlation information”46 be
defined as

Cξ(%L) :=
∑
X∈ξ

S(%X)− S(%L), (A7)

with the reduced states %X . (For the finest ⊥ split, this
is also called “correlation information”46, or “multipar-
tite mutual information”77, or “total correlation”44,45,
also considered by Lindblad42 and used43 to de-
scribe correlations within multipartite quantum sys-
tems.) For a bipartition ξ = X1|X2 ≡ X1|(L \
X1), the quantity CX1|X2

(%L) = S(%X1
) + S(%X2

) −
S(%L) = IX1|X2

(%L) is the well-known (bipartite) mutual

information.1,2,37,65 The information-geometrical mean-
ing of the ξ-correlation is also clarified5,27, it expresses
the minimal distinguishability (A2) of a state from the
set of ξ-uncorrelated states, the “relative entropy of ξ-
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correlation”,

min
ωL ξ-uncorr.

D
(
%L
∥∥ωL) = Cξ(%L). (A8)

Note that because of the (A3b) subadditivity of the von
Neumann entropy, the ξ-correlation takes higher value
for a finer split,

υ � ξ ⇐⇒ Cυ ≥ Cξ. (A9)

This is called multipartite monotonicity (of the first
kind).27

Some remarks on the relation to entanglement3,4,78 is
also on place here. If the whole system can be described
by a pure state %L = |ψL〉〈ψL|, the (A7) correlation
with respect to the X|(L \ X) split is just two times
the entanglement entropy1,2,79 of subsystem X ⊆ L,
that is, CX|(L\X)(%L) = 2S(%X), because of the Schmidt

decomposition1,2,80. Generally speaking, pure states of
classical systems are always uncorrelated. If a pure state
of a quantum system is correlated, then this correlation
is of quantum origin, and it is called entanglement. Then
correlation measures for pure quantum states often lead
to entanglement measures27. Mixed states of a classi-
cal system can be either correlated or uncorrelated. If
a mixed state of a quantum system is correlated, this
correlation can either be classical or it can contain also
quantum entanglement5,81. For mixed states, entangle-
ment measures can also be constructed27,39.

3. Level II correlations.

We also need to consider a second level notion of un-
correlated states. This expresses that a state is uncor-
related with respect to at least one partition from a
given set. If ξ-uncorrelated states are considered, then υ-
uncorrelated states are automatically considered also for
all υ � ξ, so it is natural to consider the nonempty down-
sets of partitions27 (also called order ideal). A nonempty
ξ = {ξ1, ξ2, . . . , ξ|ξ|} ⊆ Π(L) set is a nonempty down-
set if it contains every partition which is finer than its
maximal elements.40 This can be drawn by lines cutting
the partition lattice into two parts in a way that the ar-
rows cross these lines in one way only. The elements of
the down-set are then the ones located under that line.
Some of these cuttings are illustrated with dashed lines
in Fig. 4 for n = 2, 3, 4 subsystems. Here we also have a
natural partial order, being the standard set-theoretical
inclusion among the nonempty down-sets, υ � ξ if and
only if υ ⊆ ξ, and the set of nonempty down-sets of par-
titions is also a lattice40. Particular down-sets are the
principal ideals ↓{ξ} = {ξ′ ∈ Π(L) | ξ′ � ξ}, being the
down-sets of partitions finer than or equal to a single ξ.
Easy to check that ↓{ξ} � ↓{ξ′} ⇔ ξ � ξ′, so the Level
I structure is enbedded into Level II in this way. (A
dual way of this embedding is using the principal filters
↑{ξ} = {ξ′ ∈ Π(L) | ξ � ξ′}, which is a particular kind
of up-set or order filter.)

A quantum state %L is ξ-uncorrelated, if it is ξ-
uncorrelated with respect to at least one ξ ∈ ξ. One can
characterise to what extent a state is not ξ-uncorrelated.
To this end, let the ξ-correlation27 be defined as

Cξ(%L) := min
ξ∈ξ

Cξ(%L). (A10)

The information-geometrical meaning of the ξ-
correlation is also clarified27, it expresses the mini-
mal distinguishability (A2) of a state from the set of
ξ-uncorrelated states,

min
ωL ξ-uncorr.

D
(
%L
∥∥ωL) = min

∀ξ∈ξ
min

ωL ξ-uncorr.
D
(
%L
∥∥ωL)

= min
∀ξ∈ξ

Cξ(%L) = Cξ(%L),

(A11)

see (A8). Note that because of the multipartite mono-
tonicity (A9) of the ξ-correlation (A7), it is sufficient
to calculate the minimum over the maximal elements
of ξ in the ξ-correlation (A10), that is, Cξ(%L) =
minξ∈max ξ Cξ(%L). In particular, C↓{ξ} = Cξ for the
principal ideal ↓{ξ}. Note on the other hand that, be-
cause of the multipartite monotonicity (A9) of the ξ-
correlation, the ξ-correlation takes higher value for a
smaller nonempty down-set,

υ � ξ ⇐⇒ Cυ ≥ Cξ. (A12)

This is called multipartite monotonicity (of the second
kind)27.

4. k-partitionability and k-producibility.

So far we introduced different kinds of uncorrelated
states, and we characterised to what extent a state is
not uncorrelated in the different ways. This construction
actually led to different notions of correlations. For our
goals it is enough to consider some special ones of them.

For k = 1, 2, . . . , n, a state is k-partitionably uncorre-
lated, if it can be written in the product form of density
matrices of (at least) k subsystems. That is, they are
µk-uncorrelated for the nonempty down-set µk contain-
ing all the partitions µ in which the number (|µ|) of the
parts is greater than or equal to k,27

µk =
{
µ ∈ Π(L)

∣∣ |µ| ≥ k}. (A13a)

(This is related to the natural gradation of the lattice of
partitions Π(L).) These form a chain (a completely or-
dered set), {⊥} = µn � . . . � µk+1 � µk � . . . � µ1 =
Π(L). (k-partitionability is related to the k-separability
in the theory of multipartite entanglement82–84: a mixed
state is said to be k-separable, if it can be written as the
convex mixture of k-partitionably uncorrelated states.
We would call them k-partitionably separable in an ex-
tended nomenclature, describing correlation and entan-
glement.) The cuttings corresponding to the nonempty
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down-sets µk are illustrated with dashed green lines in
Fig. 4 for n = 2, 3, 4 subsystems.

For k = 1, 2, . . . , n, a state is k-producibly uncorrelated,
if it can be written in the product form of density ma-
trices of subsystems of size at most k. That is, they are
νk-uncorrelated for the nonempty down-set νk contain-
ing all the partitions ν in which the sizes (|N |) of the
parts N ∈ ν are less than or equal to k,27

νk′ =
{
ν ∈ Π(L)

∣∣ ∀N ∈ ν : |N | ≤ k′
}
. (A13b)

(This is related to a “dual view” of the lattice of par-
titions Π(L).) These form a chain, {⊥} = ν1 � . . . �
νk−1 � νk � . . . � νn = Π(L). (k-producibility
was originally introduced for the studying of multipartite
entanglement83,85,86, here we use an analogue of that for
correlation: a mixed state is said to be k-producible, if
it can be written as the convex mixture of k-producibly
uncorrelated states. We would call them k-producibly
separable in an extended nomenclature, describing cor-
relation and entanglement.) The cuttings corresponding
to the nonempty down-sets νk are illustrated with dashed
orange lines in Fig. 4 for n = 2, 3, 4 subsystems.

One can characterise to what extent a state is not k-
partitionably and k-producibly uncorrelated by the use
of the µk- and νk-correlation (A10). In this case we
call that k-partitionability correlation and k-producibility
correlation, respectively,

Ck-part(%L) := Cµk
(%L) ≡ min

µ∈µk

Cµ(%L), (A14a)

Ck-prod(%L) := Cνk
(%L) ≡ min

ν∈νk

Cν(%L). (A14b)

That is, for an n-partite system, we have two groups of
n functions measuring correlation. Because of the mul-
tipartite monotonicity (A12), the k-partitionability cor-
relation takes lower value for a smaller k, and the k-
producibility correlation takes higher value for a smaller
k,

k ≤ k′ ⇐⇒ Ck-part ≤ Ck’-part, (A15a)

k ≤ k′ ⇐⇒ Ck-prod ≥ Ck’-prod. (A15b)

Note that µ1 = νn = Π(L), so C1-part = Cn-prod = 0;
µ2 = νn−1, so C2-part = C(n− 1)-prod; µn = ν1 = {⊥},
so Cn-part = C1-prod = C{⊥} = C⊥. There are no such
coincidences for other values of k in general, however,
µk � νn−k+1 (because, for any partition ξ ∈ Π(L), the
relation |X| ≤ n− (|ξ| − 1) holds for all X ∈ ξ parts), so

Ck-part ≥ C(n− k + 1)-prod, (A16)

because of the multipartite monotonicity (A12).

5. Correlations in subsystems and coarsening.

Until this point, we considered the correlation mea-
sures (A7), (A10) and (A14) in a system L = {1, 2, . . . , n}

of elementary subsystems by the use of the partitions
ξ = {X1, X2, . . . , X|ξ|} ≡ X1|X2| . . . |X|ξ| ∈ Π(L). There
are two ways for making these concepts more flexible.

First, we would like to characterise the correlations
in a (nonempty) subsystem L′ ⊆ L. Then for Level
I, obviously, we have the ξ′-correlation for ξ′ ∈ Π(L′)
with the same definition (A7). For Level II, we also
have the ξ′-correlation for a nonempty down-set ξ′ ⊆
Π(L′) with the same definition (A10). For the k-
partitionability and k-producibility correlations, we have
to denote the restriction for subsystem, and we use the
notation Ck-part,L′(%L′) and Ck-prod,L′(%L′), respectively.

One can also restrict the notions for (nonempty) sub-
systems L′ ⊆ L from the original system L. Let us denote
the restriction of a partition ξ ∈ Π(L) to subsystem L′

with ξ|L′ = {X ∩ L′ 6= ∅ | X ∈ ξ} ∈ Π(L′). It is easy to
check that if υ � ξ then υ|L′ � ξ|L′ . Let us denote the
restriction of a nonempty down-set of partitions ξ to sub-
system L′ with ξ|L′ = {ξ|L′ | ξ ∈ ξ}. It is easy to check
that if υ � ξ then υ|L′ � ξ|L′ . The k-partitionability
and k-producibility of the whole system L is described
by the µk and νk down-sets of partitions in Π(L) (see
above). Then, the k-partitionability and k-producibility
of the subsystem L′ is described by the µk,L′ and νk,L′
down-sets of partitions in Π(L′). We have then that

µk|L′ = µk−(|L|−|L′|),L′ , (A17a)

νk|L′ = νk,L′ . (A17b)

(So, restricting the k-partitionability of the system makes
sense only if k is larger than the number of dropped sub-
systems plus one; and restricting the k-producibility of
the system makes sense only if k is smaller than the num-
ber of the kept subsystems.) The proofs of these are as
follows. Notice that 0 ≤ |ξ|− |ξ|L′ | ≤ |L\L′| = |L|− |L′|,
because the number of parts always decreases for restric-
tion, and the largest decrease occurs when all the parts
X ∈ ξ which are not contained in L′ are of size 1, then the
number of empty sets, coming from X ∩ L′, is |L \ L′|.
Rearranging the relations, we have the bounds on the
size of the restricted partition |ξ| − |L \L′| ≤ |ξ|L′ | ≤ |ξ|.
For the proof of (A17a), we need, on the one hand, that
∀µ ∈ µk, µ|L′ ∈ µk−|L\L′|,L′ . This comes from that

k − |L \ L′| ≤ |µ| − |L \ L′| ≤ |µ|L′ |, where the first
inequality is |µ| ≥ k (by (A13a) definition of µk) and
the second one is the above bound on the size of the
restricted partition. For the proof of (A17a), we need,
on the other hand, that ∀µ′ ∈ µk−|L\L′|,L′ , ∃µ ∈ µk
such that µ′ = µ|L′ . For this, we consider the parti-
tion µ = µ′ ∪ µ′′ ∈ Π(L), where µ′′ ∈ Π(L \ L′). Then
µ|L′ = µ′ holds clearly. Let µ′′ be the bottom element of
Π(L \ L′), that is, µ′′ := ⊥Π(L\L′) = {{i} | i ∈ L \ L′},
then |µ| = |µ′| + |⊥Π(L\L′)| = |µ′| + |L \ L′| ≥ k, so
µ ∈ µk. For the proof of (A17b), we need, on the one
hand, ∀ν ∈ νk, ν|L′ ∈ νk,L′ . This comes from the (A13b)
definition of νk, and from that the size of the parts of ν
decreases for restriction. For the proof of (A17b), we
need, on the other hand, that ∀ν′ ∈ νk,L′ , ∃ν ∈ νk
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such that ν′ = ν|L′ . For this, we consider the parti-
tion ν = ν′ ∪ ν′′ ∈ Π(L), where ν′′ ∈ Π(L \ L′). Then
ν|L′ = ν′ holds clearly. Let ν′′ be also k-producible, that
is, ν′′ ∈ νk,L\L′ then clearly ν ∈ νk, by (A13b) definition
of νk.

Second, we would like to characterise the correlations
in the whole system L, but only with respect to a coars-
ening, given by the partition υ = Y1|Y2| . . . |Y|υ| ∈ Π(L).
That is, the composite subsystems Y ∈ υ become the
elementary ones in the coarsened treatment. This means
that, for the correlations, we use the partitions coarser
than υ, the set of which is denoted by Π(L, υ) = {ξ′ ∈
Π(L) | υ � ξ′} = ↑{υ} ⊆ Π(L), which is a princi-
pal filter40 in Π(L). Then for Level I, we have the ξ′-
correlation for ξ′ ∈ Π(L, υ) with the same definition
(A7). For Level II, we also have the ξ′-correlation for
a nonempty down-set ξ′ ⊆ Π(L, υ) with the same defini-
tion (A10). For the k-partitionability and k-producibility
correlations, we have to denote the coarsening and we
use the notation Ck-part,υ(%L) and Ck-prod,υ(%L), respec-
tively. (Note that in the case of k-producibility, the min-
imisation in (A14b) should be taken over the partitions
ν ∈ νk,υ = νk ∩ Π(L, υ) ⊆ Π(L, υ) in which the parts
N ∈ ν are the disjoint union of subsystems Y ∈ υ of
number less than or equal to k.)

6. Global bounds.

The von Neumann entropy (A1) takes its maximum
for maximally mixed states,37 so it is bounded by

S(%X) ≤ ln dX = |X| ln d, (A18)

where d is the (uniform) dimension of the Hilbert spaces
of the elementary subsystems.

For disjoint X,X ′ ∈ L subsystems, we have that the
usual bipartite X|X ′-correlation (A7) is bounded by

CX|X′(%X∪X′) ≤
(
|X|+ |X ′|

)
ln d. (A19)

Another bound can also be given, which is stronger, if
one part is larger than the other,

CX|X′(%X∪X′) ≤ min
{

2 ln dX , 2 ln dX′
}

= min
{
|X|, |X ′|

}
2 ln d.

(A20)

The proof of this is as follows,

CX|X′(%X∪X′) = S(%X) + S(%X′)− S(%X∪X′)

≤ S(%X) + S(%X′)−
∣∣S(%X)− S(%X′)

∣∣
= 2 min

{
S(%X), S(%X′)

}
,

where the (A3c) Araki-Lieb triangle inequality, is used.
Then using (A18) completes the proof: the minimum of
the entropies is bounded from above by the minimum of
the upper bounds of the entropies.

Generalising the above, let us consider a partition ξ =
X1|X2| . . . |X|ξ| ∈ Π(L) of the whole system L. We have
then that the ξ-correlation (A7) is bounded by

Cξ(%L) ≤ |L| ln d. (A21)

Another bound can also be given, which is stronger, if
one part is larger than the others together,

Cξ(%L) ≤
(∑
X∈ξ

2 ln dX −max
X′∈ξ

{
2 ln dX′

})
=
(
|L| −max

X∈ξ

{
|X|
})

2 ln d.

(A22)

The proof of this is as follows,

Cξ(%L) =
∑
X∈ξ

S(%X)− S(%L)

≤
∑
X∈ξ

S(%X)− S(%X′) +
∑
X∈ξ
X 6=X′

S(%X)

= 2
∑
X∈ξ
X 6=X′

S(%X) for all X ′ ∈ ξ,

where the polygon inequality,

S(%X′)−
∑
X∈ξ
X 6=X′

S(%X) ≤ S(%L) for all X ′ ∈ ξ,

is used. (This follows from the combination of the (A3c)
triangle inequality in the form of S(%X′) − S(%L\X′) ≤
S(%L), holds for allX ′ ⊆ L, with the (A3b) subadditivity,
in the form S(%L\X′) ≤

∑
X∈ξ,X 6=X′ S(%X).) Then using

(A18) completes the proof: the sum of the |ξ| − 1 lowest
entropies is bounded from above by the sum of the |ξ|−1
lowest upper-bound of the entropies. Note that (A20) is
a special case of this.

Having the (A22) bound for the ξ-correlation (A7), we
can obtain the bound

Cξ(%L) ≤
(
|L| −max

ξ∈ξ
max
X∈ξ

{
|X|
})

2 ln d (A23)

for the ξ-correlation (A10): the minimum of ξ-
correlations is bounded from above by the minimum of
the upper-bounds of the ξ-correlations. This leads to the
bounds for the k-partitionability correlation (A14a) and
the k-producibility correlation (A14b)

Ck-part(%L) ≤
(
k − 1

)
2 ln d, (A24a)

Ck-prod(%L) ≤
(
|L| − k

)
2 ln d. (A24b)

Based on the bounds (A20), (A22), (A23) and (A24),
it is convenient to give all numerical results for these
quantities in units of ln d. On the other hand, although
we do not know if the bounds (A22), (A23) and (A24)
can be attained or not by quantum states, we empha-
sise that there exist stronger bounds for the correlations
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in classical states than for the correlations in quantum
states. Indeed, applying the monotonicity of the entropy
w.r.t. partial trace (S(%X′) ≤ S(%X) if X ′ ⊆ X, holds for
classical states37), it is easy to prove, that for classical
states we have half of the bounds (A20), (A22), (A23)
and (A24). For example, consider the cases of two classi-
cal and two quantum dits. For classical states (embedded
locally into quantum states), the maximally correlated

one is given by 1
d

∑d
i=1 |i〉〈i|⊗|i〉〈i|, for which C1|2 = ln d,

while for quantum states, the maximally correlated one

is given by 1
d

∑d
i,j=1 |i〉〈j|⊗ |i〉〈j| (projecting to the state

vector 1√
d
(
∑d
i=1 |i〉 ⊗ |i〉), for which C1|2 = 2 ln d. That

is, the (A20) bound is strict for quantum states (i.e., it
is attained), and the (strict) bound for classical states is
only the half of that. Similarly, we expect that the maxi-
mal possible values of the ξ-correlation, the ξ-correlation,
the k-partitionability correlation and the k-producibility
correlation are strictly smaller for classical states than
for quantum states.

7. Relations among the correlation measures.

We have already seen the first two relations among
the correlation measures, the multipartite monotonicity
of the first and second kinds in (A9) and (A12). We can
easily have the further two,

Cξ(%L) ≤ Cξ(%L) for all ξ ∈ ξ, (A25)

by definition (A10), and

Cξ(%L) ≤ Cξ(%L) if ξ � ↓{ξ}, (A26)

by the multipartite monotonicity (A12).
For disjoint X,X ′ ∈ L subsystems, we have that

the usual bipartite X|X ′-correlation is monotonic in the
sense that

∀i ∈ X, i′ ∈ X ′ : Ci|i′(%{i,i′}) ≤ CX|X′(%X∪X′),
(A27)

following from (A8) and the (A4) monotonicity of the rel-
ative entropy (A2). (Alternatively, a different proof can
be formulated exploiting the (A3a) strong subadditivity
of the von Neumann entropy.) From this, and the multi-
partite monotonicity (A9), for all i, i′ orbitals and for all
ξ ∈ Π(L) splits,

Ci|i′(%{i,i′}) ≤ Cξ(%L) if i|i′ = ξ|{i,i′}, (A28)

that is, when ξ separates i and i′. From this,

Ci|i′(%{i,i′}) ≤ min
ξ∈ξ

Cξ(%L) = Cξ(%L)

if i|i′ = ξ∗|{i,i′}, where ξ∗ = argmin
ξ∈ξ

Cξ(%L).
(A29)

In particular,

Ci|i′(%{i,i′}) ≤ min
X⊂L

CX|(L\X)(%L) = C2-part(%L)

if i ∈ X∗, i′ ∈ L \X∗,
where X∗ = argmin

X⊂L
CX|(L\X)(%L).

(A30)

Generalising the relations above, let us consider a
(nonempty) subsystem L′ ⊆ L of the whole system L,
and the ξ|L′ restriction of a partition ξ to this subsys-
tem. We have then

Cξ|L′ (%L′) ≤ Cξ(%L), (A31)

following from (A8) and the monotonicity of the relative
entropy (A2) for partial trace1,65. Note that the bound
(A28) is a special case of this. Let us consider the ξ|L′
restriction of a nonempty down-set of partitions ξ to this
subsystem. We have then

Cξ|L′ (%L′) ≤ Cξ(%L), (A32)

following from (A31): the minimum of the ξ|L′ -
correlations is bounded from above by the minimum
of the larger ξ-correlations. Let us consider the k-
partitionability and k-producibility of the subsystem L′.
We have then

C(
k − (|L| − |L′|)

)
-part,L′(%L′) ≤ Ck-part(%L), (A33a)

Ck-prod,L′(%L′) ≤ Ck-prod(%L), (A33b)

because of (A17).
On the other hand, one can also bound level II mea-

sures of subsystems L′ ⊆ L by level I measures of the
original system L. We have then that for a ξ ∈ Π(L)
split,

Cξ′(%L′) ≤ Cξ(%L) if ξ|L′ ∈ ξ′, (A34)

following from (A31) and (A25). In particular,

C2-part,L′(%L′) ≤ Cξ(%L)

if ξ|L′ � X ′|(L′ \X ′) for a X ′ ∈ L′,
(A35)

that is, if ξ dissects L′, that is, if ξ|L′ is not the trivial
split.

8. Relations for the bipartite correlation clustering.

Let us split the system into subsystems, described
by the partition γ = G1|G2| . . . |G|γ| ∈ Π(L), given
by the clustering based on the “connectivity” with re-
spect to Ci|j . That is, subsystems i and j are con-
tained in the same part G ∈ γ, if and only if there ex-
ists a path i = i1, i2, . . . , ip = j of orbitals for which
Cis|is+1

(%{is,is+1}) ≥ Tb for a threshold Tb for all 1 ≤ s ≤
p− 1. We call this bipartite correlation clustering.

The first point to see here is that there are nonvanish-
ing correlations Cξ′ and Cξ′ inside the parts G ∈ γ. In-
deed, for all ξ′ ∈ Π(G), for all X ′ ∈ ξ′, there are i′ ∈ X ′
and i ∈ G \ X ′ for which Ci|i′(%{i,i′}) ≥ Tb, because
of the construction of γ. For these, on the other hand,
ξ′|{i,i′} = i|i′, so the condition of (A28) holds,

Tb ≤ Ci|i′(%{i,i′}) ≤ Cξ′(%G). (A36)
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FIG. 5. Illustration for the (A43) definition of multipartite
correlation clustering. The up-set ↑{β} is drawn by red line,
Cξ′−Cξ ≤ Tm, because β � ξ′, while Cξ′′−Cξ > Tm, because
β � ξ′′. (Schematic view of the partition lattice Π(L): the
arrows denote the covering relation (A6) in the same way as
in Fig. 4, and the dashed grey lines represent the gradation
of the lattice.)

Because this holds for all ξ′, it holds also for ξ′∗ =
argminξ′∈ξ′ Cξ′ , so the condition of (A29) holds,

Tb ≤ Ci|i′(%{i,i′}) ≤ Cξ′(%G). (A37)

In particular,

Tb ≤ Ci|i′(%{i,i′}) ≤ C2-part,G(%G). (A38)

Note that, because of (A22) and (A23), the bounds (A36)
and (A37) seem to be rather weak. However, because of
(A24a), the bound (A38) seems to be strong, depending
on Tb.

The second point to see here is that Cγ is not nec-
essarily weak. If there is a subsystem L′ ⊆ L which is
dissected by γ, that is, for which γ|L′ is nontrivial, and
the correlation Cξ′ inside L′ is strong (we can interpret
this as the occurrence of hidden correlations), then Cγ is
also strong,

Cξ′(%L′) ≤ Cγ(%L) if γ|L′ ∈ ξ′, (A39)

which is (A34). In particular,

C2-part,L′(%L′) ≤ Cγ(%L) (A40)

in all cases, because all nontrivial splits are contained in
µ2,L′ .

The third point to see here is that if Cξ is weak for a
split ξ ∈ Π(L), then γ � ξ, or, contrapositively, if γ � ξ
then Cξ is strong. This comes as follows. If γ � ξ then
there is a G ∈ γ which is dissected by ξ, that is, ξ′ := ξ|G
is not trivial. Then for all X ′ ∈ ξ′, there are i′ ∈ X ′ and
i ∈ G \ X ′ for which Ci|i′(%{i,i′}) ≥ Tb, because of the
construction of γ. For these, on the other hand, ξ′|{i,i′} =

i|i′, so the condition of (A28) holds, and using also (A31),
we have Tb ≤ Ci|i′(%{i,i′}) ≤ Cξ′(%G) ≤ Cξ(%L).

The fourth point to see here is that one can exclude the
hidden correlations among the parts of ξ ∈ Π(L) if Cξ is
weak. We have just seen that if Cξ is weak then γ � ξ.
If Cξ is weak then the 2-partitionability C2-part,L′(%L′) is
weak in every subsystem L′ ⊂ L which is dissected by ξ,
that is, for which ξ|L′ is nontrivial, that is,

C2-part,L′(%L′) ≤ Cξ(%L), (A41)

in the same way as (A40), and here the right hand side is
weak. However, if the system is large enough, then there
can be several small local contributions to the global Cξ,
making it too large, even if there are no hidden correla-
tions.

In summary, an intrinsic problem of the bipartite cor-
relation clustering is that it is based on bipartite correla-
tions, which are local (that is, consider only density ma-
trices of two elementary subsystems), and which ranges
in 0 ≤ Ci|j ≤ 2 ln d. Because of this, it is unable to grasp
the multipartite correlations in a satisfactory way, unless
some additivity results for Ci|j can be proven, which does
not seem to be the case.

9. Multipartite correlation clustering

Here we formulate and solve the task of dividing the
whole system into weakly correlated subsystems consist-
ing of strongly correlated elementary subsystems. We
call this multipartite correlation clustering. That is, to
obtain β = B1|B2| . . . |B|β| ∈ Π(L), if exists, for which

(i) the subsystems described by the parts B ∈ β are
weakly correlated with one another,
(ii) the elementary subsystems i ∈ B inside a part B ∈ β
are strongly correlated with one another.

It makes this notion complicated that strong and weak
are ill-defined, and depend on the context. That is, al-
though some rules of thumb might exist, we cannot for-
mulate general thresholds for Ck-part,B , Ck-prod,B and Cβ
independently of the situation. Instead of that, we use
a different point of view, leading to a local strategy. For
this, we have to be able to decide about a given ξ, if it
is a good ansatz, or it is worth considering a ξ′, which is
“a bit” finer than ξ.

The first we need is to calculate the “derivative” of Cξ
with respect to ξ, that is, the difference of Cξ for covering
ξ values. Let ξ′ ·≺ ξ, then we have

Cξ′(%L)− Cξ(%L) = Cξ′\ξ(%X), (A42)

where X is the unique element in ξ \ ξ′, see (A6). In-
deed, if ξ′ ·≺ ξ, then they have the same parts, the en-
tropies of which cancel each other, apart that there is
a unique X∗ ∈ ξ, which is dissected into the disjoint
X ′∗1, X

′
∗2 ∈ ξ′ parts, from which Cξ′(%L) − Cξ(%L) =

S(%X′∗1) + S(%X′∗2)− S(%X∗) = CX′∗1|X′∗2,X∗(%X∗). (Note
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FIG. 6. Illustrations for the multipartite correlation clusterings. (a) There are no contradictory multipartite correlation
clusterings. (b) There may be different compatible multipartite correlation clusterings.

that the right hand side in (A42) is nonnegative, so Cξ
decreases with respect to the covering, which is the spe-
cial case of the multipartite monotonicity (A9), valid for
arbitrary coarsening.)

Now we reformulate the multipartite correlation clus-
tering (i)-(ii) as seeking β for which

there exists a threshold Tm > 0, such that

∀ξ, ξ′ ∈ Π(L) such that ξ′ ·≺ ξ, and β � ξ, then

β � ξ′ ⇔ Cξ′(%L)− Cξ(%L) ≤ Tm.

(A43)

(For illustration, see Fig. 5.) This means that, on the one
hand, the change of the function Cξ with ξ is small while
ξ is coarser than β (ξ does not leave the up-set ↑{β}),
that is, we divide only parts weakly correlated with one
another (A42). This is how (i) is grasped. On the other
hand, the function Cξ jumps when ξ gets not coarser than
β (ξ does leave the up-set ↑{β}), that is, if we divide parts
strongly correlated with one another (A42). This is how
(ii) is grasped. Note that, for a more robust definition,
one can impose a threshold interval instead of a simple
threshold value. Note also that the minimal change in
Cξ is related to the 2-partitionability of the parts in ξ,

min
ξ′ ·≺ξ

(
Cξ′(%L)− Cξ(%L)

)
= min

X∈ξ
C2-part,X(%X), (A44)

because of (A42).
There might not exist meaningful multipartite corre-

lation clustering for a given quantum state %L, that is,
there might exist no β satisfying (A43). However, the
notion of the multipartite correlation clustering (accord-
ingly, the definition (A43)) is strong enough to exclude
the existence of more than one contradictory βs (that
is, which are not related by coarsening). Indeed, let us
take, contrapositively, that we have β and β′, with pos-
sibly different thresholds Tm ≤ T ′m, for which β � β′

and β � β′. (For illustration, see Fig. 6(a).) Now let us

have ξ = β ∨ β′, the least upper bound of β and β′, then
for the next step ξ′ ·≺ ξ we have that either β ⊀ ξ′ or
β′ ⊀ ξ′ (it leaves either ↑{β} or ↑{β′}). Let us choose
a step β′ ⊀ ξ′ and β ≺ ξ′ (leaving ↑{β′} but staying
in ↑{β}), then from the definition (A43) we have that
T ′m < Cξ′(%L)−Cξ(%L) ≤ Tm, contradicting to Tm ≤ T ′m.
On the other hand, more than one compatible β (with
different thresholds Tm) might still exist (that is, which
are related by coarsening). Then they form a chain,
β � β′ � β′′ � . . . (↑{β} ⊂ ↑{β′} ⊂ ↑{β′′} ⊂ . . . ), and
Tm < T ′m < T ′′m < . . . , this means that there are different
meaningful levels of the multipartite correlation cluster-
ing, that is, different strength-scales of correlations. (For
illustration, see Fig. 6(b).)

How to find β satisfying (A43)? The threshold Tm in
(A43) seems also to be ill-defined, unless we calculate
and compare Cξ for all ξ ∈ Π(L), which is infeasible even
for not too large systems. (|Π(L)| grows rapidly87 with
|L|.) Fortunately, we do not have to do so. It is enough
to start with the trivial element ξ = > = {L} (with
C> = 0), then carrying out successive refinement (that
is, climbing down Π(L) such that in each step we move
from ξ to ξ′ which is covered by ξ), while keeping track
of the change of Cξ. If in one step Cξ′ − Cξ is much
larger than before, then we have to find another ξ′ ·≺ ξ,
for which Cξ′ − Cξ is small. If there is no such ξ′, then
we have reached β, that is, β = ξ. This is because in
general,

∀υ, υ′ ∈ Π(L) such that υ′ ·≺ υ, and

∀ξ ∈ Π(L) such that ξ � υ but ξ � υ′, then

min
ξ′ ·≺ξ

Cξ′(%L)− Cξ(%L) ≤ Cυ′(%L)− Cυ(%L).
(A45)

(For illustration, see Fig. 7(a).) The proof is as follows.
For the right hand side, since υ′ ·≺ υ, we have the unique
Y∗ ∈ υ and Y ′∗1, Y

′
∗2 ∈ υ′, such that υ′ \ υ = {Y ′∗1, Y ′∗2}

and υ\υ′ = {Y∗}, see (A6), by which Cυ′(%L)−Cυ(%L) =
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FIG. 7. Illustration for the proof of (A45) for multipartite correlation clustering. (a) The up-set ↑{ξ} and down-set ↓{ξ} are
drawn by solid and dashed blue lines. υ′ leaves ↑{ξ}; ξ′, constructed in the text, is covered by ξ, its up-set, drawn by solid
green line, may or may not contain υ′. (b) The construction of ξ′, see in the text: υ and υ′ are drawn by solid and dashed
black lines. ξ and ξ′ are drawn by solid blue and dashed green lines.

C{Y ′∗1,Y ′∗2},Y∗(%Y∗), see (A42). For the left hand side, since
ξ � υ, we have that for all X ∈ ξ there exists a Y ∈ υ
such that X ⊆ Y , see (A5). The partition υ′ dissects
some (at least one) parts of ξ (since ξ � υ′). Let X∗ ∈ ξ
be such a part. Note that X∗ ⊆ Y∗, since ξ � υ, and Y∗ is
the one dissected by υ′. Now choose a ξ′ such that X∗ ∈ ξ
is also dissected by ξ′ into parts “in the same way as υ′”,
that is, ξ′ :=

(
ξ \ {X∗}

)
∪{X ′∗1, X ′∗2} where X ′∗1 := X∗ ∩

Y ′∗1 ⊆ Y ′∗1 and X ′∗2 := X∗ ∩ Y ′∗2 ⊆ Y ′∗2. (For illustration,
see Fig. 7(b).) It is clear that ξ′ ·≺ ξ, see (A6). Now
we have that Cξ′(%L) − Cξ(%L) = C{X′∗1,X′∗2},X∗(%X∗),
see (A42). Since {X ′∗1, X ′∗2} = {Y ′∗1, Y ′∗2}|Y∗ , the proof
is completed by (A31). The meaning of (A45) is exactly
what we need: if at a ξ the change of the correlation
Cξ is large for all the possible steps then the change of
the correlation is also large if one leaves the up-set ↑{ξ}.
So if, during the successive refinement, we follow a path
in which the change of the correlation Cξ is small, and
we reach a ξ of small enough Cξ, after which in every
possible step this change becomes large, then we have
reached β.

So in this way we have managed to give meaning to
Cξ′ − Cξ being small or large, by comparing the values
of Cξ through a path from > to ⊥. But there is a ques-
tion remained: how to do the successive refinement? If,
for example, we choose a wrong step in the beginning,
with Cξ′ −Cξ=> = Cξ′ being large (this is the case when
β � ξ′, we leave the up-set ↑{β}), we do not notice this,
and we miss the whole structure. (Choosing a wrong
step later can be recognised, since the difference Cξ′−Cξ
becomes large, compared to the differences in the previ-
ous steps.) We can avoid this mistake if in each step we
choose the step in which Cξ changes the smallest. How-
ever, always finding the step with minimal change in Cξ is

still infeasible (|{ξ′ ∈ Π(L)|ξ′ ·≺ ξ}| = ∑X∈ξ(2
|X|−1 − 1)

is still large in the beginning of the procedure). For-
tunately, the bipartite correlation clustering γ, given in
the previous section, often gives us a good hint. We can
immediately have that the parts G ∈ γ should not be
dissected: the 2-partitionability C2-part,G in G is strong
(A38), which determines the change of Cξ, that is,

Tb ≤ Cξ′ − Cξ, if γ ≺ ξ and γ ⊀ ξ′, (A46)

see (A38) and (A42). This reduces the possibilities for
the steps in the successive refining, since it must be
contained in ↑{γ} until it reaches γ. However, in the
presence of hidden correlations, that is, strong multipar-
tite correlations among the parts of γ, we have that the
change of Cξ is high even if no part of γ is dissected
(A44).

10. Example for hidden correlations

Here we construct an example family of states show-
ing hidden correlations. The smallest quantum system
in which hidden correlations can occur is the system of
three qubits. A general three-qubit state %{1,2,3} can be
expressed in the basis of the Pauli matrices

σ0 =

[
1 0

0 1

]
, σ1 =

[
0 1

1 0

]
, σ2 =

[
0 −i
i 0

]
, σ3 =

[
1 0

0 −1

]
,

(A47)

with the coefficients %a,b,c{1,2,3} ∈ R as

%{1,2,3} =
1

8

3∑
a,b,c=0

%a,b,c{1,2,3}σa ⊗ σb ⊗ σc. (A48)

The normalisation tr %{1,2,3} = 1 leads to %0,0,0
{1,2,3} = 1,

on the other hand, for the sake of simplicity, let us use
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only the σ0 and σ3 components, that is, %a,b,c{1,2,3} = 0 if

any of a, b, c is 1 or 2. Let then %3,0,0
{1,2,3} = x, %0,3,0

{1,2,3} = y,

%0,0,3
{1,2,3} = z, %0,3,3

{1,2,3} = yz, %3,0,3
{1,2,3} = xz, %3,3,0

{1,2,3} = xy,

and %3,3,3
{1,2,3} = v. For certain ranges of the parame-

ters (x, y, z, v) ∈ R4, the resulting matrix is positive,
that is, represents a state. Then, using the notation
%{i} = tr{j,k} %{i,j,k}, %{i,j} = tr{k} %{i,j,k} for all distinct
i, j, k ∈ {1, 2, 3}, one can easily check that

%{i,j} = %{i} ⊗ %{j}, (A49a)

while

%{1,2,3} = %{i} ⊗ %{j,k} ⇐⇒ v = xyz. (A49b)

So, if v 6= xyz, then %{1,2,3} is correlated with respect
to any nontrivial split, although its bipartite subsystems
are uncorrelated. Using the correlation measures (A7)
and (A14), this leads to

Ci|j(%{i,j}) = 0, (A50a)

Ci|j,k(%{1,2,3}) > 0, (A50b)

C2-part(%{1,2,3}) = C2-prod(%{1,2,3}) > 0, (A50c)

C1|2|3(%{1,2,3}) =

= C3-part(%{1,2,3}) = C1-prod(%{1,2,3}) > 0. (A50d)

Important to note that %123 is a diagonal matrix, the
diagonal elements of which can be considered as the en-
tries of a classical three-bit state. That is, the phe-
nomenon of hidden multipartite correlations is not a
quantum feature, it exists also in states of classical sys-
tems.
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Appendix B: Results employing the minimal basis

Here we present the results of the same calculations as in the main text, but now using STO-3G basis set.
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FIG. 8. Partitioning and multipartite correlations for the benzene, pyrrole, borole and cyclobutadiene molecules. The same
types of data are shown as in Fig. 1 in the main text.
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FIG. 9. Partitioning and multipartite correlations for the furan and thiophene molecules. The same types of data are shown
as in Fig. 2 in the main text.
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C2H6 (ethane) C2H4 (ethylene) C2H2 (acetylene) C2 (dicarbon)
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FIG. 10. Partitioning and multipartite correlations for the C2H2x molecules. The same types of data are shown as in Fig. 3 in
the main text.
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