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Abstract

Aim of this paper is to count 0-dimensional stable and strongly stable ideals in
2 and 3 variables, given their (constant) affine Hilbert polynomial.

To do so, we define theBar Code, a bidimensional structure representing any
finite set of termsM and allowing to desume many properties of the corresponding
monomial idealI , if M is an order ideal. Then, we use it to give a connection
between (strongly) stable monomial ideals and integer partitions, thus allowing to
count them via known determinantal formulas.

1 Introduction

Strongly stable ideals play a special role in the study of Hilbert scheme, introduced first
by Grothendieck [22], since their escalier allows to study the Hilbert function of any
homogeneous ideal, exploiting the theory of Groebner bases, as pointed out by Bayer
[5] and Eisenbud [18].

The notion of generic initial ideal was introduced by Galligo [21] with the name
of Grauert invariant. Galligo proved that the generic initial ideal of any homogeneous
ideal is closed w.r.t the action of the Borel group and gave a combinatorial character-
ization of such ideals, provided that they are defined on a field of characteristic zero.
Also Eisenbud and Peeva [18, 42], focused on that monomial ideals, labelling them 0-
Borel-fixed ideals. Later, Aramova-Herzog [2, 3] renamed themstrongly stable ideals.

A combinatorial description of the ideals closed w.r.t the action of the Borel group
over a polynomial ring on a field of characteristicp > 0 has been provided by Pardue in
his Thesis [41] and Galligo’s result has been extended to that setting by Bayer-Stillman
[6].

The notion ofstable idealhas been introduced by Eliahou-Kervaire [19] as a gen-
eralization of 0-Borel-fixed ideals. They were able to give aminimal resolution for
stable ideals.

Such minimal resolution was used by Bigatti [10] and Hulett [26] to extend Macaulay’s
result [37]; they proved that the lex-segment ideal has maximal Betti numbers, among
all ideals sharing the same Hilbert function.
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In connection with the study of Hilbert schemes [8, 9, 14, 33,38, 45] it has been
considered relevant to list all the stable ideals [7] and strongly stable ideals [15, 34]
with a fixed Hilbert polynomial.

Aim of this paper is to count zerodimensional stable and strongly stable ideals in 2
and 3 variables, given their (constant) affine Hilbert polynomial.

To do so, we first introduce a bidimensional structure, called Bar Codewhich al-
lows, a priori, to represent any (finite1) set of termsM and, if M is an order ideal, to
authomatically desume many properties of the corresponding monomial idealI . For
example, a Pommaret basis [48, 12] ofI can be easily desumed.

The Bar Code is strictly connected to Felzeghy-Rath-Ronyay’s Lex Trie [20, 35],
even if our goal and methods are completely different from theirs.

Using the Bar Code, we provide a connection between stable and strongly stable
monomial ideals and integer partitions.

For the case of two variables, we see that there is a biunivocal correspondence
between (strongly) stable ideals with affine Hilbert polynomialp and partitions ofp
with distinct parts.

The case of three variables is more complicated and some moretechnology is re-
quired. Thanks to the Bar Code, we provide a bijection between (strongly) stable ideals
and some special plane partitions of their constant affine Hilbert polynomialp.

These plane partitions have been studied by Krattenthaler [31, 32], who proved
determinantal formulas to find their norm generating functions and - finally - to count
them.

As an example, we consider the stable monomial ideal

I1 = (x3
1, x1x2, x

2
2, x

2
1x3, x2x3, x

2
3) ⊳ k[x1, x2, x3],

whose Groebner escalier isN(I1) = {1, x1, x2
1, x2, x3, x1x3}.

It can be represented by the Bar Code below

1 x1 x2
1

x2 x3 x1x3

x3
1

x1x2
x2

1x3

x2
2

x2x3

x2
3

and it corresponds to the plane partition

3 1
2

The correspondence can be seen observing the rows of the Bar Code above: since the
bottom row is composed by two segments, the plane partition has exactly two rows.
The number of entries in thei-th row of the partition,i = 1, 2 (i.e. 2 and 1 resp.), is
given by the number of segments in the middle-row, lying overthe i-th segment of the
bottom row. Finally, the entries are represented by the number of segments in the top
row, lying over the segments representing the corresponding entry.

1There is also the possibility to haveinfinite Bar Codes for infinite sets of terms, but it is out of the
purpose of this paper, so we will only see an example for completeness’ sake.
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Exploiting this bijection and the determinantal formulas by Krattenthaler, we are
finally able to count stable and strongly stable ideals in three variables.

Even if the Bar Code can easily represent finite sets of terms in any number of
variables, the generalization of our results to the case of 4or more variables would
require the introduction ofn-dimensional partitions, for which, in my knowledge, it
does not exist a complete study from the point of view of counting them2, so, in this
paper, we do not extensively deal with them.

2 Some algebraic notation

Throughout this paper, in connection with monomial ideals,we mainly follow the no-
tation of [39].
We denote byP := k[x1, ..., xn] the graded ring of polynomials inn variables with co-
efficients in the fieldk, assuming, once for all, thatchar(k) = 0.
Thesemigroup of terms, generated by the set{x1, ..., xn} is:

T := {xγ := xγ1

1 · · · x
γn
n | γ := (γ1, ..., γn) ∈ Nn}.

If τ = xγ1

1 · · · x
γn
n , then deg(τ) =

∑n
i=1 γi is thedegreeof τ and, for eachh ∈ {1, ..., n}

degh(τ) := γh is theh-degreeof τ.

For eachd ∈ N, Td is thed-degree part ofT , i.e. Td := {xγ ∈ T | deg(xγ) = d} and it
is well known that|Td| =

(
n+d−1

d

)
. For each subsetM ⊆ T we setMd = M ∩ Td. The

symbolT (d) denotes the degree≤ d part ofT , namelyT (d) = {xγ ∈ T | deg(xγ) ≤ d}.
Analogously,P(d) denotes the degree≤ d part ofP and given an idealI of P, I (d) is
its degree≤ d part, i.e.I (d) = I ∩ P(d).
We notice thatP(d) is the vector space generated byT (d) and we observe thatI (d) is
a vector subspace ofP(d).
A semigroup ordering< onT is a total ordering such thatτ1 < τ2 ⇒ ττ1 < ττ2, ∀τ, τ1, τ2 ∈
T . For each semigroup ordering< onT , we can represent a polynomialf ∈ P as a
linear combination of terms arranged w.r.t.<, with coefficients in the base fieldk:

f =
∑

τ∈T
c( f , τ)τ =

s∑

i=1

c( f , τi)τi : c( f , τi) ∈ k∗, τi ∈ T , τ1 > ... > τs,

with T( f ) := τ1 theleading termof f , Lc( f ) := c( f , τ1) theleading coefficientof f and
tail( f ) := f − c( f ,T( f ))T( f ) thetail of f .
A term orderingis a semigroup ordering such that 1 is lower than every variable or,
equivalently, it is awell ordering.
Unless otherwise specified, we consider thelexicographical orderinginduced by
x1 < ... < xn, i.e:

xγ1

1 · · · x
γn
n <Lex xδ11 · · · x

δn
n ⇔ ∃ j | γ j < δ j , γi = δi , ∀i > j,

2In [1], Chapter 11, the author observes:

Surprisingly, there is much of interest when the dimension is 1 or 2, and very little when the
dimension exceeds2.
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which is a term ordering.
Since in all the paper we will consider the lexicographical ordering, no confusion

may arise and so we drop the subscript and denote it by< instead of<Lex.

For each termτ ∈ T andx j |τ, the onlyυ ∈ T such thatτ = x jυ is called j-th prede-
cessorof τ.
Given a termτ ∈ T , we denote by min(τ) the smallest variablexi , i ∈ {1, ..., n}, s.t.
xi | τ.
For M ⊂ T , we denote byM the list obtained by ordering the elements ofM increas-
ingly w.r.t. Lex. For example, ifM = {x2, x2

1} ⊂ k[x1, x2], x1 < x2, M = {x2
1, x2}.

A subsetJ ⊆ T is asemigroup idealif τ ∈ J ⇒ στ ∈ J, ∀σ ∈ T ; a subsetN ⊆ T
is anorder idealif τ ∈ N ⇒ σ ∈ N∀σ|τ. We have thatN ⊆ T is an order ideal if and
only if T \ N = J is a semigroup ideal.

Given a semigroup idealJ ⊂ T we defineN(J) := T \ J. The minimal set of
generatorsG(J) of J, called themonomial basisof J, satisfies the conditions below

G(J) := {τ ∈ J | each predecessor ofτ ∈ N(J)}
= {τ ∈ T |N(J) ∪ {τ} is an order ideal, τ < N(J)}.

For all subsetsG ⊂ P, T{G} := {T(g), g ∈ G} andT(G) is the semigroup ideal of
leading terms defined asT(G) := {τT(g), τ ∈ T , g ∈ G}.
Fixed a term order<, for any idealI ⊳ P the monomial basis of the semigroup ideal
T(I ) = T{I } is calledmonomial basisof I and denoted again byG(I ), whereas the ideal
In(I ) := (T(I )) is called initial ideal and the order idealN(I ) := T \ T(I ) is called
Groebner escalierof I . Theborder setof I is defined as:

B(I ) := {xhτ, 1 ≤ h ≤ n, τ ∈ N(I )} \ N(I )

= T(I ) ∩ ({1} ∪ {xhτ, 1 ≤ h ≤ n, τ ∈ N(I )}).

If I ⊳ P is an ideal, we define its associatedvarietyas

V(I ) = {P ∈ k
n
, f (P) = 0, ∀ f ∈ I},

wherek is the algebraic closure ofk.

Definition 1. Let I ⊳ P be an ideal. Theaffine Hilbert functionof I is the function

HFI : N→ N

d 7→ dim(P(d)/I (d)).

Ford sufficiently large, the affine Hilbert function ofI can be written as:

HFI (d) =
l∑

i=0

bi

(
d

l − i

)
,
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wherel is the Krull dimension ofV(I ), bi are integers calledBetti numbersandb0 is
positive.

Definition 2. The polynomial which is equal to HFI (d), for d sufficiently large, is
called theaffine Hilbert polynomialof I and denoted HI (d).

3 On the Integer Partitions

In this section, we give some definitions and theorems from the theory of integer parti-
tions that we will use as a tool for our study, mainly following [1, 31, 32, 49].
Let us start giving the definition ofinteger partition.

Definition 3 ([49]). An integer partitionof p ∈ N is a k-tuple(λ1, ..., λk) ∈ Nk such that∑k
i=1 λi = p andλ1 ≥ ... ≥ λk.

We regard two partitions as identical if they only differ in the number of terminal
zeros. For example (3, 2, 1)= (3, 2, 1, 0, 0).
The nonzero terms are calledpartsof λ and we say thatλ hask parts ifk = |{i, λi > 0}|.
We will mainly deal with the special caseλ1 > ... > λk > 0 i.e. with integer partitions
of p into k non-zerodistinct parts, denoting byI(p,k) the set containing them, i.e.

I(p,k) := {(λ1, ..., λk) ∈ Nk, λ1 > ... > λk > 0 and
k∑

j=1

λ j = p}.

The numberQ(p, i) of integer partitions ofp into i distinct parts is well known in
literature. For example, we can find in [16] the formulas allowing to compute it:

∀p, i ∈ N, i , 1, Q(p, i) = P

(
p−

(
i
2

)
, i

)
, Q(p, 1) = 1

whereP(n, k) denotes the number of integer partitions ofn with largest part equal tok:

∀n, k ∈ N, P(n, k) = P(n− 1, k− 1)+ P(n− k, k),

with 

P(n, k) = 0 for k > n
P(n, n) = 1
P(n, 0) = 0

We define now the notion ofplane partition.

Definition 4 ([31]). A plane partitionπ of a positive integer p∈ N, is a partition of
p in which the parts have been arranged in a2-dimensional array, weakly decreasing
across rows and down columns. If the inequality is strict across rows (resp. columns),
we say that the partition isrow-strict(respcolumn-strict).
Different configurations are regarded as different plane partitions.
Thenormof π is the sum n(π) :=

∑
i, j πi, j of all its parts.
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We point out that an integer partition (see Definition 3) is a simple and particular
case of plane partition.

Example5. An example of plane partition ofp = 6 is

2 1 1
1 1

which is different from the plane partition

2 1 1
1
1

♦
In sections 6, 7, we will be interested in some particular plane partitions, that we

define in what follows.

Definition 6 ([31]). Let Dr denote the set of all r-tuplesλ = (λ1, ..., λr) of integers with
λ1 ≥ ... ≥ λr .
For λ, µ ∈ Dr , we writeλ ≥ µ if λi ≥ µi for all i = 1, 2, ..., r. Let c, d arbitrary integers
andλ, µ ∈ Dr , with λ ≥ µ. We call an arrayρ of integers of the form

ρ1,µ1+1 ρ1,µ1+2 ... ... ... ρ1,λ1

ρ2,µ2+1 ... ... ... ... ... ρ2,λ2

... ... ... ...

ρr,µr+1 ... ... ρr,λr

a (c, d)-plane partitionof shapeλ/µ if

ρi, j ≥ ρi, j+1 + c for 1 ≤ i ≤ r, µi < j < λi ,

ρi, j ≥ ρi+1, j + d for 1 ≤ i ≤ r − 1, µi < j ≤ λi+1.

In the caseµ = 0, we shortly say thatρ is of shapeλ.

We denote byPλ(c, d) the set of (c, d)-plane partitions of shapeλ.
A (1, 1)-plane partition containing only positive parts is a row and column-strict

plane partition; these partitions will be useful while dealing with stable ideals (see
section 6).

Definition 7 ([32]). Let c, d be arbitrary integers andλ be a partition withλr ≥ r. We
call “ shifted (c, d)-plane partitionof shapeλ” an array π of integers of the form

π1,1 π1,2 ... ... ... ... ... ... π1,λ1

π2,2 ... ... ... ... ... π2,λ2

... ... ... ... ...

πr,r ... ... πr,λr

6



and for which
πi, j ≥ πi, j+1 + c for 1 ≤ i ≤ r, i ≤ j < λi ,

πi, j ≥ πi+1, j + d for 1 ≤ i ≤ r − 1, i < j ≤ λi+1.

We point out that, according to definition 7, there areλi − i + 1 integers in thei-th
row.

We denote bySλ(c, d) the set of shifted (c, d)-plane partitions of shapeλ. These
partitions will be useful in section 7, where we will count strongly stable ideals.

Example8. The plane partition
5 4 3
4 1

is a (1, 1)-plane partition with shapeλ = (3, 2) and norm 17.
On the other hand, the plane partition

5 4 3
4 1

is a shifted (1, 0)-plane partition of shapeλ = (3, 3) and norm 17. It containsλ1 = 3
elements in the first row andλ2 − 1 = 2 elements in the second row. ♦

We introduce now the notion ofnorm generating function, for counting plane par-
titions.

Definition 9 ([31]). Thenorm generating functionfor a class C of(c, d)-plane parti-
tions is ∑

π∈C
xn(π).

If x is an indeterminate, we introduce thex-notations (see [31]):

[n] = 1− xn

[n]! = [1][2] · · · [n], [0]! = 1
[
n
k

]
=

[n]!
[k]![ n− k]!

, if n ≥ k , 0.

If k = 0,
[
n
k

]
= 1; if k , 0 andn < k, then we set

[
n
k

]
= 0.

Theorems 10 and 12 give a way to compute the norm generating function for plane
partitions of the forms introduced in Definitions 6 and 7, under some hypotheses on the
size of their parts.
Let us start with the plane partitions of Definition 6.
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Theorem 10(Krattenthaler,[31]). Let c, d be arbitrary integers,λ, µ ∈ Dr and let a, b
be r-tuples of integers satisfying

ai − c(µi − µi+1) + (1− d) ≥ ai+1

bi + c(λi − λi+1) + (1− d) ≥ bi+1

for i = 1, 2, ..., r − 1.
Then, denoting N1(s, t) = bs(λs− s−µt+ t)+ (1−c−d)

[(
µt+s−t

2

)
−

(
µt
2

)]
+c

(
λs−s−µt+t

2

)
,

the polynomial

det1≤s,t≤r

(
xN1(s,t)

[
(1− c)(λs− µt) − d(s− t) + at − bs+ c

λs − s− µt + t

])
,

is the norm generating function for(c, d)-plane partitions of shapeλ/µ in which the
first part in row i is at most ai and the last part in row i is at least bi .

Example11. Let us consider the (1, 1)-plane partitions of shapeλ = (2, 1) (soµ = 0),
such thata = (4, 3) andb = (1, 1), i.e. row and column strict plane partitions of the
form (

ρ1,1 ρ1,2

ρ2,1 0

)

with ρ1,1 ≤ 4, 1 ≤ ρ2,1 ≤ 3, ρ1,2 ≥ 1, With the notation introduced above, we have
r = 2.

Since
4 = a1 − c(µ1 − µ2) + (1− d) ≥ a2 = 3

2 = b1 + c(λ1 − λ2) + (1− d) ≥ b2 = 1,

we can apply the formula of Theorem 10, which, substituting our data, turns out to be
significantly simplified:

det1≤s,t≤2

(
xN1(s,t)

[
−(s− t) + at − bs+ 1

λs − s+ t

])
,

whereN1(s, t) = bs(λs − s+ t) + (−1)
[(

s−t
2

)]
+

(
λs−s+t

2

)
.

Now, we haveN(1, 1) = (2 − 1 + 1) +
(
2
2

)
= 2; N(1, 2) = (2 − 1 + 2) +

(
3
2

)
= 5;

N(2, 1) = 0; N(2, 2) = (1− 2+ 2) = 1, so we have to computedet


x3

[
4
2

]
x6

[
4
3

]
[
3
0

]
x
[
3
1

]
 =

det

(
x3(1+ x2)(1+ x+ x2) x5(1+ x)(1+ x2)

1 x(1+ x+ x2)

)
= x10+2x9+3x8+3x7+3x6+x5+x4

For example, there are exactly 3 partitions with norm 8, namely
(

4 1
3 0

)
,

(
4 2
2 0

)
,

(
4 3
1 0

)

♦
We see now how to construct the norm generating function for the partitions of

Definition 7.
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Theorem 12 (Krattenthaler, [32]). Let c, d be arbitrary integers,λ a partition with
λr ≥ r and let a, b be r-tuples of integers satisfying

ai − c− d ≥ ai+1

bi + c(λi − λi+1) + (1− d) ≥ bi+1

for i = 1, 2, ..., r − 1. Then, denoting N1 =
∑r

i=1(bi(λi − i) + ai + c
(
λi−i

2

)
), the polynomial

xN1det1≤s,t≤r

([
(λs− s)(1− c) + (1− c− d)(s− t) + at − bs

λs − s

])
,

is the norm generating function for shifted(c, d)-plane partitions of shapeλ in which
the first part in row i is equal to ai and the last part in row i is at least bi .

Example13. Let us consider the shifted (1, 0)-plane partitions of shapeλ = (3, 3, 3),
such thata = (6, 3, 1) andb = (1, 1, 1). By definition, they are matrices



π1,1 π1,2 π1,3

0 π2,2 π2,3

0 0 π3,3



with π1,1 = 6, π2,2 = 3, π3,3 = 1. Moreover,π1,3, π2,3 ≥ 1.
We compute the norm generating function for these partitions, via Theorem 12.
First of all N1 =

∑r
i=1(bi(λi − i) + ai + c

(
λi−i

2

)
) = 14.

Then we have to compute eachms,t =
[
(λs−s)(1−c)+(1−c−d)(s−t)+at−bs

λs−s

]
, 1 ≤ s, t ≤ r and then

the determinant of the matrixM = (ms,t)1≤s,t≤r .
We have:
m1,1 =

[
5
2

]
=

∏5
i=1(1−xi )

∏2
i=1(1−xi )·∏3

i=1(1−xi )
= (x2 + 1)(x4 + x3 + x2 + x+ 1)

m1,2 =
[
2
2

]
= 1

m1,3 =
[
0
2

]
= 0

m2,1 =
[
5
1

]
=

∏5
i=1(1−xi )

∏1
i=1(1−xi )·∏4

i=1(1−xi )
= x4 + x3 + x2 + x+ 1

m2,2 =
[
2
1

]
=

∏2
i=1(1−xi )

∏1
i=1(1−xi )·∏1

i=1(1−xi )
= x+ 1

m2,3 =
[
0
1

]
= 0

m3,1 = m3,2 = m3,3 = 1.
This way

M =



(x2 + 1)(x4 + x3 + x2 + x+ 1) 1 0
x4 + x3 + x2 + x+ 1 x+ 1 0

1 1 1

 ,

so det(M) = x7 + 2x6 + 3x5 + 3x4 + 3x3 + 2x2 + x. The generating function is then
x14det(M) = x15 + 2x16+ 3x17 + 3x18+ 3x19+ 2x20 + x21.

If we consider, for example,n(π) = 17, the coefficient of x17 in the above polynomial
is 3, so it tells us that there are exactly three shifted (1, 0)-plane partitions of shape

9



λ = (3, 3, 3), such thata = (6, 3, 1) andb = (1, 1, 1).
We can write them down for completeness’sake:



6 5 1
0 3 1
0 0 1

 ,



6 4 2
0 3 1
0 0 1

 ,



6 3 2
0 3 2
0 0 1



♦

4 Bar Code associated to a finite set of terms

In this section, we provide a language in order to represent zerodimensional monomial
ideals, which are characterized by having a constant affine Hilbert polynomial.
In the case of two or three variables, this will allow us to establish a connection between
(strongly) stable idealsI ⊳ P with constant affine Hilbert polynomialHI (t) = p ∈ N
and some particular plane partitions of the integer numberp. More precisely, we will
give a combinatorial representation for the associated (finite) lexicographical Groebner
escalierN(I ).
First of all, we point out that, sinceT � Nn, a termxγ = xγ1

1 · · · x
γn
n can be regarded as

the point (γ1, ..., γn) in then-dimensional space.
Using this convention, we can representN(I ) with an-dimensional picture, calledtower
structureof I (for more details see [11] [39, II.33]).

Example14. Consider the radical idealI = (x2
1−x1, x1x2, x2

2−2x2)⊳k[x1, x2], defined by
its lexicographical reduced Groebner basis. Since w.r.t. Lex3, we haveT(x2

1− x1) = x2
1,

T(x1x2) = x1x2, T(x2
2 − 2x2) = x2

2, we can conclude that the lexicographical Groebner
escalier ofI is N(I ) = {1, x1, x2}, so it can be represented by the following picture:

1 x1

x2

x1

x2

♦
For a radical idealI , notice that if|N(I )| < ∞ also |V(I )| < ∞ (and, more precisely, it
holds|N(I )| = |V(I )|), so the associated variety consists of a finite set of points.
It has been proved by Cerlienco-Mureddu ([13]) that, in thiscase, any ordering on
the points inV(I ) gives a precise one-to-one correspondence between the terms inN(I )
and the points inV(I ), so it is also possible to label the points in the tower structure
with the corresponding point of the orderedV(I ).

3Since, in this paper, we are working with the lexicographical order, I precised here “w.r.t.” Lex. Anyway,
it can be easily observed thatT(x2

1 − x1) = x2
1, T(x1x2) = x1x2, T(x2

2 − 2x2) = x2
2 trivially holds for each term

order.
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Example15. Consider again the radical idealI = (x2
1 − x1, x1x2, x2

2 − 2x2) ⊳ k[x1, x2]
of example 14. The corresponding variety can be easily computed and, actually, it is
finite:

V(I ) = {(0, 0), (0, 2), (1, 0)}.

We can also note that, exactly as expected,|N(I )| = |V(I )| = 3. The correspondence
given by Cerlienco-Mureddu (see [13] for more details on howthe correspondence is
constructed) is displayed below; the corresponding reorderings ofV(I ) are indicated in
square brackets:

Φ1 : N(I )→ V(I )
1 7→ (0, 0)
x2 7→ (0, 2)
x1 7→ (1, 0).

[(0, 0), (0, 2), (1,0)];
[(0, 0), (1, 0), (0,2)].

Φ2 : N(I )→ V(I )
1 7→ (1, 0)
x2 7→ (0, 2)
x1 7→ (0, 0).

[(1, 0), (0, 0), (0, 2)].

Φ3 : N(I )→ V(I )
1 7→ (1, 0)
x2 7→ (0, 0)
x1 7→ (0, 2).

[(1, 0), (0, 2), (0,0)].

Φ4 : N(I )→ V(I )
1 7→ (0, 2)
x2 7→ (0, 0)
x1 7→ (1, 0).

[(0, 2), (0, 0), (1,0)];
[(0, 2), (1, 0), (0, 0)].

Now, we can label the points in the tower structure with the corresponding point of
V(I ), as it can be seen in the pictures below.

ForΦ1:

(0,0) (1,0)

(0,2)

x1

x2

ForΦ2:

(1,0) (0,0)

(0,2)

x1

x2

ForΦ3:

(1,0) (0,2)

(0,0)

x1

x2

ForΦ4:

(0,2) (1,0)

(0,0)

x1

x2

♦
The construction of Examples 14 and 15 is a sort of “inverse” of Macaulay’s con-

struction (see [37] p.548) in which from a finite order idealN, a finite set of pointX
and a Groebner basis ofI (X) are produced so that the lexicographical Groebner escalier
N(I (X)) is exactlyN.

Example16. For the case of two variables, the tower structure of a zerodimensional
radical idealI s.t.V(I ) = {P1, ...,Ps} is represented byh towers, whereh is the number
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of different values appearing as first coordinate of the points inV(I ), so that each tower
corresponds to a “first coordinate”. For each 1≤ i ≤ h, thei-th tower contains as many
elements as the number of occurrences of the associated firstcoordinate. Displaying
these towers in nonincreasing order by height, one obtains atower structure forI (see
the one obtained in example 15 via the mapΦ1).

This is not the case for three or more variables, since some shifts in the towers’
planes are needed. For example, given the zerodimensional radical idealI = (x2

1 −
x1, x1x2, x2

2 − x2, x1x3 − x3, x2x3, x2
3 − x3) ⊳ k[x1, x2, x3], whose variety is

V(I ) = {(0, 0, 0), (0, 1, 0), (1,0,0), (1, 0, 1)},

we haveN(I ) = {1, x1, x2, x3}, which cannot be represented with a natural extension to
three variables of the procedure explained above. In such anextension, the towers are
in the x(2) direction if the points have only the same first coordinate and in thex(3)
direction if both the first and the second coordinate are the same. ♦
Example17. Let us consider the zerodimensional radical idealI = (x3

1−3x2
1+2x1, x1x2, x2

2−
2x2)⊳k[x1, x2], defined by its lexicographical reduced Groebner basis. Since, w.r.t. Lex,
T(x3

1 − 3x2
1 + 2x1) = x3

1, T(x1x2) = x1x2, T(x2
2 − 2x2) = x2

2, we can conclude that the
lexicographical Groebner escalier ofI is N(I ) = {1, x1, x2

1, x2}, so it can be represented
with the following picture:

1 x1 x2
1

x2

x1

x2

Consider now the zerodimensional radical idealI ′ = (x3
1−x1, x1x2, x2

2−2x2, x3+x2
1−

x1) ⊳ k[x1, x2, x3], defined via its reduced lexicographical Groebner basis. Since w.r.t.
Lex, we haveT(x3

1−x1) = x3
1, T(x1x2) = x1x2, T(x2

2−2x2) = x2
2, T(x3+x2

1−x1) = x3, we
can conclude that the lexicographical Groebner escalier ofI ′ is N(I ′) = {1, x1, x2

1, x2},
so it can be represented with the following picture:

1 x1 x2
1

x2

x1

x2

We point out that the tower structure above is exactly the same as forI , even ifI ′ ⊳P =
k[x1, x2, x3] and I ⊳ k[x1, x2].

The reason of this fact is thatx3 < N(I ′); indeed,x3 is the leading term ofx3+x2
1−x1.

In general, the reason is that there is a polynomial (x3 −
∑

t∈N(I ′) ctt) ∈ I ′.
In a slightly different situation (i.e. in solving equations) the ability of detecting lin-

ear relations modI ′ among the elements of{1, x1, x2, x3} and, equivalently, producing

12



a basis of the vector space generated by{1, x1, x2, x3}, Span(1, x1, x2, x3) mod I ′, is
crucial (see [4, 36]).

This is the case, for instance ofI ′′ = (x3
1− x1, x1x2, x2

2− 2x2, x3− x1) ⊳ k[x1, x2, x3],
whereSpan(1, x1, x2, x3) = Span(1, x1, x2) mod I ′′

♦
Unfortunately, as one can easily understand, the tower structure becomes rather

complicated when we have an high number of terms inN(I ) and/or of linearlyindepen-
dentvariables inP, i.e. when we deal with a large number of points, and/or we have
really to draw the structure for high-dimensional spaces4.
Moreover, as shown in example 17, from the tower structure itis impossible to un-
derstand the ring in which the Groebner escalier has been computed, since linearly
dependent variables are discarded (see [36]).
For these reasons, we introduce now theBar Code diagram, namely a (rather compact)
bidimensional picturewhich keeps track of all the information contained in the tower
structure, making them simple to be extracted.
We define now, in general, what is a Bar Code. After that, we seehow to associate to a
finite set of terms a Bar Code and, vice versa, how to associatea finite set of terms to a
given Bar Code.

Definition 18. A Bar CodeB is a picture composed by segments, calledbars, superim-
posed in horizontal rows, which satisfies conditions a., b. below. Denote by

• B(i)
j the j-th bar (from left to right) of the i-th row (from top to bottom), i.e. the

j-th i-bar;

• µ(i) the number of bars of the i-th row

• l1(B(1)
j ) := 1, ∀ j ∈ {1, 2, ..., µ(1)} the(1−)lengthof the1-bars;

• l i(B
(k)
j ), 2 ≤ k ≤ n, 1 ≤ i ≤ k−1, 1 ≤ j ≤ µ(k) the i-lengthof B(k)

j , i.e. the number

of i-bars lying overB(k)
j

a. ∀i, j, 1 ≤ i ≤ n− 1, 1 ≤ j ≤ µ(i), ∃! j ∈ {1, ..., µ(i + 1)} s.t. B(i+1)

j
lies underB(i)

j

b. ∀i1, i2 ∈ {1, ..., n},
∑µ(i1)

j1=1 l1(B(i1)
j1

) =
∑µ(i2)

j2=1 l1(B(i2)
j2

); we will then say thatall the
rows have the same length.

We denote byBn the set of all Bar Codes composed byn rows.
Note that if 1≤ i1 < i2 ≤ n, 1≤ j1 ≤ µ(i1), 1 ≤ j2 ≤ µ(i2) andB(i2)

j2
lies belowB(i1)

j1
,

thenl1(B(i2)
j2

) ≥ l1(B(i1)
j1

).

Definition 19. We callbar listof a Bar CodeB, composed by n rows, the list

LB := (µ(1), ..., µ(n)).

Example20. An example of Bar CodeB is

4Actually, in this context, “high-dimensional” means “of dimension greater than or equal to” 4.
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1

2

3

The 1-bars have length 1. As regards the other rows,l1(B(2)
1 ) = 2, l1(B(2)

2 ) = l1(B(2)
3 ) =

l1(B(2)
4 ) = 1, l2(B(3)

1 ) = 1,l1(B
(3)
1 ) = 2 andl2(B(3)

2 ) = l1(B(3)
2 ) = 3, so

µ(1)∑

j1=1

l1(B(1)
j1

) =
µ(2)∑

j2=1

l1(B(2)
j2

) =
µ(3)∑

j3=1

l1(B(3)
j3

) = 5.

The bar list isLB := (5, 4, 2).
♦

Definition 21. Given a Bar CodeB, for each1 ≤ l ≤ n, l ≤ i ≤ n, 1 ≤ j ≤ µ(i), an
l-block associated to a bar B(i)j of B is the set containing B(i)j itself and all the bars of

the(l − 1) rows lying immediately above B(i)
j .

Example22. Take again the Bar CodeB of example 20

1

2

3

Consider the barB(3)
2 (so i = n = 3, j = 2 = µ(3)) and setl = 2. The 2-block associated

to B(3)
2 consists ofB(3)

2 itself and of the barsB(2)
2 , B

(2)
3 , B

(2)
4 , as shown by the thick blue

lines in the picture below:

1

2

3

♦
We outline now the construction of the Bar Code associated toa finite set of terms.

In order to do it, we need to introduce the operatorsPxi , i = 1, ..., n on the terms.

First of all, we associate to each termτ = xγ1

1 · · · x
γn
n ∈ T ⊂ k[x1, ..., xn], n terms

(one for each variable inP). More precisely, for eachi ∈ {1, ..., n}, we let

Pxi (τ) := xγi

i · · · x
γn
n ∈ T , i.e. Pxi (τ) =

τ

xγ1

1 · · · x
γi−1

i−1

.

We can extend this procedure to a finite set of termsM ⊂ T , defining, for eachi ∈
{1, ..., n},

M[i] := Pxi (M) := {σ ∈ T , | ∃τ ∈ M,Pxi (τ) = σ}.
The terms inM[i] will play a fundamental role for the construction of the Bar Code
diagram.

Here we list some features of the operatorsPxi , that will be useful in what follows.
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1. For eachτ ∈ T , Px1(τ) = τ.

2. If τ = xγ1

1 · · · x
γn
n , γi = degi(τ) = 0 thenPxi (τ) = xγi+1

i+1 · · · x
γn
n = Pxi+1(τ).

3. It holds
τ <Lex σ⇒ Pxi (τ) ≤Lex Pxi (σ), ∀i ∈ {1, ..., n}.

4. For each termτ and for any pair of indicesi, j, say 1≤ i < j ≤ n, we have that,
sincexi < x j ,

Px j (Pxi (τ)) = Pxi (Px j (τ)) = Px j (τ).

5. For eachσ, τ ∈ T , ∀1 ≤ i < n, it holds

Pxi (τ) = Pxi (σ)⇒ Pxi+1(τ) = Pxi+1(σ).

Example23. Consider the termτ = x1x3
2x4

3 ∈ k[x1, x2, x3].
ClearlyPx1(τ) = x1x3

2x4
3, while Px2(τ) = x3

2x4
3 andPx3(τ) = x4

3. Forσ1 := x2x5
3 >Lex τ,

Px2(τ) = x3
2x4

3 <Lex Px2(σ1) = x2x5
3 andPx3(τ) = x4

3 <Lex Px3(σ1) = x5
3; for σ2 :=

x5
1x3

2x4
3 >Lex τ, Px2(τ) = x3

2x4
3 = Px2(σ2) and Px3(τ) = Px3(σ2) = x4

3. Moreover,
Px3(Px2(τ)) = Px3(x

3
2x4

3) = x4
3 = Px2(Px3(τ)). ♦

Now we takeM ⊆ T , with |M| = m < ∞ and we order its elements increasingly
w.r.t. Lex, getting the listM = [τ1, ..., τm]. Then, we construct the setsM[i] , and the

corresponding lexicographically ordered listsM
[i]

, for i = 1, ..., n. We notice thatM

cannot contain repeated terms, while theM
[i]

, for 1 < i ≤ n, can. In case some repeated

terms occur inM
[i]

, 1 < i ≤ n, they clearly have to be adjacent in the list, due to the
lexicographical ordering.

We can now define then×m matrix of termsM as the matrix s.t. itsi-th row is M
[i]

,
i = 1, ..., n, i.e.

M :=



Px1(τ1) ... Px1(τm)
Px2(τ1) ... Px2(τm)
...

...

Pxn(τ1) ... Pxn(τm)



Definition 24. TheBar Code diagramB associated to M (or, equivalently, toM) is a
n × m diagram, made by segments s.t. the i-th row ofB, 1 ≤ i ≤ n is constructed as
follows:

1. take the i-th row ofM, i.e. M
[i]

2. consider all the sublists of repeated terms, i.e.[Pxi (τ j1),Pxi (τ j1+1), ...,Pxi (τ j1+h)]
s.t. Pxi (τ j1) = Pxi (τ j1+1) = ... = Pxi (τ j1+h), noticing that5 0 ≤ h < m

3. underline each sublist with a segment

4. delete the terms ofM
[i]

, leaving only the segments (i.e. the i-bars).

5Clearly if a termPxi (τ j ) is not repeated inM
[i]

, the sublist containing it will be only [Pxi (τ j )], i.e. h = 0.
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We usually label each1-bar B(1)
j , j ∈ {1, ..., µ(1)}with the termτ j ∈ M.

By property 5. of the operatorsPxi and, since for each 1≤ i ≤ n, |M[i] | =∑µ(i)
j=1 l1(B(i)

j ), a Bar Code diagram is a Bar Code in the sense of Definition 18.

Example25. GivenM = {x1, x2
1, x2x3, x1x2

2x3, x3
2x3} ⊂ k[x1, x2, x3], we have:

M
[1]
= [x1, x2

1, x2x3, x1x2
2x3, x3

2x3]

M
[2]
= [1, 1, x2x3, x2

2x3, x3
2x3]

M
[3]
= [1, 1, x3, x3, x3],

leading to the 3× 5 table on the left and then to the Bar Code on the right:

x1 x2
1

x2x3 x1x2
2x3 x3

2x3

1 1 x2x3 x2
2x3 x3

2x3

1 1 x3 x3 x3

x1 x2
1

x2x3 x1x2
2x3 x3

2x3

1

2

3

♦
Remark26. We can easily observe that Bar Codes associated to different sets of terms,
need notto be different.
For example, ifM := {1, x1},M′ := {x1, x2

1} ⊂ k[x1, x2], both the Bar CodeB associated
to M and the Bar CodeB′ associated toM′ are

1 x1

1

2

x1 x2
1

1

2

We will see soon that this cannot happen for order ideals.

Now we explain how to associate a finite set of termsMB to a given Bar CodeB.
In order to do it, we have to follow the steps below:

BC1 consider then-th row, composed by the barsB(n)
1 , ..., B

(n)
µ(n). Let l1(B(n)

j ) = ℓ(n)
j , for

j ∈ {1, ..., µ(n)} anda1, ..., aµ(n) ∈ N, s.t. ak < ah if k < h. Label each barB(n)
j

with ℓ(n)
j copies ofx

aj
n .

BC2 For eachi = 1, ..., n−1, 1≤ j ≤ µ(n− i+1) consider the barB(n−i+1)
j and suppose

that it has been labelled byℓ(n−i+1)
j copies of a termτ. Construct the 2-block

associated toB(n−i+1)
j which, by definition, is composed byB(n−i+1)

j and by all the

(n− i)-barsB(n−i)

j
, ..., B(n−i)

j+h
, lying immediately aboveB(n−i+1)

j ; note thath satisfies

0 ≤ h ≤ µ(n− i) − j.
Denote the 1-lenghts ofB(n−i)

j
... B(n−i)

j+h
by l1(B(n−i)

j
) = ℓ(n−i)

j
,..., l1(B(n−i)

j+h
) = ℓ(n−i)

j+h
and fixh+ 1 natural numbersa j < a j+1 < ... < a j+h. For each 0≤ k ≤ h, label

B(n−i)

j+k
with ℓ(n−i)

j+k
copies ofτx

aj+k

n−i .

Clearly, if, given a Bar CodeB, we apply BC1 and BC2 to get a setM ⊂ T , and then
we construct the Bar Code associated toM, we get backB. Indeed, BC1 and BC2
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exactly construct the elements of the ordered listsM
[i]

, i = 1, ..., n.

Given a Bar CodeB, applying steps BC1 and BC2, we can generate aninfinite
number of setsM ⊂ T .
We modify the steps BC1 and BC2 getting BbC1 and BbC2 so that, for each Bar Code
B, the set of terms generated by applying them turns out to beunique:

BbC1 consider then-th row, composed by the barsB(n)
1 , ..., B

(n)
µ(n). Let l1(B(n)

j ) = ℓ(n)
j , for

j ∈ {1, ..., µ(n)}. Label each barB(n)
j with ℓ(n)

j copies ofx j−1
n .

BbC2 For eachi = 1, ..., n − 1, 1 ≤ j ≤ µ(n − i + 1) consider the barB(n−i+1)
j and

suppose that it has been labelled byℓ(n−i+1)
j copies of a termτ. Construct the

2-block associated toB(n−i+1)
j which, by definition, is composed byB(n−i+1)

j and

by all the (n− i)-barsB(n−i)

j
, ..., B(n−i)

j+h
lying immediately aboveB(n−i+1)

j ; note that

h satisfies 0≤ h ≤ µ(n − i) − j. Denote the 1-lenghts ofB(n−i)

j
, ..., B(n−i)

j+h
by

l1(B(n−i)

j
) = ℓ(n−i)

j
,..., l1(B(n−i)

j+h
) = ℓ(n−i)

j+h
. For each 0≤ k ≤ h, labelB(n−i)

j+k
with ℓ(n−i)

j+k

copies ofτxk
n−i .

It is important to notice that not all Bar Codes can be associated to order ideals, as
easily shown by the example below.

Example27. Consider the Bar CodeB

We cannot associate any order ideal to it.
Indeed, using either BC1, BC2 or BbC1,BbC2, we obtain terms of the form

xα1

1 xβ1

2 xγ1

3 xα2

1 xβ1

2 xγ1

3 xα3

1 xδ12 xγ2

3 xα4

1 xδ22 xγ2

3 xα5

1 xδ32 xγ2

3
xβ1

2 xγ1

3 xβ1

2 xγ1

3 xδ12 xγ2

3 xδ22 xγ2

3 xδ32 xγ2

3
xγ1

3 xγ1

3 xγ2

3 xγ2

3 xγ2

3

,

with γ1 < γ2, δ1 < δ2 < δ3, α1 < α2 and so the associated set of termsM turns out to
be

M = {xα1
1 xβ1

2 xγ1

3 , x
α2
1 xβ1

2 xγ1

3 , x
α3

1 xδ12 xγ2

3 , x
α4
1 xδ22 xγ2

3 , x
α5

1 xδ32 xγ2

3 }.

To be an order ideal,M must contain all the divisors of its elements:

∀τ ∈ M, if σ | τ thenσ ∈ M,

so we have to lay down some conditions on the exponents.
Let us start examiningxα1

1 xβ1

2 xγ1

3 andxα2
1 xβ1

2 xγ1

3 . Knowing thatα1 < α2, we need to take
α1 = 0 andα2 = 1. Indeed, otherwise,M should contain at least another term of the
form xα0

1 xβ1

2 xγ1

3 , α0 , α1, α2 andα0 < max(α1, α2). The exponentβ1 must be equal to
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zero, otherwise at leastxα1
1 xβ1−1

2 xγ1

3 andxα2
1 xβ1−1

2 xγ1

3 would belong toM. For analogous
reasons, we have to chooseγ1 = 0, γ2 = 1 andα3 = α4 = α5 = 0. We get

M = {1, x1, x
δ1
2 x3, x

δ2
2 x3, x

δ3
2 x3}.

But let us examineδ1 < δ2 < δ3. Similarly to what said for the other exponents,
we have only one possible choice for them, i.e.δ1 = 0, δ2 = 1δ3 = 26, but then also
x2 andx2

2 should belong toM, and this is impossible: there is only one possible power
of x2 for γ1 = 0 and this contradiction proves thatB cannot be associated to any order
ideal. ♦

Inspired by example 27, we defineadmissible Bar Codesas follows:

Definition 28. A Bar CodeB is admissibleif the set M obtained by applying BbC1
and BbC2 to B is an order ideal.

Remark29. By definition of order ideal, using BbC1 and BbC2 is the only way an order
ideal can be associated to an admissible Bar Code. Indeed, ifwe label two consecutive
bars with two termsτxai

i , τxai+h
i , h > 1, then also the termsσ with Pxi (σ) = τxai+1

i
would belong toM and it would have to label a bar between those labelled byτxai

i and
τxai+h

i , giving a contradiction.

We need now anadmissibility criterionfor Bar Codes. In order to be able to state
it, we start with the following trivial lemma.

Lemma 30. Given a set M⊂ T , the following conditions are equivalent

1. M is an order ideal.

2. ∀τ ∈ M, if σ | τ, thenσ ∈ M.

3. ∀τ ∈ M each predecessor ofτ belongs to M.

We give then the definition ofe-list, associated to each 1-bar of a given Bar Code.

Definition 31. Given a Bar CodeB, let us consider a1-bar B(1)
j1

, with j1 ∈ {1, ..., µ(1)}.
Thee-listassociated to B(1)

j1
is the n-tuple e(B(1)

j1
) := (b j1,1, ...., b j1,n), defined as follows:

• consider the n-bar B(n)
jn

, lying under B(1)
j1

. The number of n-bars on the left of B(n)
jn

is bj1,n.

• for each i = 1, ..., n − 1, let B(n−i+1)
jn−i+1

and B(n−i)
jn−i

be the(n − i + 1)-bar and the

(n− i)-bar lying under B(1)
j1

. Consider the(n− i + 1)-block associated to B(n−i+1)
jn−i+1

.

The number of(n− i)-bars of the block, which lie on the left of B(n−i)
jn−i

is bj1,n−i .

Example32. For the Bar CodeB

6Notice that these assignments are those given by BbC1 and BbC2.
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0

3

2

1

x2
3

x2
2

x2x3

x2
1

x1x2 x1x3

1 x1 x2 x3

the e-lists aree(B(1)
1 ) := (0, 0, 0); e(B(1)

2 ) := (1, 0, 0); e(B(1)
3 ) := (0, 1, 0) and

e(B(1)
4 ) := (0, 0, 1). ♦

Remark33. Given a Bar CodeB, fix a 1-barB(1)
j , with j ∈ {1, ..., µ(1)}.

Comparing definition 31 and the steps BbC1 and BbC2 describedabove, we can ob-
serve that the values of the e-liste(B(1)

j ) := (b j,1, ...., b j,n) are exactly the exponents of

the term labellingB(1)
j , obtained applying BbC1 and BbC2 toB.

Proposition 34(Admissibility criterion). A Bar CodeB is admissible if and only if, for
each1-bar B(1)

j , j ∈ {1, ..., µ(1)}, the e-list e(B(1)
j ) = (b j,1, ...., b j,n) satisfies the following

condition:∀k ∈ {1, ..., n} s.t. bj,k > 0, ∃ j ∈ {1, ..., µ(1)} \ { j} s.t.

e(B(1)

j
) = (b j,1, ..., b j,k−1, (b j,k) − 1, b j,k+1, ..., b j,n).

Proof. It is a trivial consequence of Lemma 30 and Remark 33. �

Consider the following sets

An := {B ∈ Bn s.t. B admissible}

Nn := {N ⊂ T , |N| < ∞ s.t. N order ideal}.
We can define the map

η : An → Nn

B 7→ N,

whereN is the order ideal obtained applying BbC1 and BbC2 toB.
By BbC1 and BbC2,η is a function; it is trivially surjective. Moreover, it is injec-
tive since, ifB,B′ ∈ An and B , B′ they have at least one pair of indicesi, j s.t.
l1(B(i)

j ) , l1(B′(i)j ) and this changes the result of the application of BbC1/BbC2.
From the arguments above, we can then deduce that there is a biunivocal correspon-
dence between admissiblen-Bar Codes and finite order ideals ofT ⊂ k[x1, ..., xn].

In the Lemma below we state some properties of admissible BarCodes related to
lengths.

Lemma 35. If B is an admissible Bar Code, the following two conditions hold:

a) ln−1(B(n)
1 ) ≥ ... ≥ ln−1(B(n)

µ(n))

b) ∀1 ≤ i ≤ n−2, ∀1 ≤ j ≤ µ(i +2) take the(i +2)-barB(i+2)
j and letB(i+1)

j1
, ...,B(i+1)

j1+h

(where h satisfies h∈ {0, ..., µ(i + 1)− j1}) be the(i + 1)-bars lying overB(i+2)
j .

Then li(B
(i+1)
j1

) ≥ ... ≥ l i(B
(i+1)
j1+h).
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Proof. Let us start proving a). If for some 1≤ l ≤ µ(n) − 1 it holds ln−1(B(n)
l ) <

ln−1(B(n)
l+1) the Bar Code would be not admissible. Indeed, letB(1)

k be the rightmost 1-

bar overB(n)
l+1 ande(B(1)

k ) = (bk,1, ..., bk,n) be its e-list. By construction (see Definition
31), bk,n−1 = ln−1(B(n)

l+1) − 1. Now, this proves that there cannot exist a 1-bar labelling

(bk,1, ..., bk,n−1, bk,n − 1), sinceln−1(B(n)
l ) < ln−1(B(n)

l+1) and so the 1-barsB(1)

k
over B(n)

l

havebk,n−1 ≤ ln−1(B(n)
l ) − 1 < ln−1(B(n)

l+1) − 1 = bk,n−1, contradicting the assumption of
admissibility (see Proposition 34).

An analogous argument proves that if for some∀1 ≤ i ≤ n− 2, ∀1 ≤ j ≤ µ(i + 2)
we take the (i + 2)-barB(i+2)

j andB(i+2)
j1+h s.t. h satisfiesh ∈ {0, ..., µ(i + 1) − j1} is the

(i + 1)-bars lying overB(i+2)
j , it happens that for a fixedl ∈ {1, ..., µ(i + 1) − 1 − j1}

l i(B
(i+1)
j1+l ) < l i(B

(i+1)
j1+l+1), B is not admissible and so also b) is true. �

In what follows, unless differently specified, we always consider admissible Bar
Codes, so, in general, we will omit the word “admissible”.

Remark36. In principle, it is possible to represent with a Bar Code alsoinfinite order
ideals, by means of a simple modification, i.e. the introduction of the symbol “→”
immediately after al-bar for some 1≤ l ≤ n, meaning that there should actually be
infinitely manyl-blocks equal to that containing that bar.

For example, the Bar Code ofI = (x2
1x2

2)⊳k[x1, x2], whose lexicographical Groebner
escalier isN(I ) = {xh1

1 xh2

2 , x
h3

1 xh4

2 , h1, h4 ∈ N, h2, h3 ∈ {0, 1}}, turns out to be

1

→

x2

→

x2
2 x1x2

2

→

In particular, the arrow on the right of 1 represents the terms of the formxh1
1 , h1 ∈

N \ {0}, the one on the right ofx2 represents the terms of the formxh1
1 x2, h1 ∈ N \ {0};

finally the bottom arrow represents the terms of the formxh4
2 , x1xh4

2 , h4 ∈ N, h4 > 2.
Since infinite Bar Codes are out of the topics of this paper, wewill not treat them in
detail.

5 The star set

Up to this point, we have discussed the link between Bar Codesand order ideals, i.e.
we focused on the link between Bar Codes and Groebner escaliers of monomial ideals.

In this section, we show that, given a Bar CodeB and the order idealN = η(B) it is
possible to deduce a very specific generating set for the monomial idealI s.t. N(I ) = N.

Definition 37. Thestar setof an order idealN and of its associated Bar CodeB =
η−1(N) is a setFN constructed as follows:

a) ∀1 ≤ i ≤ n, letτi be a term which labels a1-bar lying overB(i)
µ(i), then xiPxi (τi) ∈

FN;
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b) ∀1 ≤ i ≤ n− 1, ∀1 ≤ j ≤ µ(i) − 1 let B(i)
j andB(i)

j+1 be two consecutive bars not

lying over the same(i + 1)-bar and letτ(i)j be a term which labels a1-bar lying

overB(i)
j , then xiPxi (τ

(i)
j ) ∈ FN.

We usually representFN within the associated Bar CodeB, inserting eachτ ∈ FN

on the right of the bar from which it is deduced. Reading the terms from left to right
and from the top to the bottom,FN is ordered w.r.t. Lex.

Example38. For N = {1, x1, x2, x3} ⊂ k[x1, x2, x3], associated to the Bar Code of
example 32, we haveFN = {x2

1, x1x2, x2
2, x1x3, x2x3, x2

3}; looking at Definition 37, we
can see that the termsx1x3, x2x3, x2

3 come from a), whereas the termsx2
1, x1x2, x2

2 come
from b).

0

3

2

1

x2
3

x2
2

x2x3

x2
1

x1x2 x1x3

1 x1 x2 x3

♦
In [12], given a monomial idealI , the authors define the following set, calling it

star set:

F (I ) =

{
xγ ∈ T \ N(I )

∣∣∣∣∣
xγ

min(xγ)
∈ N(I )

}
.

We can prove the following proposition, which connects the definition above to our
construction.

Proposition 39. With the above notationFN = F (I ).

Proof. We start provingFN ⊆ F (I ).
Considerσ ∈ FN; by definition ofFN there are two possibilities

a) σ = xiPxi (τi), with 1 ≤ i ≤ n andτi a term which labels a 1-bar lying overB(i)
µ(i);

b) σ = xi Pxi (τ
(i)
j ), with 1 ≤ i ≤ n − 1, 1 ≤ j ≤ µ(i) − 1 τ(i)j a term which labels a

1-bar lying overB(i)
j , under the condition thatB(i)

j B(i)
j+1 do not lie over the same

(i + 1)-bar.

Let us examine a) and b) separately.

a) By definition,σ > τi ; indeed degh(σ) = degh(τi) for i + 1 ≤ h ≤ n and degi(σ) >
degi(τi). Clearly,σ < N, because if it was in the Groebner escalier, applying
the steps described in Definition 24,Pxi (σ) = σ = xiPxi (τi) would be put in
a list that is subsequent to the one containingPxi (τi), but, in this case, there
would beµ(i)+ 1 i-bars instead ofµ(i), contradicting the definition ofµ(i). Since
min(σ) = xi , σ

min(σ) = Pxi (τi) | τi , so σ
min(σ) ∈ N andσ ∈ F (I ).
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b) Analogously to case a),σ > τ(i)j . Let us prove thatσ < N. If σ ∈ N thenσ

would label a 1-bar lying overB(i)
j+1 but, sincePxi+1(σ) = Pxi+1(τ

(i)
j ), B(i)

j B(i)
j+1

would lie over the same (i+1)-bar, contradicting the hypothesis. As above, since
min(σ) = xi , σ

min(σ) = Pxi (τ
(i)
j ) | τ(i)j , so σ

min(σ) ∈ N andσ ∈ F (I ).

We prove now thatFN ⊇ F (I ).
Let us considerσ ∈ F (I ) and let min(σ) = xi , 1 ≤ i ≤ n. By definition ofF (I ), σ < N
andσ̃ := σxi

∈ N, so it labels a 1-bar lying over somei-barB(i)
j . Denote byB(1)

j
, ...,B(1)

j+h

(whereh satisfies 0≤ h ≤ µ(i) − j) the 1-bars lying overB(i)
j . Two possibilities may

occur:

a) j + h = µ(i); in this casexi Pxi (σ̃) = σ ∈ FN by Definition 37.

b) otherwise consider the termτ j+h, which labelsB(1)

j+h
, and the subsequent term

τ j+h+1, labelling B(1)

j+h+1
. Notice thatPxi (τ j+h) = Pxi (σ̃). By Definition 24,

τ j+h <Lex τ j+h+1. If Pxi (τ j+h) = Pxi (τ j+h+1) this would contradict the maximality
of h, so, by property 3. of the operatorsPxi , it must bePxi (τ j+h) <Lex Pxi (τ j+h+1).
But, if Pxi+1(τ j+h) = Pxi+1(τ j+h+1), thenσ | τ j+h+1 and soσ ∈ N, that is impossible
sinceσ ∈ F (I ). This means then thatPxi+1(τ j+h) <Lex Pxi+1(τ j+h+1), so we can

deduce thatB(1)

j+h
andB(1)

j+h+1
lie over two consecutivei-bars not lying over the

same (i + 1)-bar, soσ = xiPxi (σ̃) = xi Pxi (τ j+h) ∈ FN.

�

Remark40. By Proposition 39, beingFN = F (I ), it trivially holds G(I ) ⊆ FN ⊆ B(I ).
In general, the inclusions may be strict; ifFN = G(I ), we say thatBN := η−1(N) is a
full Bar Code.

The star setF (I ) of a monomial idealI is strongly connected to Janet’s theory
[27, 28, 29, 30] and to the notion of Pommaret basis [43, 44, 48], as explicitly pointed
out in [12]. For completeness sake, we recall it below.

Definition 41. [27, ppg.75-9] Let M⊂ T be a set of terms andτ = xγ1

1 · · · x
γn
n be an

element of M. A variable xj is calledmultiplicative for τ with respect to M if there is

no term in M of the formτ′ = xδ11 · · · x
δ j

j x
γ j+1

j+1 · · · x
γn
n with δ j > γ j . We will denote by

multM(τ) the set of multiplicative variables forτ with respect to M.

Definition 42. With the previous notation, theconeof τ with respect to M is the set

CM(τ) := {τxλ1
1 · · · x

λn
n |whereλ j , 0 only if xj is multiplicative forτ w.r.t. M}.

Definition 43. [27, ppg.75-9] A set of terms M⊂ T is calledcompleteif for every
τ ∈ M and xj < multM(τ), there existsτ′ ∈ M such that xjτ ∈ CM(τ′).

Moreover, M isstably complete[48, 12] if it is complete and for everyτ ∈ M it
holds multM(τ) = {xi | xi ≤ min(τ)}.
If a set M is stably complete and finite, then it is thePommaret basisof I = (M).
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Theorem 44. For every monomial ideal I, the star setF (I ) is the unique stably com-
plete system of generators of I. Hence, if M is stably complete, M= F ((M)).

By Proposition 39, the Bar Code gives a simple way to deduce the star set from the
Groebner escalier of a zerodimensional monomial ideal.

6 Counting stable ideals

In this section, we connect the Bar Code associated to the Groebner escalier of a stable
monomial ideal to the theory of integer and plane partitions, in order to find the number
of stable ideals in two or three variables with constant affine Hilbert polynomialH (t) =
p ∈ N.

We start recalling some definitions and known facts about stable and strongly stable
ideals.

Definition 45. ([28][pg.41], [30]) ( c.f.[39][IV.pg.673,679] )A monomial ideal J⊳P =
k[x1, ..., xn] is calledstable [19]if it holds

τ ∈ J, x j > min(τ) =⇒
x jτ

min(τ)
∈ J.

Definition 46 ([46, 47, 23, 24, 21, 42]). A monomial ideal I⊳P = k[x1, ..., xn] is called
strongly stable [3, 2]if, for every termτ ∈ I and pair of variables xi , x j such that xi |τ
and xi < x j , then also

τx j

xi
belongs to I or, equivalently, for everyσ ∈ N(I ), and pair of

variables xi , x j such that xi |σ and xi > x j , then also
σx j

xi
belongs toN(I ).

It is well known that, in order to verify the (strong) stability of a monomial ideal,
we can verify the conditions above for the terms inG(I ).

Example47 ([12]). In k[x1, x2, x3] with x1 < x2 < x3:

• the idealI1 = (x3
1, x1x2, x2

2, x
2
1x3, x2x3, x2

3) is stable.
Indeed, we have:
(x3

1)x2

x1
= x2

1x2 ∈ I1,
(x3

1)x3

x1
= x2

1x3 ∈ I1,
(x1x2)x2

x1
= x2

2 ∈ I1,
(x1x2)x3

x1
= x2x3 ∈ I1,

(x2)2x3

x2
= x2x3 ∈ I1,

(x2
1x3)x2

x1
= x1x2x3 ∈ I1,

(x2
1x3)x3

x1
= x1x2

3 ∈ I1,

and (x2x3)x3

x2
= x2x2

3 ∈ I1.

Anyway, it is not strongly stable, sincex1x2 ∈ I1, but (x1x2)x3

x2
= x1x3 < I1;
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• the idealI2 = (x2
1, x1x2, x2

2, x3) is strongly stable, since
(x2

1)x2

x1
= x1x2 ∈ I2,

(x2
1)x3

x1
= x1x3 ∈ I2,

(x1x2)x2

x1
= x1x2

2 ∈ I2,
(x1x2)x3

x1
= x2x3 ∈ I2,

(x1x2)x3

x2
= x1x3 ∈ I2,

(x2
2)x3

x2
= x2x3 ∈ I2

♦

Proposition 48([12]). Let J be a monomial ideal. Then TFAE:

i) J is stable

ii) F (J) = G(J)

A simple property, useful for what follows, and trivially following from Remark 40
and Proposition 48, is that Bar Codes of (strongly) stable ideals arefull.

Example49. In k[x1, x2, x3] with x1 < x2 < x3, consider again the idealsI1, I2 of
example 47:

• the Bar CodeB1 associated toI1 = (x3
1, x1x2, x2

2, x
2
1x3, x2x3, x2

3) is

0

1

2

3

1 x1 x2
1

x2 x3 x1x3

x3
1

x1x2
x2

1x3

x2
2

x2x3

x2
3

and we haveF (I1) = G(I1) = {x3
1, x1x2, x2

2, x
2
1x3, x2x3, x2

3}

• the Bar CodeB2 associated toI2 = (x2
1, x1x2, x2

2, x3) is

1

2

3

1 x1 x2

x2
1

x1x2

x2
2

x3

and we haveF (I2) = G(I2) = {x2
1, x1x2, x2

2, x3}

We see that, as expected, both their Bar Codes are full.
♦

Proposition 50. Let I ⊳ k[x1, ..., xn] be a stable zerodimensional monomial ideal and
let B be its Bar Code. Then the following two conditions hold:
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a) ln−1(B(n)
1 ) > ... > ln−1(B(n)

µ(n))

b) ∀1 ≤ i ≤ n−2, ∀1 ≤ j ≤ µ(i+2) take the(i+2)-barB(i+2)
j and letB(i+1)

j1
, ...,B(i+1)

j1+h,

s.t. h satisfies h∈ {0, ..., µ(i + 1)− j1} be the(i + 1)-bars lying overB(i+2)
j .

Then li(B
(i+1)
j1

) > ... > l i(B
(i+1)
j1+h).

Proof. By lemma 35 the case< cannot occur.
Suppose now that for some 1≤ l ≤ µ(n) − 1 it holdsln−1(B(n)

l ) = ln−1(B(n)
l+1), let B(1)

k be

the rightmost 1-bar overB(n)
l and callτk the term labellingB(1)

k . By definition of star
set xn−1Pxn−1(τk) ∈ F (I ) ⊂ I ; moreover, clearly we know thatPxn−1(τk) ∈ N(I ). But

if ln−1(B(n)
l ) = ln−1(B(n)

l+1), thenxnPxn−1(τk) =
xn−1Pxn−1 (τk)

xn−1
xn < I and this contradicts the

stability of I .
If for some 1≤ i ≤ n − 2, ∀1 ≤ j ≤ µ(i + 2) we take the (i + 2)-barB(i+2)

j and

B(i+1)
j1
...,B(i+i)

j1+h (whereh satisfiesh ∈ {0, ..., µ(i + 1)− j1}) are the (i + 1)-bars lying over

B(i+2)
j , it happens that for a fixedl ∈ {1, ..., µ(i + 1)− 1− j1} l i(B

(i+1)
j1+l ) = l i(B

(i+1)
j1+l+1), an

analogous argument proves thatI cannot be stable. �

In the example below, we show that there are also non-stable ideals satisfying con-
ditions a) and b).

Example51. For the idealI = (x2
1, x1x2, x2

2, x1x3, x2x3, x2
3, x2x4, x3x4, x2

4)⊳k[x1, x2, x3, x4],
we haveN(I ) = {1, x1, x2, x3, x4, x1x4} and the associated Bar CodeB is

1

2

3

4

1 x1 x2 x3

x1x3

x2x3

x2
3

x4 x1x4

x2
1x4

x2x4

x3x4

x2
4

x2
1

x1x2

x2
2

The star set isF (I ) = {x2
1, x1x2, x2

2, x1x3, x2x3, x2
3, x

2
1x4, x2x4, x3x4, x2

4} and we have
F (I ) ) G(I ), soI is not stable7.
We can observe thatB satisfies conditions a) b) of Proposition 50. Indeed:
a) 2= l3(B(4)

1 ) > 1 = l3(B(4)
2 );

b) 2= l1(B(2)
1 ) > 1 = l1(B(2)

2 ); 2 = l2(B(3)
1 ) > 1 = l2(B(3)

2 ). ♦
In the following two examples, we show that the result of Proposition 50 is only

local, even if we consider strongly stable ideals, then strengthening the hypothesis of
Proposition 50.

This means that in general, fixed a row 2≤ i < n of the Bar CodeB associated to a
(even strongly) stable monomial idealI , it does not hold

l(i−1)(B
(i)
1 ) > ... > l(i−1)(B

(i)
µ(i)),

in particular, the (i − 1)-length could even be completely unordered.

7We can also prove thatI is not stable using the definition, indeed we havex2
1 ∈ I but x1x4 < I .
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Example52. The Bar CodeB, associated to the (strongly) stable monomial ideal
I = (x3

1, x1x2, x2
2, x1x3, x2x3, x2

3, x1x4, x2x4, x3x4, x2
4) ⊳ k[x1, x2, x3, x4], is:

1

2

3

4 x2
4

x2
3

x3x4

x2
2

x2x3 x2x4

x3
1

x1x2 x1x3 x1x4

1 x1 x2
1

x2 x3 x4

and it holds
2 = l2(B(3)

1 ) > l2(B(3)
2 ) = l2(B(3)

3 ) = 1.

♦
Example53. The (strongly) stable monomial idealI = (x3

1, x
2
1x2, x1x2

2, x
3
2, x

2
1x3, x1x2x3, x2

2x3, x2
3)⊳

k[x1, x2, x3] is associated to the Bar Code displayed below

1

2

3 x2
3

x3
2 x2

2x3

x3
1 x2

1x2 x1x2
2 x2

1x3 x1x2x3

1 x1 x2
1

x2 x1x2 x2
2

x3 x1x3 x2x3

This monomial ideal is strongly stable, but

l1(B(2)
1 ) = 3, l1(B(2)) = 2, l1(B(2)

3 ) = 1, l1(B(2)
4 ) = 2 andl1(B(2)

5 ) = 1,

so in this case the 1-lengths are unordered. ♦

The proposition below gives a way to count zerodimensional stable ideals in two
variables, once known their affine Hilbert polynomial.

Proposition 54. The number of Bar CodesB ⊂ B2 with bar list (p, h) and such that
η(B) = N ⊂ k[x1, x2] is the Groebner escalier of a stable ideal J⊳ k[x1, x2] equals the
number of integer partitions of p into h distinct parts.

Proof. Consider the set

B(p,h) := {B ∈ A2, s.t. LB = (p, h) andη(B) = N(J), J stable}

and the set of integer partitions ofp into h distinct parts, i.e.

I(p,h) =


(α1, ..., αh) ∈ Nh, α1 > ... > αh and

h∑

j=1

α j = p


.

We define
Ξ : B(p,h) −→ Nh

B 7→ (l1(B(2)
1 ), ..., l1(B

(2)
h ))
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and we prove thatΞ defines a biunivocal correspondence betweenB(p,h) andI(p,h) ⊂ Nh.
Let B ∈ Bp,h. We haveη(B) = N(J), J ⊳ k[x1, x2] stable.

For each 1≤ j ≤ h setα j = l1(B(2)
j ). By Proposition 50 a), we haveα1 > ... > αh and by

definition of Bar Code (see Definition 18)p =
∑p

i=1 l1(B(1)
i ) =

∑h
j=1 l1(B(2)

j ) =
∑h

j=1α j ,

so we can desume that (l1(B(2)
1 ), ..., l1(B

(2)
h )) = (α1, ..., αh) ∈ I(p,h), soΞ(B(p,h)) ⊆ I(p,h).

The map is injective by definition of 1-length of a bar.
Now, let us consider (α1, ..., αh) ∈ I(p,h) and construct a Bar CodeB ⊂ B2 with h 2-bars
B(2)

1 , ...,B
(2)
h and s.t. for each 1≤ j ≤ h there areα j 1-bars lying overB(2)

j .

2

1

B(2)
1 B(2)

h

B(1)
1 B(1)

α1 B(1)
αh

Clearly:

• B is univocally determined by (α1, ..., αh) ∈ I(p,h)

• for each 1≤ j ≤ h, l1(B(2)
j ) = α j .

We prove thatB ∈ A2, i.e. thatB is admissible. LetB(1)
i be a 1-bar, 1≤ i ≤ p

and lete(B(1)
i ) = (bi,1, bi,2) be its e-list. Ifbi,1 = bi,2 = 0 there is nothing to prove. If

bi,1 > 0 trivially there is a 1-bar with e-list (bi,1 − 1, bi,2); if bi,2 > 0, the assumption
α1 > ... > αh proves that there is a 1-bar with e-list (bi,1, bi,2 − 1).

Finally, we prove that the order idealN = η(B) is the Groebner escalierN = N(J)
of a stable idealJ.
Let us takeσ ∈ F (J); it can be constructed from a) or b) of Definition 37:

• If σ comes from a),σ = xiPxi (τi), i = 1, 2. Fori = 2, there is nothing to prove.
We prove then the casei = 1, so we writeσ = x1Px1(τ1), whereτ1 labelsB(1)

µ(1),
and we prove thatσx2

x1
= x2Px1(τ1) belongs toJ.

SincePx2(τ1) | Px1(τ1), x2Px2(τ1) | x2Px1(τ1). Now, τ1 labels a 1-bar overB(2)
µ(2),

so x2Px2(τ1) ∈ F (J) and so we are done.

• Suppose nowσ coming from b), soσ = x1Px1(τ
(1)
j ), whereτ(1)

j is the term la-

belling a barB(1)
j , 1≤ j ≤ µ(1)− 1, andB(1)

j andB(1)
j+1 are two consecutive 1-bars

not lying over the same 2-bar; in particular, we say thatB(1)
j lies overB(2)

j1
and

B(1)
j+1 lies overB(2)

j1+1.

We have to prove thatx2Px1(τ
(1)
j ) belongs toJ.

Denotedτ(1)

j
the term labelling the rightmost 1-bar overB(2)

j1+1, we have deg2(τ(1)

j
) =

deg2(τ(1)
j )+1 and deg1(τ(1)

j
) < deg1(τ(1)

j ), so deg1(x1Px1(τ
(1)

j
)) ≤ deg1(x2Px1(τ

(1)
j ))

and deg2(x1Px1(τ
(1)

j
)) = deg2(x2Px1(τ

(1)
j )), whencex1Px1(τ

(1)

j
) | x2Px1(τ

(1)
j ) and

sincex1Px1(τ
(1)

j
) ∈ J we are done.
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With the Proposition below, we prove which is the maximal value thath can as-
sume.

Proposition 55. Denoting byB a Bar Code associated to a stable ideal I⊳ k[x1, x2]
with affine Hilbert polynomial HI (d) = p ∈ N and byLB = (p, h) its bar list, the
maximal value that h can assume is

h :=


−1+

√
1+ 8p

2



Proof. By Proposition 54, the Bar Codes associated to stable idealss.t. the associated
bar list is (p, i) are in bijection with the integer partitions ofp with i distinct parts.
An integer partition ofp with i distinct parts is a partition (α1, ..., αi) ∈ Ni , α1 > ... >

αi ,
∑i

j=1α j = p. Since the minimal value we can give toα j , 1 ≤ j ≤ i, so thatα1 >

... > αi , is α j = i − j + 1 and
∑i

j=1(i − j + 1) = i(i+1)
2 , we have thati(i+1)

2 is the minimal

sum ofi positive distinct integer numbers. Ifi(i+1)
2 > p, there cannot exist any partition

of p with i distinct parts; if i(i+1)
2 = p, the i-tuple (α1, ..., αi) ∈ Ni is such a partition

and if i(i+1)
2 ≤ p, it is possible to find a partition ofp with i distinct parts starting from

(α1, ..., αi) ∈ Ni , for example by increasing the value ofα1, until
∑i

j=1α j = p.
Then, we have proved that the maximal numberh of distinct parts in a partition ofp is

h := maxi∈N
{

i(i+1)
2 ≤ p

}
. Since i(i+1)

2 ≤ p for
−1−
√

1+8p

2 ≤ i ≤ −1+
√

1+8p

2 , then

h :=


−1+

√
1+ 8p

2



�

Example56. Applying proposition 55, we get that forp = 1, 2, we haveh = 1, so
the only (strongly) stable monomial ideals ofk[x1, x2], with constant affine Hilbert
polynomialp = 1, 2 are the idealsI1 = (x1, x2) andI2 = (x2

1, x2) (see Remark 59).
For the affine Hilbert polynomialp = 3 we haveh = 2, so we have two (strongly)
stable monomial ideals,J1 = (x3

1, x2) andJ2 = (x2
1, x1x2, x2

2).
The Bar CodeB1 associated toJ1 is

1

2

1 x1 x2
1

x3
1

x2

whose bar list isLB1 = (3, 1).
The Bar Code associatedB2 to J2 is

1

2

1 x1 x2

x2
1

x1x2

x2
2
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and its bar list isLB2 = (3, 2). ♦

In order to deal with stable idealsJ ⊳ k[x1, ..., xn] for n > 2, the following corollary
will be rather useful.

Corollary 57. The number of Bar Codes associated to stable ideals ink[x1, ..., xn],
n > 2, whose bar list is(p, h, 1, ..., 1︸ ︷︷ ︸

3,...,n

), p, h ∈ N, p ≥ h equals the number of integer

partitions of p in h distinct parts, namely

p = α1 + ... + αh, α1 > ... > αh > 0.

Moreover, the maximal value that h can assume in the bar list(p, h, 1, ..., 1) is

h :=


−1+

√
1+ 8p

2

 .

Proof. It is a straightforward consequence of Propositions 54 and 55, noticing that,
if µ(3) = ... = µ(n) = 1, x3, ..., xn do not appear in any term ofMB with nonzero
exponent. �

The following proposition is a consequence of 54 and 55 and completely solves the
problem of counting stable monomial ideals in two variables.

Proposition 58. The number of stable ideals J⊳ k[x1, x2] with H (t, J) = p is

h∑

i=1

Q(p, i),

where h:=

⌊
−1+
√

1+8p

2

⌋
and Q(p, i) is the number of integer partitions of p into i distinct

parts.

Remark59. Let I ⊳ k[x1, x2] be a strongly stable monomial ideal with affine Hilbert
polynomialHI (t) = p, B be the corresponding Bar Code and suppose thatLB = (p, 1).
In this case, we can easily deduce thatI = (xp

1, x2) so I is a lex-segment ideal, i.e., for
each degreei ∈ N, I is k-spanned by the firstHI (i) terms w.r.t. Lex.

By Remark 59, for eachp ∈ N, there exists a (strongly) stable monomial ideal
I ⊳ k[x1, x2] with affine Hilbert polynomialHI (t) = p and s.t. the corresponding Bar
CodeB hasLB = (p, 1), so the minimal value thath can assume is 1.

We summarize in the following table the possible bar lists for stable ideals corre-
sponding to some small values ofp, together with the corresponding ideals.

H (t) = p Bar lists Ideals
1 (1, 1) (x1, x2)
2 (2, 1) (x2

1, x2)
3 (3, 1), (3, 2) (x3

1, x2), (x2
1, x1x2, x2

2)
4 (4, 1), (4, 2) (x4

1, x2), (x3
1, x1x2, x2

2)
5 (5, 1), (5, 2), (5,2) (x5

1, x2), (x4
1, x1x2, x2

2), (x3
1, x

2
1x2, x2

2)
6 (6, 1), (6, 2), (6, 2), (6,3) (x6

1, x2), (x5
1, x1x2, x2

2), (x4
1, x

2
1x2, x2

2), (x3
1, x

2
1x2, x1x2

2, x2)
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We notice that the above ideals are also strongly stable.

Example60. For the polynomial ringk[x1, x2], considerH (t) = p = 10.
In this case, we haveh = 4, so we have to compute the sum

Q(10, 1)+ Q(10, 2)+ Q(10, 3)+ Q(10, 4).

We have:
Q(10, 1)= 1;
Q(10, 2)= P(9, 2) = P(8, 1)+P(7, 2)= 1+P(7, 2)= 1+P(6, 1)+P(5, 2)= 2+P(5, 2)=
2+ P(4, 1)+ P(3, 2) = 3+ P(2, 1) = 4
Q(10, 3) = P(7, 3) = P(6, 2)+ P(4, 3) = 1+ P(4, 2)+ P(3, 2) = 1+ P(3, 1)+ P(2, 2)+
P(2, 1) = 1+ 1+ 1+ 1 = 4
Q(10, 4)= P(4, 4) = 1.
Then, we have exactly 10 strongly stable monomial ideals with H (t) = 10.
More precisely, they are:

⋆ J1 = (x10
1 , x2);

⋆ J2 = (x9
1, x1x2, x2

2);

⋆ J3 = (x8
1, x

2
1x2, x2

2);

⋆ J4 = (x7
1, x

3
1x2, x2

2);

⋆ J5 = (x7
1, x1x2

2, x2x2
1, x

3
2);

⋆ J6 = (x6
1, x

4
1x2, x2

2);

⋆ J7 = (x6
1, x1x2

2, x
3
1x2, x3

2);

⋆ J8 = (x5
1, x

2
2x1, x2x4

1, x
3
2);

⋆ J9 = (x5
1, x

2
2x2

1, x2x3
1, x

3
2);

⋆ J10 = (x4
1, x

3
2x1, x2

2x2
1, x2x3

1, x
4
2).

♦

Example61. Employing the same formula (all the computation has been performed
using Singular [17]), we can get that the strongly stable monomial ideals withH (t) =
100 are exactly 444793. ♦

Now we start studying the case of three variables; in this case we need to consider
the bar lists of the form (p, h, k). By Corollary 57, we can use the formulas for two
variables in order to count the stable monomial ideals in three variables, associated to
bar lists of the form (p, h, 1). This means that we only have to deal with the bar lists of
the form (p, h, k), such thatk > 1.
In order to handle these new bar lists, we define the concept ofminimal sumof a list of
positive integers.
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Definition 62. Theminimal sumof a given list of positive integers[α1, ..., αg] is the
integer

Sm([α1, ..., αg]) :=
g∑

i=1

αi(αi + 1)
2

.

Lemma 63. With the previous notation, it holds:

1. k ∈ {1, ..., l}, where l:= maxi∈N{i3 + 3i2 + 2i ≤ 6p};

2. h∈ { k(k+1)
2 , ...,m}, where m= max

r≥ k(k+1)
2

{r | ∃λ ∈ I(r,k),Sm(λ) ≤ p}.

Proof. By Corollary 57 the minimal value fork is 1.
Now, in order to construct a Bar CodeB associated to a stable ideal, we should at least
meet the requirements of Proposition 50, so, givenk, for each 3-barB(3)

j there should

be at least (k− j + 1) 2-bars lying over it, so thath ≥ k(k+1)
2 .

Now, select a 3-barB(3)

j
, 1 ≤ j ≤ k and letB(2)

j1
, ...,B(2)

j1+t−1, t ≥ k − j be the 2-bars over

B(3)

j
. Now, with an analogous argument w.r.t. the one for 2-bars, we can say that for

B(2)
j1+ j−1, 1 ≤ j ≤ t, we must have at leastt − j + 1 1-bars, so that their total number

will be Sm([1, 2, ..., k]) =
∑k

i=1
i(i+1)

2 . Since the number of elements inη(B) equals the
Hilbert polynomialp, we must have Sm([1, 2, ..., k]) =

∑k
i=1

i(i+1)
2 ≤ p.

Now
∑k

i=1
i(i+1)

2 =
∑k

i=1

(
i+1
2

)
=

(
k+2
3

)
≤ p, sok3 + 3k2 + 2k ≤ 6p and we are done.

As regards the maximal value thath can assume, from anologous arguments, to meet
the requirements of Proposition 50, it is enough to be able tofind a partitionλ ∈ I(h,k)

with Sm(λ) ≤ p. �

Thanks to the previous Lemma 63, now we know which are the bar lists we have
to take into account in order to count the stable ideals with affine Hilbert polynomial
H (t) = p.
Next step then, is to find out how many stable ideals withH (t) = p and such that their
Bar CodeB has bar list (p, h, k) are there.

Take then a bar list (p, h, k) and letβ ∈ I(h,k), soβ1 > ... > βk and
∑k

i=1 βi = h.
We can construct plane partitionsρ of the form

ρ = (ρi, j) =



ρ1,1 ρ1,2 ... ... ... ... ... ... ρ1,β1

ρ2,1 ... ... ... ... ... ρ2,β2
0 ...

... ... ... ... ... ... ... ... ...

ρk,1 ... ... ... ... ρk,βk
0 ... ...



s.t.

1. ρi, j > 0, 1≤ i ≤ k, 1 ≤ j ≤ βi ;

2. ρi, j > ρi, j+1, 1≤ i ≤ k, 1≤ j ≤ βi − 1;

3. ρi, j > ρi+1, j 1 ≤ i ≤ k− 1, 1≤ j ≤ βi+1;
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4. n(ρ) =
∑k

i=1
∑βi

j=1 ρi, j = p.

These plane partitions are exactly of the form defined in 6, with shapeβ, c = 1 and
d = 1, so they are row-strict and column-strict plane partitions of shapeβ.
Fixed β ∈ I(h,k), we denote byP(p,h,k),β the set of all partitions defined as above and
P(p,h,k) =

⋃
β∈I(h,k)

P(p,h,k),β. In other words,

P(p,h,k),β = {ρ ∈ Pβ(1, 1) s.tn(ρ) = p}

P(p,h,k) = {ρ ∈ Pβ(1, 1) for someβ ∈ I(h,k) and s.t.n(ρ) = p}.
Each plane partitionρ ∈ P(p,h,k) uniquely identifies a Bar CodeB:

(a) each rowi represents a 3-barB(3)
i , 1≤ i ≤ k;

(b) for each rowi, 1 ≤ i ≤ k, l2(B(3)
i ) = βi ; theβi nonzero entries represent theβi

2-bars overB(3)
i , i.e the j-th entry of rowi, 1 ≤ j ≤ βi , represents the 2-barB(2)

t ,
wheret = (

∑i−1
l=1 βl) + j;

(c) for each 1≤ i ≤ k, and each 1≤ j ≤ βi , the numberρi, j represents the number of
1-bars overB(2)

t , t = (
∑i−1

l=1 βl) + j, the j-th 2-bar lying overB(3)
i . In other words,

l1(B(2)
t ) = ρi, j .

In conclusion, for each 1≤ i ≤ k, and each 1≤ j ≤ βi , the numberρi, j means that in
B there are 1-bars labelled by (0, j − 1, i − 1), (1, j − 1, i − 1), ..., (ρi, j − 1, j − 1, i − 1),
but there is no 1-bar labelled by (ρi, j, j − 1, i − 1), that is also equivalent to say that

x0
1x j−1

2 xi−1
3 , x1x j−1

2 xi−1
3 , ..., x

ρi, j−1
1 x j−1

2 xi−1
3 belong to the set of terms associated toB via

Bbc1 and Bbc2, butx
ρi, j

1 x j−1
2 xi−1

3 does not belong to the aforementioned set8.

Example64. Taken the plane partition

ρ =



4 3 2 1
3 2 1 0
1 0 0 0

 .

Let us examine the position in bold, i.e.ρ2,2 = 2.
The Bar CodeB associated toρ is

1

2

3

We havet = β1 + 2 = 6, so 2= ρ2,2 = l1(B(2)
6 ) (we have markedB(2)

6 in red in the
picture). Applying Bbc1 and Bbc2 we can see, absolutely in agreement, with the above
comments, thatx2x3, x1x2x3 are in the set of terms associated toB, whereasx2

1x2x3

does not. ♦
8Actually, we will see thatx

ρi, j
1 xj−1

2 xi−1
3 will belong to the star set associated to the Bar CodeB, after

proving that it is admissible.
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Remark65. The Bar CodeB, uniquely identified byρ, has bar listLB = (p, h, k).
The relationµ(3) = k comes from (a),µ(2) = h comes from (b), sinceβ ∈ I(h,k), so∑k

i=1 βi = h, whereasµ(1) = p is an easy consequence of (c).

In the following Lemma, we prove that a Bar CodeB, defined as above, is admissi-
ble.

Lemma 66. Fixed(p, h, k) andβ ∈ I(h,k), let ρ be a partition inP(p,h,k),β.
The Bar CodeB, uniquely identified byρ, is admissible.

Proof. By Remark 65,LB = (p, h, k), so consider a 1-barB(1)
l , 1 ≤ l ≤ p and its e-list

that we denotee(B(1)
l ) = (bl,1, bl,2, bl,3). From the construction ofB from ρ, we desume

thatρbl,3+1,bl,2+1 ≥ bl,1 + 1; moreover (m, bl,2, bl,3), 0 ≤ m≤ ρbl,3+1,bl,2+1 − 1 are e-lists for
some bars ofB, so, if bl,1 ≥ 1, (bl,1 − 1, bl,2, bl,3) is an e-list labelling a 1-bar ofB.
ForB being admissible, we also need two other conditions:

a. if bl,2 > 0, then (bl,1, bl,2 − 1, bl,3) labels a 1-bar ofB;

b. if bl,3 > 0, then (bl,1, bl,2, bl,3 − 1) labels a 1-bar ofB.

Let us prove them:

a. supposebl,2 > 0; for (bl,1, bl,2 − 1, bl,3) labelling a 1-bar ofB, we would need
ρbl3+1,bl2

≥ bl1 + 1, but sinceρbl3+1,bl2
> ρbl3+1,bl2+1 ≥ bl1 + 1 we are done

b. supposebl,3 > 0; for (bl,1, bl,2, bl,3 − 1) labelling a 1-bar ofB, we would need
ρbl3 ,bl2+1 ≥ bl1 + 1, but sinceρbl3 ,bl2+1 > ρbl3+1,bl2+1 ≥ bl1 + 1 we are done again
andB turns out to be admissible.

�

Lemma 67. Letρ ∈ P(p,h,k) be a strict plane partition andB be the Bar Code uniquely
determined byρ. Denoted by J the monomial ideal s.t.η(B) = N(J) and by A the set

A := {xk
3, x
βi

2 xi−1
3 , x

ρi, j

1 x j−1
2 xi−1

3 , 1 ≤ i ≤ k, 1 ≤ j ≤ βi},

thenF (J) = A.

Proof. Let us first proveF (J) ⊇ A.
Neitherxk

3, nor xβi

2 xi−1
3 , nor x

ρi, j

1 x j−1
2 xi−1

3 belong toN(J) by the definition ofη and by the
construction ofB from ρ.
Considerxk

3; clearly, beingk > 0, min(xk
3) = x3, so we prove thatxk−1

3 ∈ N(J). Since
k = µ(3), there are exactlyk 3-bars. By BbC1, thek-th 3-bar ofB is labelled byl1(B(3)

k )

copies ofxk−1
3 , so the 1-bars overB(3)

k are labelled by terms which are multiple ofxk−1
3 .

The Bar CodeB is admissible, then alsoxk−1
3 ∈ N(J)9.

As regardsxβi

2 xi−1
3 , 1 ≤ i ≤ k, βi > 0, whence min(xβi

2 xi−1
3 ) = x2, so we have to prove

thatxβi−1
2 xi−1

3 ∈ N(J).

9Actually, by BbC1,xk−1
3 labels the first 1-bar overB(3)

k .
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We take thei-th 3-barB(3)
i ; it is labelled byl1(B(3)

i ) copies ofxi−1
3 . Now, overB(3)

i there
are exactlyβi 2-bars and, by BbC2, theβi-th 2-bar overB(3)

i (i.e. B(2)
t , t =

∑i
l=1 βi)

is labelled byl1(B(2)
t ) copies ofxβi−1

2 xi−1
3 , so the 1-bars overB(3)

i are labelled by terms

which are multiple ofxβi−1
2 xi−1

3 ; by the admissibility ofB, we getxβi−1
2 xi−1

3 ∈ N(J)10.

Take thenx
ρi, j

1 x j−1
2 xi−1

3 , 1 ≤ i ≤ k, 1 ≤ j ≤ βi ; sinceρi, j > 0, min(x
ρi, j

1 x j−1
2 xi−1

3 ) = x1 and

so we have to prove thatx
ρi, j−1
1 x j−1

2 xi−1
3 ∈ N(J), but this is trivial by the construction of

B from ρ.

We prove now thatF (J) ⊆ A.
Let τ ∈ F (J); we have to show that it belongs toA.
If min(τ) = x3, thenτ = xh3

3 for someh3 ∈ N; we show that necessarilyh3 = k and so
τ = xk

3 ∈ A.
By the construction ofB from ρ we haveµ(3) = k, i.e. B has exactlyk 3-bars; by

Definition 37 a), withi = n = 3, x3Px3(τ3) ∈ F (J), whereτ3 is a term labelling a 1-bar
overB(3)

k . Now, by BbC1, eachτ3 ∈ T labelling a 1-bar overB(3)
k is s.t.Px3(τ3) = xk−1

3 ,
sox3Px3(τ3) = xk

3 ∈ F (J).
No other pure powers ofx3 can occur inF (J) by Definition 37, indeed,xk

3 is the only
term with minimal variablex3 derived by a) and there cannot be terms derived by b),
since each termσ coming from b) has min(σ) ≤ x2.
We can conclude that the only pure power ofx3 in F (J) is τ = xk

3, which is also an
element ofA.

Let now be min(τ) = x2, soτ = xh2
2 xh3

3 , for someh2, h3 ∈ N. This term may be derived
either from a) or from b) of Definition 37; we have to prove that, in any case, it belongs
to A.

a) In this case,τ = x2Px2(τ2), whereτ2 is a term labelling a 1-bar overB(2)
µ(2). But

µ(2) = h; sinceB(2)
µ(2) = B(2)

h is the rightmost 2-bar, it lies overB(3)
k , wherek = µ(3)

and, in particular it is theβk-th bar overB(3)
k . Now, by BbC1 and BbC2, we can

desume thath3 = k−1 andh2 = βk−1, soτ2 = xβk−1
2 xk−1

3 and soτ = xβk

2 xk−1
3 ∈ A.

b) In this case, for 1≤ l ≤ h − 1, we consider two consecutive 2-barsB(2)
l , B

(2)
l+1

not lying over the same 3-bar, i.e. lying over two consecutive 3-barsB(3)
l1
, B(3)

l1+1,

1 ≤ l1 < k; let τ(2)
l a term labelling a 1-bar overB(2)

l .

Sinceτ(2)
l labels a 2-bar lying overB(3)

l1
, 1 ≤ l1 < k, it holds xl1−1

3 | τ(2)
l and

xl1
3 ∤ τ

(2)
l .

Now, overB(3)
l1

there areβl1 2-bars and sinceB(2)
l+1 lies overB(3)

l1+1, thenB(2)
l lies

over theβl1-th 2-bar overB(3)
l1

, so x
βl1−1
2 | τ(2)

l andx
βl1

2 ∤ τ
(2)
l . This implies that

τ = x2Px2(τ
(2)
l ) = x

βl1
2 xl1−1

3 ∈ A, 1≤ l1 < k.

Finally, let min(τ) = x1; as for the above case, we have to examine a) and b) separately:

10Actually, by BbC1,xβi−1
2 xi−1

3 labels the first 1-bar overB(2)
t .
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a) In this case,τ = x1Px1(τ1), whereτ1 labelsB(1)
µ(1) = B(1)

p . Now, B(1)
p is the right-

most 1-bar, so it lies overB(2)
h , which, in turn, lies overB(3)

k . By BbC1 and BbC2,

xk−1
3 | τ1, xk

3 ∤ τ1, xβk−1
2 | τ1, xβk

2 ∤ τ1 From l1(B(2)
h ) = ρk,βk we desume that

τ = x1Px1(τ1) = x
ρk,βk

1 xβk−1
2 xk−1

3 ∈ A.

b) In this case, for 1≤ l1 ≤ µ(1)− 1 = p − 1 we consider two consecutive 1-bars
B(1)

l1
andB(1)

l1+1, lying over two consecutive 2-barsB(2)
l2
, B(2)

l2+1, 1 ≤ l2 < h and we

denoteB(3)
l3

, 1 ≤ l3 ≤ k, the 3-bar underlying11 B(2)
l2

.

Let τ(1)
l1

be the term labellingB(1)
l1

; by BbC1 and BbC2xl3−1
3 | τ(1)

l1
, xl3

3 ∤ τ
(1)
l1

,

xu−1
2 | τ(1)

l1
, xu

2 ∤ τ
(1)
l1

, u = l2 −
∑l3−1

r=1 βr ≤ βl3 andx
ρl3,u−1
1 | τ(1)

l1
, x
ρl3,u

1 ∤ τ
(1)
l1

, so we

haveτ = x1Px1(τ
(1)
l1

) = x
ρl3,u

1 xu−1
2 xl3−1

3 ∈ A.

�

Theorem 68. There is a biunivocal correspondence betweenP(p,h,k) and the set
B(S)

(p,h,k) = {B ∈ A3 s.t. LB = (p, h, k), η(B) = N(J), J stable}.

Proof. Let B ∈ B(S)
(p,h,k); we construct a plane partition

ρ = (ρi, j) =



ρ1,1 ρ1,2 ... ... ... ... ... ... ρ1,β1

ρ2,1 ... ... ... ... ... ρ2,β2 0 ...

... ... ... ... ... ... ... ... ...

ρk,1 ... ... ... ... ρk,βk 0... ... ...



with k rows andl2(B(3)
1 ) = β1 columns.

Chosen 1≤ i ≤ k as row index and 1≤ j ≤ β1 as column index and setβi = l2(B(3)
i ),

we define

ρi, j =

{
l1(B(2)

t ) with t = (
∑i−1

l=1 βl) + j, for 1 ≤ i ≤ k, 1 ≤ j ≤ βi ,

0 if 1 ≤ i ≤ k, βi < j ≤ β1,

soβ is the shape ofρ.
We notice that the partitionρ is uniquely determined byB and thatβ ∈ I(h,k); indeed∑k

i=1 βi = h = µ(2) and, by Proposition 50 a),β1 > ... > βn.
Now, we prove thatρ ∈ P(p,h,k).

The nonzero parts ofρ are positive by definition of length of a bar.
Clearlyρi, j > ρi, j+1, 1 ≤ i ≤ k, 1 ≤ j < βi , indeed, this can be stated asl1(B(2)

t ) >
l1(B(2)

t+1), t = (
∑i−1

l=1 βl) + j, with B(2)
t and B(2)

t+1 lying over the same 3-barB(3)
i . This

statement follows from Proposition 50 b).
Moreover,ρi, j > ρi+1, j 1 ≤ i ≤ k− 1, 1≤ j ≤ βi+1.

Indeed, for 1≤ i ≤ k − 1, 1 ≤ j ≤ βi+1, σ := x
ρi, j

1 x j−1
2 xi−1

3 ∈ J; beingρi, j > 0,

min(σ) = x1 < x3, so σx3

x1
= x

ρi, j−1
1 x j−1

2 xi
3 should belong to the stable idealJ.

11We remark thatB(2)
l2+1 may lie overB(3)

l3
or - if it exists - to its consecutive 2-bar, but we do not care about

it, since it has no influence onτ. Remember also that, by construction,l2 =
∑l3−1

r=1 βr + j with 1 ≤ j ≤ βl3 .
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But this impliesρi, j > ρi+1, j sinceρi, j ≤ ρi+1, j implies σ̃ := x
ρi+1, j−1
1 x j−1

2 xi
3 ∈ N(J)

andσx3

x1
| σ̃, contradicting the stability ofJ.

Finally, n(ρ) = p by definition of 1-length.
Then, we can define a map

Ξ : B(S)
(p,h,k) → P(p,h,k)

B 7→ ρ,

whereρ is constructed fromB as described above. We prove thatΞ is a bijection.
It is clearly an injection by definition of lenght of a bar: twodifferent Bar Codes

have at least one bar with different length.
Now, we have to prove the surjectivity ofΞ, so let us takeρ ∈ P(p,h,k). We know

that it uniquely identifies a Bar CodeB and by Lemma 66 thatB is admissible, so we
only have to prove thatLB = (p, h, k) and thatη(B) = N(J), J stable.
The statementLB = (p, h, k) is trivial, since

1. there arek 3-bars,

2. for each 1≤ i ≤ k, l2(B(3)
i ) = βi and

∑k
i=1 βi = h,

3. for each 1≤ i ≤ k, 1≤ j ≤ βi , l1(B(2)
t ) = ρi, j , t = (

∑i−1
l=1 βl) + j andn(ρ) = p.

A monomial idealJ is stable if and only ifF (J) = G(J); by Lemma 67F (J) =
A = {xk

3, x
βi

2 xi−1
3 , x

ρi, j

1 x j−1
2 xi−1

3 , 1 ≤ i ≤ k, 1 ≤ j ≤ βi}, so we only have to prove that
A ⊂ G(J), i.e. that, for each element in the star set, all the predecessors belong to the
Groebner escalier.
We have already proved thatxk−1

3 ∈ N(J), since min(xk
3) = x3 andxk

3 ∈ F (J).

Let us takexβi

2 xi−1
3 , 1 ≤ i ≤ k; since it belongs to the star set,xβi−1

2 xi−1
3 ∈ N(J), so

we only have to prove thatxβi

2 xi−2
3 ∈ N(J), 2≤ i ≤ k.

The barB(3)
i−1 is labelled byxi−2

3 and, overB(3)
i−1 , there areβi−1 > βi 2-bars. The (βi + 1)-

th 2-bar overB(3)
i−1, i.e. B(2)

t , t =
∑i−2

l=1 βl + (βi + 1), is labelled byxβi

2 xi−2
3 , so all the

terms labelling the 1-bars overB(2)
t are multiples ofxβi

2 xi−2
3 and since the Bar Code is

admissible, we can desume thatxβi

2 xi−2
3 ∈ N(J).

Let us finally takexρi, j

1 x j−1
2 xi−1

3 , 1 ≤ i ≤ k, 1 ≤ j ≤ βi ; we need to prove thatxρi, j

1 x j−2
2 xi−1

3

andx
ρi, j

1 x j−1
2 xi−2

3 , when they are defined, belong toN(J).

• x
ρi, j

1 x j−2
2 xi−1

3 ∈ N(J): we takeB(2)
t , t =

∑i−1
l=1 βl+( j−1), i.e. the (j−1)-th 2-bar over

B(3)
i ; sinceρi, j−1 > ρi, j the (ρi, j + 1)-th 1-bar overB(2)

t is labelled byxρi, j

1 x j−2
2 xi−1

3 ,
so belonging toN(J);

• x
ρi, j

1 x j−1
2 xi−2

3 ∈ N(J): analogously as above, it comes from the inequalityρi−1, j >

ρi, j .

This proves the stability ofJ, concluding our proof. �
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Now, by Theorem 68, counting stable ideals in three variables becomes an applica-
tion of Theorem 10 (see [31]).

Fix a constant Hilbert polynomialp. Lemma 63 allows to enumerate all bar lists.
Fix then a bar list (p, h, k) and construct the plane partitionsρ as explained above,
denoting by (β1, ..., βk) their shape. Finally, denote byb = (1, ..., 1) anda = (a1, ..., ak)
such that

{
a1 = p− β1(β1−1)

2 −∑k
i=2
βi(βi+1)

2
ai = ai−1 − 1, 2 ≤ i ≤ k

(1)

the vectors of Theorem 10. We can compute the number of stableideals by exploiting
the formula in the aforementioned Theorem (see appendix A.1).

We remark that our choice fora andb meets the required inequalities of Theorem
10, remembering thatµ = 0 andλi > λi+1 for eachi = 1, ..., k− 1. Indeed,ai = ai+1+ 1
soai ≥ ai+1 andbi + (λi − λi+1) = 1+ (λi − λi+1) ≥ 1 = bi+1.

7 Counting strongly stable ideals

In this section, we extensively deal with strongly stable ideals (see Definition 46).
An asymptotical estimation of the number of strongly stableideals with a fixed

constant Hilbert polynomial has been given by Onn-Sturmfels in [50]; in the afore-
mentioned paper,

(
N2

n

)
stair

denotes the size-n subsets ofN2 that are also staircases.

Proposition 69. The number of Borel-fixed staircases in
(
N2

n

)
stair

is 2Ω(
√

n).

The following Lemma is enough to deal with the case of two variables.

Lemma 70. An ideal I⊳ k[x1, x2] is stable if and only if it is strongly stable.

Proof. A strongly stable ideal is trivially stable, so we only need to prove the converse,
namely, given a stable idealI , we have to show that for each for every termτ ∈ I and
pair of variablesxi , x j such thatxi |τ andxi < x j , then alsoτx j

xi
belongs toI . The only

pair of variables of the above type isx1 < x2 and x1 is the smallest variable in the
polynomial ringk[x1, x2] so, if x1 | τ ∈ I , thenx1 = min(τ) and τx2

x1
∈ I by definition

of stable ideal, whereas ifx1 ∤ τ there is nothing to do. This proves the claimed
equivalence. �

By the above Lemma and by Proposition 58, we can conclude thatthe number
of strongly stable idealsJ ⊳ k[x1, x2] with H (t, J) = p is

∑h
i=1 Q(p, i), whereh :=⌊

−1+
√

1+8p

2

⌋
andQ(p, i) is the number of integer partitions ofp into i distinct parts.

Let us examine now the case of strongly ideals ink[x1, x2, x3].
Strongly stable ideals are also stable, so all the propositions proved for stable ideals
also hold here; then the computation of the bar lists is the same as done for stable ide-
als. Fixed a bar list (p, h, k), we first compute the integer partitions ofh in k distinct
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parts. Each partition (α1, ..., αk) ∈ Nk, α1 > ... > αk,
∑k

i=1αi = h represents a precise
structure for the 2-bars and the 3-bars: for each 1≤ i ≤ k there are exactlyαi 2-bars
overB(3)

i .

Now, fix a partitionα ∈ I(h,k), α = (α1, ..., αk) ∈ Nk, α1 > ... > αk,
∑k

i=1αi = h. We
can construct the plane partitionsπ of the form

π = (πi, j) =



π1,1 π1,2 ... ... ... ... ... ... π1,α1

0... π2,2 ... ... ... ... ... π2,2+α2−1 0...
0... ... ... ... ... ... ... ... ...

0... ... ... πk,k ... ... πk,k+αk−1 0... ...



s.t.

1. πi, j > 0, 1≤ i ≤ k, i ≤ j ≤ i + αi − 1;

2. πi, j > πi, j+1, 1 ≤ i ≤ k, i ≤ j < i + αi − 1;

3. πi, j ≥ πi+1, j 1 ≤ i ≤ k− 1, i + 1 ≤ j ≤ i + αi+1 − 1;

4. n(π) =
∑k

i=1
∑i+αi−1

j=i πi, j = p.

These plane partitions are exactly of the form of Definition 7, with λi = i + αi − 1 ≥ i,
1 ≤ i ≤ k, c = 1 andd = 0.
In Remark 71, we will highlight the relation between these partitions and the ones de-
fined in the previous section 6.
We denote byS(p,h,k),α the set of all partitions defined above andS(p,h,k) =

⋃
α∈I(h,k)

S(p,h,k),α.
In other words,

S(p,h,k),α = {π ∈ Sλ(1, 0), n(π) = p, λi = i + αi − 1, 1 ≤ i ≤ k}

S(p,h,k) = {π ∈ Sλ(1, 0), n(π) = p, λi = i + αi − 1, 1 ≤ i ≤ k, for someα ∈ I(h,k)}

Remark71. We remark that the set of the shifted plane partitions definedhere for
strongly stable ideals can be easily viewed as a subset of thestrict plane partitions
defined in the previous section for counting stable ideals.
With the notation above, let us take a shifted plane partition π := (πi, j), 1 ≤ i ≤ k,
i ≤ j ≤ i + αi − 1. There are exactlyαi elements in thei-th row and the values in row
i is shifted to the right byi − 1 positions. We define then a non-shifted plane partition
ρ := (ρi,m) of shapeα = (α1, ..., αk), by ρi,m = πi,m+i−1 1 ≤ i ≤ k, 1 ≤ m≤ αi . We prove
thatρ ∈ P(p,h,k),α:

• ρi,m > 0, 1 ≤ i ≤ k, 1 ≤ m ≤ αi holds true sinceπi, j > 0, 1 ≤ i ≤ k i ≤ j ≤
i + αi − 1.

• ρi,m > ρi,m+1, 1≤ i ≤ k, 1≤ m≤ αi − 1 is trivially true sinceπi,m+i−1 > πi,m+i.
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• ρi,m > ρi+1,m 1 ≤ i ≤ k− 1, 1≤ j ≤ αi+1 comes fromπi,m+i−1 > πi,m+i ≥ πi+1,m+i .

• n(ρ) =
∑k

i=1
∑αi

m=1 ρi, j =
∑k

i=1
∑αi+i−1

j=i πi, j = p.

On the other hand, we have to point out that there are some strict plane partitions
that cannot be brought back to any shifted plane partition. For example, if we shift

ρ =

(
4 2 1
3 0 0

)

we get

π =

(
4 2 1
0 3 0

)
,

which is not of the type defined here and cannot be associated to any strongly stable
monomial ideal.

Each plane partitionπ ∈ S(p,h,k) uniquely identifies a Bar CodeB:

(a) each rowi represents a 3-barB(3)
i , 1≤ i ≤ k;

(b) for each rowi, 1 ≤ i ≤ k, l2(B(3)
i ) = αi ; theαi nonzero entries represent theαi

2-bars overB(3)
i , i.e B(2)

t , wheret = (
∑i−1

l=1αl) + j − i + 1, i ≤ j ≤ i + αi − 1;

(c) for each 1≤ i ≤ k, and eachi ≤ j ≤ i + αi − 1, the numberπi, j represents the
number of 1-bars overB(2)

t , t = (
∑i−1

l=1αl)+ j − i + 1, namely thej − i + 1-th 2-bar
lying overB(3)

i . In other words,l1(B(2)
t ) = πi, j .

In conclusion, for each 1≤ i ≤ k, and eachi ≤ j ≤ i+αi −1, the numberπi, j means that
in B there are 1-bars labelled by (0, j − i, i − 1), (1, j − i, i − 1), ..., (πi, j − 1, j − i, i − 1),
but there is no 1-bar labelled by (πi, j, j − i, i − 1), that is also equivalent to say that

x0
1x j−i

2 xi−1
3 , x1x j−i

2 xi−1
3 , ..., x

πi, j−1
1 x j−i

2 xi−1
3 belong to the set of terms associated toB via

Bbc1 and Bbc2, butxπi, j

1 x j−i
2 xi−1

3 does not belong to the aforementioned set12.

Example72. Let us take the bar list (p, h, k) = (6, 3, 2),α1 = 2 > α2 = 1, α1 + α2 =

3 = h. We have, for example

π =

(
3 2
0 1

)

and it holds

1. πi, j > πi, j+1, 1 ≤ i ≤ 2, i ≤ j < i + αi − 1, i.e.π1,1 > π1,2 ;

2. πi, j ≥ πi+1, j i = 1, j = 2, i.e.π1,2 ≥ π2,2;

3. n(π) =
∑2

i=1
∑i+αi−1

j=i πi, j = 6.

With the notation of [31],λ1 = λ2 = 2.
The partitionπ uniquely identifies the Bar CodeB below:

12Again, as for stable ideals, we will see thatB is admissible and thatx
πi, j
1 xj−i

2 xi−1
3 belongs to the star set

associated toB.
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1

2

3

1 x1 x2
1

x2 x1x2 x3

with k = 2 3-barsB(3)
1 , B(3)

2 , l2(B(3)
1 ) = 2, l2(B(3)

2 ) = 1. The barsB(2)
1 andB(2)

2 lie over
B(3)

1 , whereasB(2)
3 lie over B(3)

2 . As regards 1-lengths, we havel1(B(2)
1 ) = π1,1 = 3,

l1(B(2)
2 ) = π1,2 = 2 andl1(B(2)

3 ) = π2,2 = 1. The associated set of terms, via BbC1 and
BbC2 isN = {1, x1, x2

1, x2, x1x2, x3} and it is an order ideal.
♦

Remark73. The Bar CodeB, uniquely identified byπ, has bar listLB = (p, h, k).
The relationµ(3) = k comes from (a),µ(2) = h comes from (b), sinceα ∈ I(h,k), so∑k

i=1αi = h, whereasµ(1) = p is an easy consequence of (c).

Lemma 74. Fixed (p, h, k) and α ∈ I(h,k), α = (α1, ..., αk) ∈ Nk, α1 > ... > αk,∑k
i=1αi = h, letπ be a partition inS(p,h,k),α. The Bar CodeB, uniquely identified byπ,

is admissible.

Proof. By Remark 73,LB = (p, h, k). Consider a 1-barB(1)
l , 1 ≤ l ≤ p and let its

e-list bee(B(1)
l ) = (bl,1, bl,2, bl,3). From the construction ofB from π, we desume that

πbl,3+1,bl,2+bl3+1 ≥ bl,1+1; moreover, we know that (m, bl,2, bl,3), 0≤ m≤ πbl,3+1,bl,2+bl,3+1−
1 are e-lists for some bars ofB, so, ifbl,1 ≥ 1, (bl,1 − 1, bl,2, bl,3) is a bar list labelling a
1-bar ofB.
ForB being admissible, we also need two other conditions:

• if bl,2 > 0, (bl,1, bl,2 − 1, bl,3) labels a 1-bar ofB;

• if bl,3 > 0, (bl,1, bl,2, bl,3 − 1) labels a 1-bar ofB.

Let us prove them:

• supposebl,2 > 0; for (bl,1, bl,2 − 1, bl,3) labelling a 1-bar ofB, we would need
πbl3+1,bl2+bl3

≥ bl1 +1, but sinceπbl3+1,bl2+bl3
> πbl3+1,bl2+bl3+1 ≥ bl1 +1 we are done

• supposebl,3 > 0; for (bl,1, bl,2, bl,3 − 1) labelling a 1-bar ofB, we would need
πbl3 ,bl2+bl3

≥ bl1 + 1, but sinceπbl3 ,bl2+bl3
> πbl3 ,bl2+bl3+1 ≥ πbl3+1,bl2+bl3+1 ≥ bl1 + 1

we are done again andB turns out to be admissible.

�

Example75. The set of terms associated to the Bar Code constructed in example 72 is
an order ideal, so the Bar Code is admissible. ♦

Theorem 76. There is a biunivocal correspondence betweenS(p,h,k) and the set
B(p,h,k) = {B ∈ A3 s.t. LB = (p, h, k), η(B) = N(J), J strongly stable}.
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Proof. Let B ∈ B(p,h,k). We construct a plane partition

π = (πi, j) =



π1,1 π1,2 ... ... ... ... ... ... π1,α1

0... π2,2 ... ... ... ... ... π2,2+α2−1 0...
0... ... ... ... ... ... ... ... ...

0... ... ... πk,k ... ... πk,k+αk−1 0... ...



with k rows andl2(B(3)
1 ) columns. Fixed the indexi for the rows and the indexj for the

columns, we defineπi, j = 0 if j < i or i + αi − 1 < j ≤ l2(B(3)
1 ) andπi, j = l1(B(2)

t ) with
t = (

∑i−1
l=1αl) + j − i + 1 otherwise, whereαi = l2(B(3)

i ), 1 ≤ i ≤ k.
We observe that the partitionπ is uniquely determined byB and that, by Proposition
50,α ∈ I(h,k); we have to prove thatπ ∈ S(p,h,k).
The nonzero parts ofπ are positive by definition of length of a bar.

Clearlyπi, j > πi, j+1, 1 ≤ i ≤ k, i ≤ j < i + αi − 1, indeed, this can be stated as
l1(B(2)

t ) > l1(B(2)
t+1) with B(2)

t andB(2)
t+1 lying over the same 3-barB(3)

i . This statement
follows from Proposition 50 b) withi = 1.

Moreover,πi, j ≥ πi+1, j 1 ≤ i ≤ k− 1, i + 1 ≤ j ≤ i + αi+1.

Indeed, ifπi, j < πi+1, j then it would happen thatxπi+1, j−1
1 x j−i−1

2 xi
3 ∈ N(J), butxπi+1, j−1

1 x j−i
2 xi−1

3 <

N(J), contradicting the strongly stable property ofJ. By construction, the shape ofπ is
λ = (λ1, ..., λk) with λi = i + αi − 1, 1≤ i ≤ k, soπ ∈ Sλ(1, 0). Moreover,n(π) = p by
definitions of bar list and 1-length.

Then, we can define a map

Ξ : B(p,h,k) → S(p,h,k)

B 7→ π,
whereπ is constructed fromB as described above. We prove thatΞ is a bijection.

It is clearly an injection by definition of lenght of a bar: twodifferent Bar Codes
have at least one bar with different length.

Now, we have to prove the surjectivity ofΞ, so let us takeπ ∈ S(p,h,k). We know
that it uniquely identifies a Bar CodeB and by Lemma 74 thatB is admissible, so we
only have to prove thatB ∈ B(p,h,k).

More precisely, we have to prove thatLB = (p, h, k) and thatη(B) = N(J), J strongly
stable.

Since

1. there arek 3-bars,

2. for each rowi, 1 ≤ i ≤ k, l2(B(3)
i ) = αi and

∑
αi = h,

3. for each 1≤ i ≤ k, and eachi ≤ j ≤ i+αi−1, l1(B(2)
t ) = πi, j, t = (

∑i−1
l=1αl)+ j−i+1

andn(π) = p,

thenLB = (p, h, k).
Now, let B(1)

l l ∈ {1, ..., p} be a 1-bar labelled bye(B(1)
l ) = (bl,1, bl,2, bl,3), so

πbl,3+1,bl,2+bl3+1 ≥ bl,1 + 1.
To prove thatJ is strongly stable, we have to prove that
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• if bl,3 > 0, (bl,1 + 1, bl,2, bl,3 − 1) and (bl,1, bl,2+ 1, bl,3− 1) are the e-lists of some
1-bars ofB

• bl,2 > 0, (bl,1 + 1, bl,2 − 1, bl,3) is the e-list of a 1-bar ofB.

Let us prove these statements .

• suppose thatbl,3 > 0 and consider (bl,1 + 1, bl,2, bl,3 − 1): we have to prove that
πbl3 ,bl2+bl3

≥ bl1 + 2. Sinceπbl3 ,bl2+bl3
> πbl3 ,bl2+bl3+1 ≥ πbl3+1,bl2+bl3+1 ≥ bl,1 + 1 we

are done.

• suppose thatbl,3 > 0 and consider (bl,1, bl,2 + 1, bl,3 − 1): we have to prove that
πbl3 ,bl2+bl3+1 ≥ bl1 + 1. Sinceπbl3 ,bl2+bl3+1 ≥ πbl3+1,bl2+bl3+1 ≥ bl,1 + 1 we are done.

• suppose thatbl,2 > 0 and consider (bl,1 + 1, bl,2 − 1, bl,3): we have to prove that
πbl3+1,bl2+bl3

≥ bl1 + 2. Sinceπbl3+1,bl2+bl3
> πbl3+1,bl2+bl3+1 ≥ bl,1 + 1 we are done.

This concludes our proof. �

Now, by Theorem 76, counting strongly stable ideals in threevariables becomes an
application of Theorem 12 ([32]).

Fix a constant Hilbert polynomialp. Lemma 63 allows to compute all bar lists.
Fix then a bar list (p, h, k) and their shapeλ. Finally, denote byb = (1, ..., 1) and
a = (a1, ..., ar) such that

{
ar = λr − r + 1, ...,M − r + 1
ai = ai+1 + 1, ...,M − i + 1, 1 ≤ i ≤ r − 1

(2)

M := p − ∑r
i=1

ci (ci+1)
2 , c1 = λ1 − 1 andc j = λ j − j + 1, j = 2, ..., r, the vectors of

Theorem 12. We can compute the number of strongly stable ideals by exploiting the
formula in the aforementioned Theorem (see appendix A.2).

There is a simple case of shifted (1, 0)-plane partition for which a closed formula
can be easily computed.

Proposition 77. Let p∈ N\{0}. Then there is a biunivocal correspondence between the
setsSλ(1, 0)withλ = (2, 2)and P3,p−1 := {λ′ partition of p−1 in 3 non necessarily distinct parts}.

Proof. Let π ∈ Sλ(1, 0), λ = (2, 2), thenπ is of the form
(
π1,1 π1,2

0 π2,2

)

with π1,1 > π1,2, π1,2 ≥ π2,2, andπ1,1 + π1,2 + π2,2 = p.
Consider the 3-upleπ′ = (π1,1−1, π1,2, π2,2), whose sum isπ1,1−1+π1,2+π2,2 = p−1.
Sinceπ1,1−1 ≥ π1,2 ≥ π2,2 thenπ′ is a partition ofp−1 in three non necessarily distinct
parts.
Conversely, let us consider a partitionπ′ = (π′1, π

′
2, π
′
3) ∈ P3,p−1 of p − 1 in three non
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necessarily distinct parts. Thenπ′1 ≥ π′2 ≥ π′3. Takeπ′′ := (π′1 + 1, π′2, π
′
3): π

′
1 + 1 > π′2,

π′2 ≥ π′3 andπ′1 + 1+ π′2 + π
′
3 = p so, putting it in the plane as

(
π′1 + 1 π′2

0 π′3

)

we get a shifted (1, 0)-plane partition of shape (2, 2) of p. �

The closed formula for the partitions of Proposition 77 is well known in literature.

Proposition 78(Hardy-Wright,[25, 40]). The partitions of the set P3,p−1 are⌊ (p−1)2+6
12 ⌋.

In general, finding closed formulas for plane partitions is rather difficult and most
of them are still unknown.

8 Future work and generalizations

In this section, we present a conjecture on the relation between (strongly) stable ideals
in k[x1, ..., xn], n > 3 and integer partitions.
We start setting an ordering onn-tuples of natural numbers, that we will need to define
the required partitions.

Definition 79. Let (i1, ..., in), ( j1, ..., jn) ∈ Nn; we say that(i1, ..., in) < ( j1, ..., jn) if
i1 ≤ j1, ..., in ≤ jn but (i1, ..., in) , ( j1, ..., jn).

We can now definestrict solid partitions(so partitions of dimensionn = 3) and
then, inductivelystrict n-partitions, for n ≥ 4; they are the natural generalization for
the partitions of Definition 6 and they will be necessary in order to state our conjecture
for stable ideals.

Definition 80. Let ρ = (ρi, j)i∈{1,...,r}, j∈{1,...,βi} be a (1, 1)-plane partition of shapeβ =
(β1, ..., βr), β1 > ... > βr (see Definition 6). Astrict solid partition(or strict 3-partition)
of shapeρ is a 3-dimensional arrayγ = (γi1,i2,i3), 1 ≤ i1 ≤ βi3 , 1 ≤ i2 ≤ ρi3,i1, 1 ≤ i3 ≤
r, s.t.

• for each1 ≤ l ≤ r, the 2-dimensional arrayγl := (γi1,i2,l) is a (1, 1)-plane
partition of shapeρl = (ρl,1, ..., ρl,βl ).

• γi1,i2,i3 > γ j1, j2, j3, for (i1, i2, i3) < ( j1, j2, j3).

We denote byPρ(1, 1, 1) the set of strict 3-partitions of shapeρ.

Definition 81. For n ≥ 4, consider a strict(n − 1)-partition ρ = (ρi1,...,in−1
) with 1 ≤

in−1 ≤ h, for some h> 0.
A strict n-partitionof shapeρ is a n-dimensional arrayγ = (γi1,...,in) s.t.

• for each1 ≤ l ≤ h, γl := (γi1,...,in−1,l) is a strict (n − 1)-partition of shapeρl =

(ρi1,...,in−2,l
)

• γi1,...,in > γ j1,..., jn, for (i1, ..., in) < ( j1, ..., jn).
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We denote byPρ(1, 1, ..., 1︸    ︷︷    ︸
n

) the set of strictn-partitions of shapeρ.

Example82. Let us consider the (1, 1)-plane partition

ρ =



4 2 1
2 1 0
1 0 0



of shapeβ = (3, 2, 1).
An example of strict solid partition of shapeρ is is the followingγ, formed by three
(1, 1)-plane partitionsγ1, γ2, γ3:

γ1 =



γ1,1,1 γ1,2,1 γ1,3,1 γ1,4,1

γ2,1,1 γ2,2,1 0 0
γ3,1,1 0 0 0

 =



4 3 2 1
3 1 0 0
1 0 0 0



γ2 =

(
γ1,1,2 γ1,2,2 0
γ2,1,2 0 0

)
=

(
2 1 0
1 0 0

)

γ3 =
(
γ1,1,3 0 0

)
=

(
1 0 0

)

where we mark in bold the elements ofγi over which those ofγi+1 are posed, for
i = 1, 2. ♦
Example83. Let us consider the following very simple strict solid partition ρ:

ρ1 =

(
2 1
1 0

)
ρ2 =

(
1 0

)

An example of strict 4-partition of shapeρ is

γ1 =

(
γ1,1,1,1 γ1,2,1,1

γ2,1,1,1 0

) (
γ1,1,2,1 0

)
=

(
4 2
2 0

) (
1 0

)

γ2 =
(
γ1,1,1,2 0

)
=

(
1 0

)

♦
It is possible to generalize Lemma 63 to the case ofn variables, with some cumber-

some computation, so that it is possible to compute the bar lists in order to count stable
ideals ink[x1, ..., xn].
Fixed a bar list (p1, ..., pn) ∈ Nn, p1, ..., pn , 0 and a strict (n− 2)-partitionρ of shape
(p2, ..., pn), we define the following sets

Pρ(p1, ..., pn) := {γ ∈ Pρ(1, ..., 1︸ ︷︷ ︸
n−1

), n(γ) = p1}

and

P(p1, ..., pn) := {γ ∈ Pρ(1, ..., 1︸ ︷︷ ︸
n−1

), for someρ ∈ P(p2, ..., pn), s.t. n(γ) = p1},
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wherePρ(1, 1, ..., 1︸    ︷︷    ︸
n−1

) is the set of strict (n− 1)-partitions of shapeρ.

We can then state our conjecture for stable ideals.

Conjecture 84. There is a biunivocal correspondence between the setPρ(p1, ..., pn)
and the setB(p1,...,pn) := {B ∈ An s.t. LB = (p1, ..., pn), η(B) = N(J), J stable}.

In an analogous (but a bit more cumbersome) way, we handle nowthe case of
strongly stable ideals, giving the necessary generalizations of Definition 7 and stating
our conjecture.

Definition 85. Let π = (πi, j)i∈{1,...,r}, j∈{1,...,αi} be a shifted(1, 0)-plane partition of shape
α = (α1, ..., αr), α1 ≥ ... ≥ αr ≥ r (see Definition 7). Ashifted solid partition(or shifted
3-partition) of shapeπ is a 3-dimensional arrayγ = (γi1,i2,i3), i3 ≤ i1 ≤ αi3, i1 ≤ i2 ≤
πi3,i1 + i1 − 1, 1 ≤ i3 ≤ r, s.t.

• for each1 ≤ l ≤ r, the2-dimensional arrayγl := (γi1,i2,l) is a shifted(1, 0)-plane
partition of shapẽπl = (πl,l + l − 1, πl,l+1 + l, ..., πl,αl + αl − 1).

• γi1,i2,i3 ≥ γi1,i2,i3+1.

We denote bySπ(1, 1, 1) the set of shifted 3-partitions of shapeπ.

Definition 86. For n ≥ 4, consider a shifted(n − 1)-partition π = (πi1,...,in−1
) with

1 ≤ in−1 ≤ h, for some h> 0.
A shiftedn-partitionof shapeπ is a n-dimensional arrayγ = (γi1,...,in) s.t.

• for each1 ≤ l ≤ h,γl := (γi1,...,in−1,l) is a shifted(n−1)-partition with shape given
by the(n− 2)-partition π̃l = (πi1,...,in−2,l

+ im − 1), where m is the maximal index
s.t. im > 1, and such that, w.r.t. the ordering defined in Definition 79,(l, l, ..., l) is
the minimal(i1, ..., in−1, l) for whichγi1,...,in−1,l , 0;

• γi1,...,in ≥ γi1,...,in+1.

We denote bySπ(1, 1, ..., 1︸    ︷︷    ︸
n

) the set of shiftedn-partitions of shapeπ.

Example87. Let us consider the shifted (1, 0)-plane partition

π =

(
3 2 1
0 2 0

)

of shapeα = (3, 2).
An example of strict solid partition of shapeπ is the followingγ, formed by two shifted
(1, 0)-plane partitionsγ1, γ2:

γ1 =



γ1,1,1 γ1,2,1 γ1,3,1

0 γ2,2,1 γ2,3,1

0 0 γ3,3,1

 =



3 2 1
0 2 1
0 0 1



γ2 =

(
0 0 0
0 γ2,2,2 γ2,3,2

)
=

(
0 0 0
0 2 1

)

where we mark in bold the elements ofγ1 over which those ofγ2 are posed. ♦
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Example88. Let us consider the following very simple shifted solid partition π:

π1 =

(
2 1
0 1

)
π2 =

(
0 1

)

An example of strict 4-partition of shapeπ is13

γ1 =

(
γ1,1,1,1 γ1,2,1,1

0 γ2,2,1,1

) (
0 0
0 γ2,2,2,1

)
=

(
3 2
0 2

) (
0 0
0 1

)

γ2 =

(
0 0
0 0

) (
0 0
0 γ2,2,2,2

)
=

(
0 0
0 0

) (
0 0
0 1

)

♦
Fixed a bar list (p1, ..., pn) ∈ Nn, p1, ..., pn , 0 and a shifted (n− 2)-partitionπ of

shape (p2, ..., pn + n− 2), we define the following sets

Sπ(p1, ..., pn) := {γ ∈ Sπ(1, ..., 1︸ ︷︷ ︸
n−1

), n(γ) = p1}

and

S(p1, ..., pn) := {γ ∈ Sπ(1, ..., 1︸ ︷︷ ︸
n−1

), for someπ ∈ S(p2, ..., pn), s.t.n(γ) = p1},

whereSπ(1, 1, ..., 1︸    ︷︷    ︸
n−1

) is the set of shifted (n− 1)-partitions of shapeπ.

We can then state our conjecture for strongly stable ideals.

Conjecture 89. There is a biunivocal correspondence between the setSπ(p1, ..., pn)
and the setB(p1,...,pn) := {B ∈ An s.t. LB = (p1, ..., pn), η(B) = N(J), J strongly stable}.

A Some explicit computation

In example 60 we have counted the (strongly) stable ideals ink[x1, x2]; in the next
sections, we will count the stable (section A.1) and strongly stable ideals (section A.2)
in k[x1, x2, x3] with constant affine Hilbert polynomialp = 10.

A.1 Stable ideals

Let us count the stable ideals ink[x1, x2, x3] with constant affine Hilbert polynomial
p = 10.

By Corollary 57 and Lemma 63, the possible bar lists (p = 10, h, k) are:

1. (10, 1, 1);

13According to the 3-partition shape definitionγ2,2,2,1 ≥ γ2,2,1,1.
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2. (10, 2, 1);

3. (10, 3, 1);

4. (10, 4, 1);

5. (10, 3, 2);

6. (10, 4, 2);

7. (10, 5, 2);

8. (10, 6, 3).

Indeed, fork = 1, the maximal value forh is h =
⌊
−1+
√

1+80
2

⌋
= 4; for k = 2, using

Lemma 63, 2., we can deduce thath is an integer betweenk(k+1)
2 = 3 and 5.

In order to deduce the maximal value 5, we may notice that the only partitions of 6
in k = 2 distinct parts are 6= 5 + 1 = 4 + 2 and Sm([5, 1]) = 16 > p = 10,
Sm([4, 2]) = 13 > p = 10. Fork = 3, using again Lemma 63, 2., we can deduce
that the minimal value forh is k(k+1)

2 = 6 and that the maximal value forh is again
6. Indeed, the only partition of 7 ink = 3 distinct parts is 7= 4 + 2 + 1 for which
Sm([4, 2, 1]) = 14> p = 10.
Fork = 1 above, we have (see Corollary 57)Q(10, 1)+Q(10, 2)+Q(10,3)+Q(10, 4)=

10.
Consider now (10, 3, 2); the only possible shape14 is β = (2, 1), so we have

(
ρ1,1 ρ1,2

ρ2,1 0

)

We need to takea = (8, 7) (see (1) of section 6) andb = (1, 1) so that the determinant
to compute is

det


x3

[
8
2

]
x5

[
8
3

]

1 x
[
7
1

]


and it givesx22 + 2x21 + 3x20 + 5x19 + 7x18 + 9x17 + 12x16 + 13x15 + 14x14+ 14x13+

14x12 + 12x11 + 11x10 + 8x9 + 6x8 + 4x7 + 3x6 + x5 + x4, so we have 11 stable ideals
with this bar list.

As for (10, 4, 2) we haveβ = (3, 1), so
(
ρ1,1 ρ1,2 ρ1,3

ρ1,2 0 0

)

We fix a = (6, 5) (see (1) of section 6) and, by Theorem 10, we have
x20+2x19+4x18+6x17+9x16+10x15+12x14+11x13+10x12+8x11+6x10+3x9+2x8+x7,

so 6 plane partitions of this shape.

14It is the only possible partition of 3 in two distinct parts.
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Then take (10, 5, 2); we have the partition below15

M =

(
ρ1,1 ρ1,2 ρ1,3

ρ2,1 ρ2,2 0

)

with β = (3, 2). Fixinga = (4, 3) (see (1) of section 6), we getx14+2x13+2x12+2x11+

x10 + x9, so only one partition with norm 10.
We conclude with (10, 6, 3), for which we have

M =



ρ1,1 ρ1,2 ρ1,3

ρ2,1 ρ2,2 0
ρ3,1 0 0



with β = (3, 2, 1); fixing a = (3, 2, 1) (see again (1) of section 6), we getx10, so again
only one plane partition with this shape. Summing up, we get 10+ 11+ 6+ 1+ 1 = 29
stable ideals ink[x1, x2, x3], with affine Hilbert polynomial equal to 10.

Remark90. We notice that a tedious computation could allow us to list all 29 plane par-
titions and the corresponding stable ideals. To show this welimit ourselves to consider
the case (10, 4, 2), for which there are exactly 6 plane partitions:

1. The plane partition (
6 2 1
1 0 0

)

uniquely determines the Bar Code

x2
3

x3
2

x2x3

x6
1 x2

1x2 x1x2
2

x1x3

1 x1 x2
1 x3

1 x4
1 x5

1
x2 x1x2 x2

2
x3

which corresponds to the stable idealI1 = (x6
1, x

2
1x2, x1x2

2, x
3
2, x1x3, x2x3, x2

3);

2. the plane partition (
5 2 1
2 0 0

)

uniquely determines the Bar Code

x2
3

x3
2

x2x3

x5
1 x2

1x2 x1x2
2 x2

1x3

1 x1 x2
1 x3

1 x4
1

x2 x1x2 x2
2

x3 x1x3

15Notice that alsoβ′ = (4, 1) is a potential shape; anyway there are no (1, 0)-shifted plane partitions of 10
with shapeβ′.
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which corresponds to the stable idealI2 = (x5
1, x

2
1x2, x1x2

2, x
3
2, x

2
1x3, x2x3, x2

3);

3. the plane partition (
5 3 1
1 0 0

)

uniquely determines the Bar Code

x2
3

x3
2

x2x3

x5
1

x3
1x2 x1x2

2
x1x3

1 x1 x2
1 x3

1 x4
1

x2 x1x2 x2
1x2 x2

2
x3

which corresponds to the stable idealI3 = (x5
1, x

3
1x2, x1x2

2, x
3
2, x1x3, x2x3, x2

3);

4. the plane partition (
4 3 2
1 0 0

)

uniquely determines the Bar Code

x2
3

x3
2

x2x3

x4
1 x3

1x2 x2
1x2

2
x1x3

1 x1 x2
1 x3

1
x2 x1x2 x2

1x2 x2
2 x1x2

2
x3

which corresponds to the stable idealI4 = (x4
1, x

3
1x2, x2

1x2
2, x

3
2, x1x3, x2x3, x2

3);

5. the plane partition (
4 2 1
3 0 0

)

uniquely determines the Bar Code

x2
3

x3
2

x2x3

x4
1 x2

1x2 x1x2
2 x3

1x3

1 x1 x2
1 x3

1
x2 x1x2 x2

2
x3 x1x3 x2

1x3

which corresponds to the stable idealI5 = (x4
1, x

2
1x2, x1x2

2, x
3
2, x

3
1x3, x2x3, x2

3);
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6. the plane partition (
4 3 1
2 0 0

)

x2
3

x3
2

x2x3

x4
1 x3

1x2 x1x2
2 x2

1x3

1 x1 x2
1 x3

1
x2 x1x2 x2

1x2 x2
2

x3 x1x3

which corresponds to the stable idealI6 = (x4
1, x

3
1x2, x1x2

2, x
3
2, x

2
1x3, x2x3, x2

3);

A.2 Strongly stable ideals

Let us count the strongly stable ideals ink[x1, x2, x3] with constant affine Hilbert poly-
nomialp = 10.

By Corollary 57 and Lemma 63, the possible bar lists, as for the case of stable
ideals, are:

1. (10, 1, 1);

2. (10, 2, 1);

3. (10, 3, 1);

4. (10, 4, 1);

5. (10, 3, 2);

6. (10, 4, 2);

7. (10, 5, 2);

8. (10, 6, 3).

For k = 1 above, we proceed as for stable ideals, thanks to the equivalence of
Lemma 70, gettingQ(10, 1)+ Q(10, 2)+ Q(10, 3)+ Q(10, 4)= 10.
Consider now (10, 3, 2), for which we have the partition below

(
a1,1 a1,2

0 a2,2

)

soλ = (2, 2), r = 2, M = 8, a2 = 1, ..., 7 anda1 = a2+1, ..., 8 (see (2) in section 7). We
report here only the computations giving nonzero result:
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1. a = (5, 1): N1 = 7 and

M =

(
x3 + x2 + x+ 1 0

1 1

)

so thatxN1det(M) = x7(x3 + x2 + x + 1). Therefore there is one such plane
partition.

2. a = (6, 1): N1 = 8 and

M =

(
x4 + x3 + x2 + x+ 1 0

1 1

)

so thatxN1det(M) = x8(x4 + x3 + x2 + x+ 1). Therefore there is one such plane
partition.

3. a = (7, 1): N1 = 9 and

M =

(
x5 + x4 + x3 + x2 + x+ 1 0

1 1

)

so thatxN1det(M) = x9(x5 + x4 + x3 + x2 + x + 1). Therefore there is one such
plane partition.

4. a = (8, 1): N1 = 10 and

M =

(
x6 + x5 + x4 + x3 + x2 + x+ 1 0

1 1

)

so thatxN1det(M) = x10(x6 + x5 + x4 + x3 + x2 + x+ 1). Therefore there is one
such plane partition.

5. a = (5, 2): N1 = 8 and

M =

(
x3 + x2 + x+ 1 1

1 1

)

so thatxN1det(M) = x8(x3 + x2 + x). Therefore there is one such plane partition.

6. a = (6, 2): N1 = 9 and

M =

(
x4 + x3 + x2 + x+ 1 1

1 1

)

so thatxN1det(M) = x9(x4 + x3 + x2 + x). Therefore there is one such plane
partition.

7. a = (4, 3): N1 = 8 and

M =

(
x3 + x2 + x+ 1 x+ 1

1 1

)

so thatxN1det(M) = x8 · x2. Therefore there is one such plane partition.
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The total number we get of the partitions of type
(

a1,1 a1,2

0 a2,2

)

is 7.
We will see below that the plane partitions of this shape can actually be counted in a
simpler way.
Take then (10, 4, 2)
Since 4= 3+ 1, we only have to deal with the partitions below

M =

(
a1,1 a1,2 a1,3

0 a2,2 0

)
,

soλ = (3, 2), r = 2, M = 6, a2 = 1, ..., 5 anda1 = a2+1, ..., 6 (see (2) in section 7). We
report here only the computations giving nonzero result:

1. a = (4, 1), N1 = 8 and

M =

(
x2 + x+ 1 0

1 1

)
,

so thatx8det(M) = x8(x2+x+1). Therefore there is only one such plane partition.

2. a = (5, 1), N1 = 9 and

M =

(
(x2 + x+ 1)(x2 + 1) 0

1 1

)
,

so thatx8det(M) = x9(x2+ x+ 1)(x2+ 1). Therefore there is only one such plane
partition.

3. a = (5, 1), N1 = 10 and

M =

(
(x4 + x3 + x2 + x+ 1)(x2 + 1) 0

1 1

)
,

so thatx8det(M) = x10(x4+ x3+ x2+ x+ 1)(x2+ 1)). Therefore there is only one
such plane partition.

4. a = (4, 2), N1 = 9 and

M =

(
(x4 + x3 + x2 + x+ 1)(x2 + 1) 0

1 1

)
,

so thatx8det(M) = x9(x4 + x3 + x2 + x+ 1)(x2 + 1)). Therefore there is only one
such plane partition.

5. a = (5, 2), N1 = 10 and

M =

(
(x2 + x+ 1)(x2 + 1) 0

1 1

)
,

so thatx8det(M) = x10(x2 + x + 1)(x2 + 1)). Therefore there is only one such
plane partition.
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The total number of the partitions of type
(

a1,1 a1,2 a1,3

0 a2,2 0

)

is 5.
Consider now (10, 5, 2). We have the partition below

M =

(
a1,1 a1,2 a1,3

0 a2,2 a2,3

)

In this caseλ = (3, 3), r = 2, M = 4 and there is only one partition of this shape,
coming froma = (4, 2) (see (2) in section 7). Indeed, in this caseN1 = 10,

M =

(
x2 + x+ 1 0
x2 + x+ 1 1

)

and we getxN1det(M) = x10(x2 + x+ 1).
We conclude with (10, 6, 3), for which by 6= 3+ 2+ 1. We obtain the matrix

M =



a1,1 a1,2 a1,3

0 a2,2 a2,3

0 0 a3,3



for which λ = (3, 3, 3), r = 3, b = (1, 1, 1) andM = 3. It holds thena3 = 1, a2 = 2,
a1 = 3, i.e. there is only one vectora to examine (see (2) in section 7). Fora = (3, 2, 1)
we getN1 = 10 and

M =



1 0 0
x+ 1 1 0

1 1 1



so thatx10det(M) = x10. We get only one plane partition of norm 10 of this shape.
In conclusion we have exactly 24 strongly stable ideals in 3 variables with constant
affine Hilbert polynomialH (t) = 10.

Remark91. We notice that a tedious computation could allow us to list all 24 plane
partitions and the corresponding strongly stable ideals. To show this we limit ourselves
to consider the case (10, 4, 2), for which there are exactly 5 plane partitions:

1. The plane partition (
6 2 1
0 1 0

)

uniquely determines the Bar Code

x2
3

x3
2

x2x3

x6
1 x2

1x2 x1x2
2

x1x3

1 x1 x2
1 x3

1 x4
1 x5

1
x2 x1x2 x2

2
x3
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which corresponds to the stable idealI1 = (x6
1, x

2
1x2, x1x2

2, x
3
2, x1x3, x2x3, x2

3);

2. the plane partition (
5 2 1
0 2 0

)

uniquely determines the Bar Code

x2
3

x3
2

x2x3

x5
1 x2

1x2 x1x2
2 x2

1x3

1 x1 x2
1 x3

1 x4
1

x2 x1x2 x2
2

x3 x1x3

which corresponds to the stable idealI2 = (x5
1, x

2
1x2, x1x2

2, x
3
2, x

2
1x3, x2x3, x2

3);

3. the plane partition (
5 3 1
0 1 0

)

uniquely determines the Bar Code

x2
3

x3
2

x2x3

x5
1

x3
1x2 x1x2

2
x1x3

1 x1 x2
1 x3

1 x4
1

x2 x1x2 x2
1x2 x2

2
x3

which corresponds to the stable idealI3 = (x5
1, x

3
1x2, x1x2

2, x
3
2, x1x3, x2x3, x2

3);

4. the plane partition (
4 3 2
0 1 0

)

uniquely determines the Bar Code

x2
3

x3
2

x2x3

x4
1 x3

1x2 x2
1x2

2
x1x3

1 x1 x2
1 x3

1
x2 x1x2 x2

1x2 x2
2 x1x2

2
x3

which corresponds to the stable idealI4 = (x4
1, x

3
1x2, x2

1x2
2, x

3
2, x1x3, x2x3, x2

3);
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5. the plane partition (
4 3 1
0 2 0

)

x2
3

x3
2

x2x3

x4
1 x3

1x2 x1x2
2 x2

1x3

1 x1 x2
1 x3

1
x2 x1x2 x2

1x2 x2
2

x3 x1x3

which corresponds to the stable idealI5 = (x4
1, x

3
1x2, x1x2

2, x
3
2, x

2
1x3, x2x3, x2

3);

References

[1] Andrews, G.E.,The Theory of Partitions, Cambridge mathematical library, Cam-
bridge University Press, 1998.

[2] Aramova, A. and Herzog, J.,Koszul cycles and EliahouKervaire type resolutions,
Journal of Algebra 181.2, 347-370, 1996.

[3] Aramova, A. and Herzog, J.,rho-Borel principal ideals., Illinois Journal of Math-
ematics 41.1 103-121, 1997.

[4] Auzinger W., Stetter H.J.,An Elimination Algorithm for the Computation of all
Zeros of a System of Multivariate Polynomial Equations, I.S.N.M.86 (1988), 11–
30, Birkhäuser
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