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Abstract

Using the language of Riordan arrays, we study a one-parameter family of orthog-
onal polynomials that we call the restricted Chebyshev-Boubaker polynomials. We
characterize these polynomials in terms of the three term recurrences that they satisfy,
and we study certain central sequences defined by their coefficient arrays. We give an
integral representation for their moments, and we show that the Hankel transforms of
these moments have a simple form. We show that the (sequence) Hankel transform of
the row sums of the corresponding moment matrix is defined by a family of polynomials
closely related to the Chebyshev polynomials of the second kind, and that these row
sums are in fact the moments of another family of orthogonal polynomials.

1 Introduction

In this paper, we shall explore a number of polynomial sequences arising from a study of the
one-parameter family of orthogonal polynomials defined by the Riordan array

(

1 + rx2

1 + x2
,

x

1 + x2

)

.

Elements of this family may be regarded as generalized scaled Chebyshev polynomials of the
second kind. We use ideas from the theory of the Riordan group of lower-triangular matrices
[26] to help us derive our results. General information on orthogonal polynomials as used in
this note may be found in, for instance, [11, 15, 33]. We will find it useful to give continued
fraction expressions for generating functions encountered in this note [34], particularly when
we want to characterize Hankel transforms [18] of sequences. In the next section, we give a
brief overview of Riordan arrays, and their links to orthogonal polynomials. In the following
section, we concentrate on the coefficient array (Pn,k) of the orthogonal polynomials, and in
particular we study properties of the sequences P2n,n and P2n,n+1. In this context, we note
that the Boubaker polynomials (the case r = 3 of the family parameter) have the special
property P2n,n = 0n. In the next and final section, we look at the moment matrix (the
inverse of the coefficient array), its first column, which is the moment sequence of the family
of orthogonal polynomials under study, and the row sums of the moment matrix. We give
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integral representations of these sequences, and we characterize their Hankel transforms.
We find that this family of orthogonal polynomials has an interesting property: the Hankel
transform of the row sums of the moment matrix is expressible in terms of suitably scaled
and shifted Chebyshev polynomials of the second kind.

2 Riordan arrays and orthogonal polynomials

The group of Riordan arrays R [26] was first introduced by Shapiro, Getu, Woan, and
Woodson in the early 1990’s. Since then, they have been extensively studied and applied in
a number of different fields. At its simplest, a Riordan array is formally defined by a pair
of power series, say g(x) and f(x), where g(0) = 1 and f(x) = x + a2x

2 + a3x
2 + . . ., with

integer coefficients (such Riordan arrays are called “proper” Riordan arrays). The pair (g, f)
is then associated to the lower-triangular invertible matrix whose (n, k)-th element Tn,k is
given by

Tn,k = [xn]g(x)f(x)k.

In this paper, we shall define a one-parameter family of orthogonal polynomials using
Riordan arrays, and we shall investigate a number of aspects of these orthogonal polynomials,
notably the central sequences defined by their coefficient array, and the Hankel transform [21]
of their moment sequence. We recall that for a sequence an we define its Hankel transform
to be the sequence of determinants hn = |ai+j |0≤i,j≤n.

All the power series and matrices that we shall look at are assumed to have integer
coefficients. Thus power series are elements of Z[[x]]. The generating function 1 generates the
sequence that we denote by 0n, which begins 1, 0, 0, 0, . . .. All matrices are assumed to begin
at the (0, 0) position, and to extend infinitely to the right and downwards. Thus matrices
in this article are elements of ZN0×N0. When examples are given, an obvious truncation is
applied.

The Fundamental Theorem of Riordan arrays [27] says that the action of a Riordan array
on a power series, namely

(g(x), f(x)) · a(x) = g(x)a(f(x)),

is realised in matrix form by

(Tn,k)















a0
a1
a2
a3
...















=















b0
b1
b2
b3
...















,

where the power series a(x) expands to give the sequence a0, a1, a2, . . ., and the image se-
quence b0, b1, b2, . . . has generating function g(x)a(f(x)).

An important feature of Riordan arrays is that they have a number of sequence charac-
terizations [10, 16]. The simplest of these is as follows.
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Proposition 1. [16, Theorem 2.1, Theorem 2.2] Let D = [dn,k] be an infinite triangular
matrix. Then D is a Riordan array if and only if there exist two sequences A = [a0, a1, a2, . . .]
and Z = [z0, z1, z2, . . .] with a0 6= 0, z0 6= 0 such that

• dn+1,k+1 =
∑∞

j=0 ajdn,k+j, (k, n = 0, 1, . . .)

• dn+1,0 =
∑∞

j=0 zjdn,j, (n = 0, 1, . . .).

The coefficients a0, a1, a2, . . . and z0, z1, z2, . . . are called the A-sequence and the Z-
sequence of the Riordan array D = (g(x), f(x)), respectively. Letting A(x) be the generating
function of the A-sequence and Z(x) be the generating function of the Z-sequence, we have

A(x) =
x

f̄(x)
, Z(x) =

1

f̄(x)

(

1− 1

g(f̄(x))

)

. (1)

Here, f̄(x) is the series reversion of f(x), defined as the solution u(x) of the equation

f(u) = x

that satisfies u(0) = 0.
The inverse of the Riordan array (g, f) is given by

(g(x), f(x))−1 =

(

1

g(f̄(x))
, f̄(x)

)

.

For a Riordan array D, the matrix P = D−1 ·D is called its production matrix, where D
is the matrix D with its top row removed.

The concept of a production matrix [13, 14] is a general one, but for this work we find it
convenient to review it in the context of Riordan arrays. Thus let P be an infinite matrix.
Letting r0 be the row vector

r0 = (1, 0, 0, 0, . . .),

we define ri = ri−1P , i ≥ 1. Stacking these rows leads to another infinite matrix which we
denote by AP . Then P is said to be the production matrix for AP .
If we let

uT = (1, 0, 0, 0, . . . , 0, . . .)

then we have

AP =











uT

uTP
uTP 2

...











and
ĪAP = APP
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where Ī = (δi+1,j)i,j≥0 (where δ is the usual Kronecker symbol):

Ī =























0 1 0 0 0 0 . . .
0 0 1 0 0 0 . . .
0 0 0 1 0 0 . . .
0 0 0 0 1 0 . . .
0 0 0 0 0 1 . . .
0 0 0 0 0 0 . . .
...

...
...

...
...

...
. . .























.

We have
P = A−1

P ĪAP . (2)

Writing AP = ĪAP , we can write this equation as

P = A−1
P AP . (3)

Note that AP is AP with the first row removed.
The production matrix P is sometimes [25, 28] called the Stieltjes matrix SAP

associated
to AP . Other examples of the use of production matrices can be found in [2], for instance.

In the context of Riordan arrays, the production matrix associated to a proper Riordan
array takes on a special form :

Proposition 2. [14, Proposition 3.1] Let P be an infinite production matrix and let AP be
the matrix induced by P . Then AP is an (ordinary) Riordan matrix if and only if P is of
the form

P =























ξ0 α0 0 0 0 0 . . .
ξ1 α1 α0 0 0 0 . . .
ξ2 α2 α1 α0 0 0 . . .
ξ3 α3 α2 α1 α0 0 . . .
ξ4 α4 α3 α2 α1 α0 . . .
ξ5 α5 α4 α3 α2 α1 . . .
...

...
...

...
...

...
. . .























,

where ξ0 6= 0, α0 6= 0. Moreover, columns 0 and 1 of the matrix P are the Z- and A-
sequences, respectively, of the Riordan array AP .

Where possible, we shall refer to known sequences and triangles by their OEIS numbers
[30, 31]. For instance, the Catalan numbers Cn = 1

n+1

(

2n
n

)

with g.f. c(x) = 1−
√
1−4x
2x

is the
sequence A000108, the Fibonacci numbers are A000045, and the Motzkin numbers Mn =
∑⌊n

2
⌋

k=0

(

n

2k

)

Ck are A001006.
The binomial matrix B =

((

n

k

))

is A007318. As a Riordan array, this is given by

B =

(

1

1− x
,

x

1− x

)

.

Note that in this article all sequences an that have a0 6= 0 are assumed to have a0 = 1.
Likewise for sequences bn with b0 = 0 and b1 6= 0, we assume that b1 = 1.
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The papers [4, 5] explore the use of Riordan arrays to define constant coefficient orthog-
onal polynomials. Three relevant results [4] are as follows.

Proposition 3. The Riordan array
(

1−λx−µx2

1+rx+sx2 ,
x

1+rx+sx2

)

is the coefficient array of the gen-

eralized Chebyshev polynomials of the second kind given by

Qn(x) = (
√
s)nUn

(

x− r

2
√
s

)

−λ(
√
s)n−1Un−1

(

x− r

2
√
s

)

−µ(
√
s)n−2Un−2

(

x− r

2
√
s

)

, n = 0, 1, 2, . . .

Proposition 4. The Riordan array L where

L−1 =

(

1− λx− µx2

1 + ax+ bx2
,

x

1 + ax+ bx2

)−1

has production matrix (Stieltjes matrix) given by

P = SL =























a+ λ 1 0 0 0 0 . . .
b+ µ a 1 0 0 0 . . .
0 b a 1 0 0 . . .
0 0 b a 1 0 . . .
0 0 0 b a 1 . . .
0 0 0 0 b a . . .
...

...
...

...
...

...
. . .























.

Proposition 5. If L = (g(x), f(x)) is a Riordan array and P = SL is tridiagonal of the
form

P = SL =























a1 1 0 0 0 0 . . .
b1 a 1 0 0 0 . . .
0 b a 1 0 0 . . .
0 0 b a 1 0 . . .
0 0 0 b a 1 . . .
0 0 0 0 b a . . .
...

...
...

...
...

...
. . .























, (4)

then L−1 is the coefficient array of the family of orthogonal polynomials pn(x) where p0(x) =
1, p1(x) = x− a1, and

pn+1(x) = (x− a)pn(x)− bnpn−1(x), n ≥ 2,

where bn is the sequence 0, b1, b, b, b, . . ..

3 Definitions and Properties

We define the restricted Chebyshev-Boubaker polynomials Pn(x; r) to be the one-parameter
family of orthogonal polynomials Pn(x; r) whose coefficient arrays are defined by the Riordan
arrays

(

1 + rx2

1 + x2
,

x

1 + x2

)

, r ∈ Z.
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Here, r is taken to be an integer parameter (r ∈ Z). When r = 0, we get the modified Cheby-
shev polynomials Un

(

x
2

)

[22], while the case r = 3 coincides with the Boubaker polynomials
[1, 3, 7, 8, 9, 12, 19, 20, 24, 29, 35]. Thus the coefficient array of this family of orthogonal
polynomials begins

P (r) =





















1 0 0 0 0 0 0
0 1 0 0 0 0 0

r − 1 0 1 0 0 0 0
0 r − 2 0 1 0 0 0

1− r 0 r − 3 0 1 0 0
0 3− 2r 0 r − 4 0 1 0

r − 1 0 3(2− r) 0 r − 5 0 1





















,

and hence the polynomials begin

P0(x; r) = 1, P1(x; r) = x, P2(x; r) = x2 + r − 1, P3(x; r) = x3 + x(r − 2), . . . .

We have
Pn(x; r) = Un

(x

2

)

+ rUn−2

(x

2

)

.

The inverse of the coefficient matrix begins

M(r) =





















1 0 0 0 0 0 0
0 1 0 0 0 0 0

1− r 0 1 0 0 0 0
0 2− r 0 1 0 0 0

r2 − 3r + 2 0 3− r 0 1 0 0
0 r2 − 4r + 5 0 4− r 0 1 0

−r3 + 5r2 − 9r + 5 0 r2 − 5r + 9 0 5− r 0 1





















,

and thus the moment sequence µ(n; r) for the polynomial family Pn(x; r) begins

1, 0, 1− r, 0, r2 − 3r + 2, 0,−r3 + 5r2 − 9r + 5, 0, r4 − 7r3 + 20r2 − 28r + 14, 0, . . . .

The production matrix of the moment matrix M(r) begins




















0 1 0 0 0 0 0
1− r 0 1 0 0 0 0
0 1 0 1 0 0 0
0 0 1 0 1 0 0
0 0 0 1 0 1 0
0 0 0 0 1 0 1
0 0 0 0 0 1 0





















,

indicating that the family of orthogonal polynomials Pn(x; r) obeys the three-term recurrence

Pn(x; r) = xPn−1(x; r)− Pn−2(x; r),

with
P0(x; r) = 1, P1(x; r) = x and P2(x; r) = x2 + r − 1.
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4 The coefficient matrix P (r)

We calculate the general term Pn,k of the coefficient matrix P (r). For this, we use the method
of coefficients [23].

Proposition 6. We have

Pn,k =

(

n+k
2

k

)

(−1)
n−k

2

1 + (−1)n−k

2
+ r

(

n+k−2
2

k

)

(−1)
n−k

2

1 + (−1)n−k

2
+ r.0n+k.

Proof. We have

Pn,k =
1 + rx2

1 + x

(

x

1 + x2

)k

= [xn−k](1 + rx2)

(

1

1 + x2

)k+1

= [xn−k](1 + rx2)
∞
∑

j=0

(−(k + 1)

j

)

x2j

= [xn−k](1 + rx2

∞
∑

j=0

(

k + j

j

)

(−1)jx2j

= [xn−k]
∞
∑

j=0

(

k + j

j

)

(−1)jx2j + r[xn−k−2]
∞
∑

j=0

(

k + j

j

)

(−1)jx2j

=

(

n+k
2

k

)

(−1)
n−k

2

1 + (−1)n−k

2
+ r

(

n+k−2
2

k

)

(−1)
n−k

2

1 + (−1)n−k

2
+ r.0n+k.

Corollary 7. We have

Pn,k =

((

n+k
2

k

)

+ r

(

n+k−2
2

k

))

(−1)
n−k

2

1 + (−1)n−k

2
− r.0n+k,

and

Pn,k =

(

n+k
2

k

)(

1− r(n− k)

n+ k + 0n+k

)

(−1)
n−k

2

1 + (−1)n−k

2
.

Thus we have

Pn(x; r) =

n
∑

k=0

Pn,kx
k.

Two special cases have other well-known expressions. We have

Pn(x; 0) = Un(x/2) =

⌊n

2
⌋

∑

k=0

(

n− k

k

)

(−1)kxn−2k,

7



and

Pn(x; 3) = Bn(x) =

⌊n

2
⌋

∑

k=0

(

n− k

k

)

n− 4k

n− k
(−1)kxn−2k.

In general, we have

Pn(x; r) =

⌊n

2
⌋

∑

k=0

(

n− k

k

)

n− (r + 1)k

n− k
(−1)kxn−2k.

We now turn to look at the central terms P2n,n and P2n,n+1 of the coefficient matrix P (r).
We have

Proposition 8.

P2n,n(r) = 0n − (r − 3)(−1)
n

2

(

3n
2
− 1

n
2
− 1

)

1 + (−1)n

2
.

Alternatively,

P2n,n(r) = (r − 2)0n − (r − 3)(−1)
n

2

(

3n
2
− 1

n

)

1 + (−1)n

2
.

Corollary 9. For the Boubaker polynomials, we have

B2n,n = P2n,n(3) = 0n.

Proof. In order to prove this result, we will calculate the generating function of the term
P2n,n. For this, we use the result [6]: Let d2n,n be the central coefficient sequence of the
Riordan array (d(t), h(t)). Then we have

d2n,n = [tn]
d(v(t))
f

t
(v(t))

d

dt
v(t),

where

v(t) =

(

t2

h(t)

)

.

In our case (using the “dummy” parameter x), we have

h(x) =
x

1 + x2
⇒ v(x) = x(1 + x2) =

432
1

6

6

(

(
√
27x2 + 4 + 3

√
3x)

1

3 − (
√
27x2 + 4− 3

√
3x)

1

3

)

.

We obtain that the generating function of P2n,n is given by

(

r

3
+

(
√
27x2 + 4+ 3

√
3x)

1

3 (r(
√
27x2 + 4− 3

√
3x)

2

3 − (r − 3)2
2

3 ) + 2
2

3 (3 − 2r)(
√
27x2 + 4− 3

√
3)

1

3

6
√
27x2 + 4

)

.

We note that when r = 3, this reduces to 1.

8



The sequence P2n,n(r) expands to give

1, 0, r − 3, 0, 5(3− r), 0, 28(r− 3), 0, 165(3− r), 0, 1001(r− 3), 0, 6188(3− r), 0, . . . ,

or

1, 0, r− 3, 0, 15− 5r, 0, 28r − 84, 0, 495− 165r, 0, 1001r− 3003, 0, 18564− 6188r, 0, . . . .

We recognise in the numbers

1, 0,−3, 0, 15, 0,−84, 0, 495, 0,−3003, . . .

an aerated version of the numbers
(

3n

n

)

(−1)n.

Similarly, the numbers

0, 0, 1, 0,−5, 0, 28, 0,−165, 0, 1001, 0,−6188, 0, 38760, 0,−245157, 0, 1562275, 0, . . .

are an aerated version of the numbers
(

3n− 1

n− 1

)

(−1)n.

The Hankel transform hn of d2n,n(r) is such that the sequence hn

(r−3)n
begins

1, 1,−r − 2,−3(r + 2), 3(10r + 11), 26(10r + 11),−52(108r + 85),−1292(108r + 85), . . . .

This last sequence is the sum of the sequence

1, 1,−2,−6, 33, 286,−4420,−109820, 4799134, 340879665, . . . ,

and the sequence

r{0, 0,−1,−3, 30, 260,−5616,−139536, 7683524, 545756190,−80623845225, . . .}.

We recognise in the former sequence (−1)(
n

2
) times the number of alternating sign (2n+3)×

(2n+ 3) matrices symmetric with respect to both horizontal and vertical axes (A005161).
It is interesting to calculate the Hankel transform Hn of the unaerated sequence

−(r − 3)(−1)n
(

3n− 1

n− 1

)

+ 0n

which begins

1, r − 3, 5(3− r), 28(r − 3), 165(3− r), 1001(r− 3), 6188(3− r), . . . ,

or
1, r − 3, 15− 5r, 28r − 84, 495− 165r, 1001r− 3003, 18564− 6188r, . . . ,

9
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or equivalently

{1,−3, 15,−84, 495,−3003, 18564, . . .}+ r{0, 1,−5, 28,−165, 1001,−6188, . . .}.

We find that Hn/(r − 3)n is equal to

{1,−2, 11,−170, 7429,−920460, 323801820, . . .}+
r{0, 1,−10, 216,−11894, 1757085,−712169820, . . .}.

The first sequence is (−1)n times the number of cyclically symmetric transpose complement
plane partitions in a (2n+ 2)× (2n+ 2)× (2n+ 2) box (A051255).

Turning now to the term P2n,n+1(r), we have

P2n,n+1 =

((

3n+1
2

n+ 1

)

− r

(

3n−1
2

n+ 1

))

(−1)
n−1

2

1− (−1)n

2

=

(

3n+1
2

n + 1

)(

1 + r − n(r − 3)

3n+ 1

)

(−1)
n−1

2

1− (−1)n

2
.

This sequence begins

{0, 1, 0,−5, 0, 28, 0,−165, 0, 1001, 0,−6188, 0, . . .}+
r{0, 0, 0, 1, 0,−7, 0, 45, 0,−286, 0, 1820, 0, . . .}.

In the special case r = 3 of the Boubaker polynomials, we obtain that P2n,n+1(3) begins

0, 1, 0,−2, 0, 7, 0,−30, 0, 143, 0, . . .

wherein we recognise a signed aerated version of 1
n+1

(

3n+1
n

)

which begins 1, 2, 7, 30, 143, . . .,
A006013. In this case, the Hankel transform of P2n,n+1 begins

0,−1, 0, 9, 0,−676, 0, 417316, 0,−2105433225, 0, . . . .

We note that the sequence beginning 1, 1, 9, 676, 417316, . . . , is the expansion of the generat-
ing function A1

UO(8n) = AV (2n+ 1)2, A059492. This sequence is the square of the sequence
AV (2n+ 1) beginning 1, 1, 3, 26, 646, . . .. We note that the generating function of P2n,n+1(r)
can be shown, by the methods of [6], to be

108
1

6

(
√
27x2 + 4 + 3

√
3x)

2

3 (r(
√
27x2 + 4 + 3

√
3x)

2

3 − 2
2

3 (2r − 3))− ((27x2 + 4) − 3
√
3x)

2

3 (r(
√
27x2 + 4− 3

√
3x)

2

3 − 2
2

3 (2r − 3))

6((
√
27x2 + 4− 3

√
3x)

2

3 + (
√
27x2 + 4 + 3

√
3x)

2

3 + 2
2

3 )
√
27x2 + 4

.

5 The moment matrix M(r)

In this section we study aspects of the moment matrix M(r) given by the inverse of the
polynomial coefficient matrix. Thus we have

M(r) =

(

1 + rx2

1 + x2
,

x

1 + x2

)−1

=

(
√
1− 4x2(r − 1) + r + 1

2(r + x2(r − 1)2)
,
1−

√
1− 4x2

2x

)

.
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The first column of this matrix, with generating function
√
1− 4x2(r − 1) + r + 1

2(r + x2(r − 1)2)
,

is the moment sequence of the family of orthogonal polynomials Pn(x; r). We see that this
is an aerated sequence µn(r), beginning

1, 0, 1− r, 0, r2 − 3r + 2, 0,−r3 + 5r2 − 9r + 5, 0, r4 − 7r3 + 20r2 − 28r + 14, 0,

−r5 + 9r4 − 35r3 + 75r2 − 90r + 42, 0, . . . .

We recognise in the un-aerated sequence

1, 1− r, r2 − 3r + 2,−r3 + 5r2 − 9r + 5, . . . ,

the polynomial sequence with generating function given by

(c(x), 1− c(x)) · 1

1− rx
,

with general term
n

∑

k=0

2k + 1

n+ k + 1

(

2n

n− k

)

(−1)krk.

Hence we have

µn(r) =
1 + (−1)n

2

n

2
∑

k=0

2k + 1
n
2
+ k + 1

(

n
n
2
− k

)

(−1)krk.

Noting that the production matrix of M(r) is given by the tri-diagonal matrix





















0 1 0 0 0 0 0
1− r 0 1 0 0 0 0
0 1 0 1 0 0 0
0 0 1 0 1 0 0
0 0 0 1 0 1 0
0 0 0 0 1 0 1
0 0 0 0 0 1 0





















,

we deduce that the generating function
√
1−4x2(r+1)+r−1
2(r−x2(r+1)2)

of the moment sequence µn(r) has a
continued fraction expression as

1

1−
(1− r)x2

1−
x2

1−
x2

1− · · ·

.

We immediately deduce that

11



Proposition 10. The Hankel transform hn(r) of the moment sequence µn(r) of the family
of orthogonal polynomials Pn(x; r) is given by

hn(r) = (1− r)n.

An interesting feature of this sequence is that the Hankel transform of the un-aerated
sequence is also equal to (1−r)n. This follows since the un-aerated sequence has a generating
function given by the Stieltjes continued fraction

1

1−
(1− r)x

1−
x

1−
x

1− · · ·

.

Starting from the generating function
√
1−4x2(r−1)+r+1
2(r+x2(r−1)2)

of the moment sequence µr(r), and

invoking the Stieltjes-Perron theorem [15, 17, 34], we arrive at the following result.

Proposition 11. We have the following integral representation of the moment sequence
µn(r):

µn(r) =
−1

π

∫ 2

2

xn

√
4− x2(r − 1)

2(rx2 + (r − 1)2)
dx+

r + 1

2r

(

−r − 1√
−r

)n

+
r + 1

2r

(

r − 1√
−r

)n

.

We now turn to the row sums sn of the moment matrix. By the theory of Riordan arrays,
these will have their generating function given by

√
1− 4x2(r − 1) + r + 1

2(r + x2(r − 1)2)
· 1

1− 1−
√
1−4x2

2x

=

√
1− 4x2(x(r − 1)− r) + 2x2(r − 1) + x(r + 1)− r

2(x− 1)(x2(r − 1)2 + r)
.

Proposition 12. We have

sn =

⌊n

2
⌋

∑

k=0

(

n

⌊n−2k
2

⌋

)

(−1)krk.

Proof. The matrix with (n, k)-th element
(

n+k

⌊n−k

2
⌋
)

is the Riordan array

(

1 + xc(x2)√
1− 4x2

,
c(x2)− 1

x

)

.

Our assertion is that the above generating function for sn is equal to

(

1 + xc(x2)√
1− 4x2

, 1− c(x2)

)

· 1

1− rx
,

which can be verified by direct calculation.
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We next look at the Hankel transform Hn(r) of the row sum sequence. We find that the
sequence Hn(r) begins

1, 1− r, 1− 2r, r3 + r2 − 3r + 1,−r4 + 2r3 + 3r2 − 4r + 1,−4r4 + 2r3 + 6r2 − 5r + 1, . . .

with coefficient array that begins





















1 0 0 0 0 0 0
1 −1 0 0 0 0 0
1 −2 0 0 0 0 0
1 −3 1 1 0 0 0
1 −4 3 2 −1 0 0
1 −5 6 2 −4 0 0
1 −6 10 0 −9 2 1





















.

Now the reversal of this matrix, which begins





















1 0 0 0 0 0 0
−1 1 0 0 0 0 0
0 −2 1 0 0 0 0
1 1 −3 1 0 0 0
−1 2 3 −4 1 0 0
0 −4 2 6 −5 1 0
1 2 −9 0 10 −6 1





















,

is the Riordan array
(

1

1 + x+ x2
,

x

1 + x+ x2

)

.

We then have
(

1

1 + x+ x2
,

x

1 + x+ x2

)

=

(

1

1 + x2
,

x

1 + x2

)

·
(

1

1− x
,

x

1− x

)

,

where the
(

1
1+x2 ,

x
1+x2

)

is the coefficient array of the modified Chebyshev polynomials Un(
x
2
),

and
(

1
1−x

, x
1−x

)

is the binomial matrix
((

n

k

))

. We deduce the following.

Proposition 13. The Hankel transform sequence Hn(r) of the row sum sequence sn(r) of
the moment matrix of the family of restricted Chebyshev-Boubaker polynomials Pn(r) is given
by

Hn(r) = rnUn

( 1
r
− 1

2

)

.

Corollary 14. The row sum sequence sn(r) of the moment matrix of the family of restricted
Chebyshev-Boubaker polynomials Pn(r) are the moments of the family of orthogonal polyno-
mials Qn(x; r) that satisfy the three term recurrence

Qn(x; r) = (x− αn)Qn−1(x; r)− βnQn−2(x; r),

13



where

αn =
r2n+1

Hn−1(r)Hn(r)
,

and

βn =
Hn−1(r)Hn+1(r)

Hn(r)2
,

with

Hn(r) = rnUn

( 1
r
− 1

2

)

.

We note that the sequence sn(r) has the moment representation

sn(r) = −1

π

∫ 2

−2

xn

√
4− x2(rx− (r − 1))

2(2− x)(rx2 + (r − 1)2)
dx+

(

1

2
+

√
r

2r
i

)(

−r − 1√
r

i

)n

+

(

1

2
−

√
r

2r
i

)(

r − 1√
r

i

)n

.

6 Conclusions

The theory of Riordan arrays provides a useful context within which to discuss the family of
restricted Chebyshev-Boubaker orthogonal polynomials. These polynomials give us examples
of polynomial sequences with interesting properties, most notably linked to their Hankel
transforms. These sequences appear as central coefficients in the coefficient array of the
family of orthogonal polynomials under study, and as sequences of moments and generalized
moments (row sums of the moment matrix) of the same families.

The author declares that there are no conflicts of interest regarding the publication of
this article.
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