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## 1 Abstract

Conway's 99-graph problem is the second problem amongst the five $1000 \$ 2017$ open problems set [1]. Four out of the five remain unsolved to this day, including the 99-graph problem. In this paper we quote Conway's definition of the problem and give an alternative interpretation of it, which we humorously name "not Conway's 99-graph problem". We solve the alternative interpretation completely.

## 2 Introduction

Conway's 99-graph problem 1 asks the following: "Is there a graph with 99 vertices in which every edge (i.e. pair of joined vertices) belongs to a unique triangle and every none-edge (pair of unjoined vertices) to a unique quadrilateral?".

Put formally, is there a simple, undirected graph $G=(V, E)$, such that the following holds?

- $(\bar{P} 1):|V|=99$
- $(\bar{P} 2): \forall\{x, y\} \in E$, there exists a unique $z \in V$, such that $\{x, z\},\{y, z\} \in E$.
- $(\bar{P} 3): \forall\{x, y\} \in E^{c}$, there exists unique pair $z, w \in V$, such that $\{x, z\},\{y, z\},\{x, w\},\{y, w\} \in E$.

It can be proven that a graph satisfying $(\bar{P} 2-3)$ is, in fact, regular. Whether a regular graph, satisfying $(\bar{P} 1-3)$ exists, is a known open problem. Such a graph is also called strongly regular. Strongly regular graphs are a parametric family of graphs. A counting argument shows that a strongly regular graph satisfying ( $\bar{P} 1-3$ ) has vertex degree of 14 .

[^0]An alternative interpretation of Conway's 99-graph problem is the following, which we humorously name "not Conway's 99 -graph problem":

Is there a simple, undirected graph $G=(V, E)$, such that the following holds?

- (P1): $|V|=99$
- (P2): $\forall e \in E$, there exists a unique triangle $\Delta \in G$ such that $e \in \Delta$.
- (P3): $\forall e \in E^{c}$, there exists a unique quadrilateral $\square \in G^{c}$ such that $e \in \square$.

We prove the following:
Theorem 1 Assume $G=(V, E)$, is a simple graph satisfying (P2) and (P3), then $|V|=5$ or $|V|=3$. I.e. $G$ is either a triangle or two triangles intersecting in a single vertex.

The previous theorem, in particular shows that there does not exist a $G$ satisfying (P1-3) simultaneously. In the next section we supply an overview of the proof of our theorem.

## 3 Overview

For simplicity, due to our use of illustrations, let us name the edges "blue edges", and the none-edges "red edges". Assuming $G$ satisfies (P2-3), we know that every blue edge belongs to a unique blue triangle, and every red edge belongs to a unique red quadrilateral. Our main 2 lemmas are the following.

Lemma 1 If $G=(V, E)$ satisfies (P2-3), then $G$ has no red triangles.
Lemma 2 If $G=(V, E)$ satisfies (P2-3), then $G$ has no blue quadrilaterals.
Assuming $G$ is a graph with $n$ vertices, satisfying (P2-3), the previous lemmas imply that the graph induced by the red edges is triangle free and hence has at most $n^{2} / 4$ edges, and that the graph induced by the blue edges is quadrilateral free, and hence has at most $(1+\sqrt{2 n-3}) n / 4$ edges. The red and blue edges, together, form the complete graph, and hence the following inequality must hold: $n^{2} / 4+(1+\sqrt{2 n-3}) n / 4 \geq\binom{ n}{2}$. The previous implies that $n<9$.

Theorem 2 If $G$ satisfies (P2-3), then $|V|<9$.
Theorem 2 implies the inexistence of a graph satisfying (P1-3), concluding with a negative answer to the "not 99-graph problem". Theorem 2, together with extensive search (for graphs with at most 8 vertices) implies Theorem 1 which states the only possible configurations for graphs satisfying (P2-3) are attained when $n=3$ or $n=5$, hence solving the "not 99 -graph problem" for all possible values of $n$.

## $4 \quad G$ has no red triangles - proof of Lemma 1

We will prove by case analysis that $G$ satisfying (P2-3) has no red triangles. In the following, there are several graph illustrations. Red and blue edges are denoted by colored lines. Every edge in our graphs is either red or blue. In case an edge does not appear in our illustrations it is either undecided or irrelevant to the argument. Let us assume by contradiction the existence of a red triangle, then there is some red triangle $\Delta(A B C)$ :


As every red edge is a part of a unique red quadrilateral, there is some red quadrilateral containing $A B$. As a quadrilateral cannot contain all edges of a triangle, there are two possible cases:

- Case 1 - Each edge of $\Delta(A B C)$ lies in a unique quadrilateral.
- Case 2 - There are two edges of $\Delta(A B C)$ sharing a quadrilateral.

Lemma 3 Case 1 is impossible.
Proof: Let us assume the first case holds, then there are vertices $D$ and $E$, different than $A, B$ and $C$, such that $A B \in \square(A B E D)$ :

* Note that quadrilateral $\square(A B E D)$, refers to the cycle of length 4 comprised of the sides $A B, B E, E D, D A$.


The edge $A C$ also lies in a unique quadrilateral, which by our assumption, is edge wise disjoint to $\square(A B E D)$. Therefore, there are vertices $F, G \in V$, such that $A C$ is in the red quadrilateral $\square(A C G F)$. Is it possible that $\{D, E\} \cap$ $\{F, G\} \neq \emptyset$ ? Assume that $D$ is shared by the two quadrilaterals. This implies
that $\square(A C G F)$ is either $\square(A C D F)$ or $\square(A C G D)$. Clearly, as $\square(A C G D)$ and $\square(A B E D)$ share $A D$, in contradiction to (P3), it has to be that $D \neq F$. Thus, we collapse to $\square(A C G F)=\square(A C D F)$, in which case $C D$ is red, and we have:


This is impossible since now $B E$ is shared by both $\square(A B E D)$ and $\square(C B E D)$, a contradiction to (P3). Similarly, we reach a contradiction by assuming $E \in$ $\{F, G\}$, as this implies either $E A$ or $E C$ are red. Thus, assuming we are in case one implies that $\{F, G\} \cap\{D, E\}=\emptyset$. So we have:


Similar analysis for $B C$, implies the existence of $H, I \notin\{A, B, C, D, E, F, G\}$, such that:


Note that $G D$ is blue, for if otherwise, we have edge $A D$ in both quadrilaterals $\square(D A B E)$ and $\square(D A F G)$. Similarly, $G I$ and $I D$ are blue. We have:


Now, if $A G$ is red, then $\square(A G C B)$ is a red quadrilateral sharing $A B$ with $\square(A B E D)$, contradicting (P3). Also, if $A I$ is red, then we have a red $\square(A C H I)$ sharing $C H$ with $\square(B C H I)$. Therefore, $A G$ and $A I$ must be blue, and we have:


Implying that $I G$ is a blue edge shared by $\Delta(A G I)$ and $\Delta(D G I)$ contradicting (P2). Hence, case 1 is impossible. Q.E.D.

Lemma 4 Case 2 is impossible.
Proof: We assume now in contradiction that case 2 holds, and w.l.o.g., that $A C$ and $B C$ lie in the same quadrilateral. Then we have:


As $A B$ is part of a unique quadrilateral, there are $D, E$, such that $A B \in$ $\square(A B E D)$. It is easy to check that $D, E \notin\{A, B, C, F\}$. We have established the fundamental structure of case 2 :


It is simple to see that $D C$ and $E C$ must be blue, for if $D C$ was red, then we would have quadrilaterals $\square(D C B E)$ and $\square(A B E D)$ share $B E$. Similarly, $E C$ must be blue, then:


Also, we have $F D$ blue, for if otherwise, $F D$ was red, and then $\square(F B E D)$ and $\square(A B E D)$ would be red quadrilaterals sharing $B E$. Similarly $E F$ must be blue, then we have:


Thus, $F C$ must be red, for if otherwise, it would be shared by $\Delta(F D C), \Delta(F E C)$. Omitting the blue edges from the illustration for simplicity, we have:


Thus, $\square(F C B A)$ and $\square(A B E D)$ are red quadrilaterals, sharing $A B$, a contradiction to (P3). Q.E.D.

We have thus established the impossibility of all different configurations that support a red triangle, hence there are no red triangles, proving Lemma 1.

## 5 G has no blue quadrilaterals - proof of Lemma 2

We will follow similar case analysis arguments to prove the impossibility of $G$ satisfying (P2-3) having a blue quadrilateral. Assume in contradiction that $G$ satisfies (P2-3) and contains a blue quadrilateral, then we have the following substructure of $G$ :


Can two edges, w.l.o.g., $A D$ and $A B$ reside in the same triangle? The answer is no, for if otherwise we would have:


Contradicting ( P 2 ) , as $D B$ is shared by the triangles $\Delta(A D B)$ and $\Delta(D C B)$. Thus, we have each edge of $\square(A B C D)$ on a different triangle. Say $D C$ is a part of $\Delta(D C E)$, for $E \notin\{A, B, C, D\}$, then we have:


Note that $E$ cannot be connected by a blue edge to any other vertex of $A B C D$, for if otherwise, assume w.l.o.g. that it is connected to $A$ by a blue edge, then we have $D E$ in both triangles $\Delta(A D E)$ and $\Delta(D E C)$. The previous statement, together with the fact that each blue edge belongs to a unique triangle, implies the existence of 3 other vertices, $F, G$ and $H$, forming the following structure:


To end our argument we note that $D G$ must be red, for if otherwise $C G$ would lie in both triangles $\Delta(D C G)$ and $\Delta(C G B)$. Similarly, $G H$ and $H D$ must be red, but then we have:


Then $\Delta(D G H)$ is a red triangle, and by Lemma 1 , we reach a contradiction. Hence, there are no blue quadrilaterals.

## 6 Proof of Theorem 2

Let us denote the number of blue edges by $b$ and the number of red edges by $r$. As $b$ and $r$ are respectively the edges and none edges of a simple graph $G$, we must have $r+b=\binom{n}{2}$. Assuming $G$ satisfies (P2-3), by Lemma 1, the graph induced by the red edges is triangle free. It is a well known fact that a triangle free graph has at most $n^{2} / 4$ edges. Hence, $r \leq n^{2} / 4$. Lemma 2 implies that the graph induced by the blue edges is quadrilateral free. It is known that a quadrilateral free graph has at most $(1+\sqrt{4 n-3}) n / 4$ edges [2], hence $b \leq \frac{n}{4}(1+\sqrt{4 n-3})$. We have then established that:

$$
\binom{n}{2}=r+b \leq \frac{n^{2}}{4}+\frac{n}{4}(1+\sqrt{4 n-3}) . \text { Which implies that } n<9
$$

Q.E.D.
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