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PRODUCT FORMULAS ON POSETS, WICK PRODUCTS, AND A CORRECTION
FOR THE ¢-POISSON PROCESS

MICHAEL ANSHELEVICH

ABSTRACT. We give an example showing that the product and linearization formulas for the Wick
product versions of the g-Charlier polynomials in are incorrect. Next, we observe that the
relation between monomials and several families of Wick polynomials is governed by “incomplete”
versions of familiar posets. We compute Mobius functions for these posets, and prove a general
poset product formula. These provide new proofs and new inversion and product formulas for Wick
product versions of Hermite, Chebyshev, Charlier, free Charlier, and Laguerre polynomials. By
different methods, we prove product and inversion formulas for the Wick product versions of the free
Meixner polynomials. As a corollary, we obtain a simple formula for their linearization coefficients.

1. INTRODUCTION

Let M be a complex star-algebra, and (-) a star-linear functional on it. Let I'(MM) be the complex
unital star-algebra generated by non-commuting symbols {X (a) : a € M} and 1, subject to the
linearity relations

X(aa + pb) = aX(a) + X (b).

Thus I'(M) is naturally isomorphic to the tensor algebra of M, but we prefer to use the poly-
nomial notation rather than this identification. The star-operation on I'(M) is determined by the
requirement that X (a*) = X (a)*.

In this article we will discuss six constructions of Wick products (four known and two new), that
is, linear maps W : M®" — T'(M) whose ranges are linearly independent and (together with
the scalars) span I'(M). These have also been called the Kailath-Segall polynomials. As is well-
known, there are three reasons to consider such objects.

e Define a star-linear functional ¢ of '(M) by p[1] = 1, o [W (a1 ® a2 ® ... ®a,)] = 0
for n > 1. In many examples, ¢ is positive, the IV operators have orthogonal ranges for
different n, and we have a Fock representation of I'(M) on (a quotient of) L*(T'(M), ¢). In
this case the W operators are indeed Wick products.

e For M = (L' n L®)(R), in many examples we have an Itd isometry which allows us to
interpret W (a1 ® a2 ® ... ® a,,) as a stochastic integral

f...fal(tl)...an(tn) AX(t) ... dX(t,).

This isometry may involve unfamiliar inner products on multivariate function spaces, see
Remark [43]
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e Suppose all a; = ... = a, = a. Setting a = 1, or more generally a multiple of a pro-
jection, W (a1 ® a2 ® ... ® a,,) becomes a polynomial in X (a). In many examples, these
polynomials are orthogonal for different n.

Our main interest is in mutual expansions between polynomials W (a; ® s ® . . . ® a,,) and mono-
mials, product formulas

W (auiu) Q Ay ® ... & aui(s(i))) = ZW>

k
=1

)

and corresponding linearization coefficients. We show that the product formulas for ¢-Wick prod-
ucts claimed in are incorrect. The rest of the article concerns related positive results.

In combinatorics, linearization formulas are often proved using a weight-preserving sign-reversing
involution, in other words a version of the inclusion-exclusion principle. We use a different gen-
eralization of this principle, namely Mobius inversion. For five out of our six examples, we define
posets II such that

X(ar)... X(an) = > W(a1®...Qa,)".
mell

The posets which arise are “incomplete” versions of matchings, non-crossing matchings, set parti-
tions, non-crossing partitions, and permutations. These posets, as posets, may be deserving of fur-
ther study. We compute their Mobius functions and thus obtain inversion formulas. We also prove
a general product formula on posets, and apply it to obtain product formulas for Wick products.
For the matchings and partitions the results are known but the proofs are new. For the permuta-
tions the results are new. For the non-crossing matchings and partitions, the results are known for
the usual Wick products, but the poset method allows us to extend them to operator-valued Wick
products with no difficulty. As an application, it was observed by ad hoc methods that in the case
of incomplete partitions, inversion formulas involve general open blocks but only singleton closed
blocks (see Proposition[7] for terminology). The Mdbius function approach provides an explanation
for this phenomenon. As expected, in the product formulas, in the partitions cases only inhomo-
geneous partitions appear, while in the permutation case we encounter “incomplete generalized
derangements”.

For our sixth and most interesting example, morally corresponding to “non-crossing permutations”,
we do not know a natural poset structure governing Wick product expansions. So we perform the
computations in a more direct way, using induction and generating functions. The combinatorial
objects which govern these expansions are pairs o0 < 7 of non-crossing partitions in a relation first
observed by Belinschi and Nica Nic10Q]. Interestingly, in the product formulas the
operators in the sum depend only on 7, while the inhomogeneity condition now applies only to o.
The general inversion formula obtained in this approach, with an appropriate choice of coefficients,
provides yet another explanation for the phenomenon in the preceding paragraph.

Next, we restrict the results to single-variable polynomials. With some additional work, using
the machinery from the sixth example, we obtain the formula for linearization coefficients of the
free Meixner polynomials. This complements many known results for the Meixner polynomi-
als [KZOI] and partial results for the g-interpolation between these two families [ISV87,
IKZ13]. We also list some enumeration results for posets from Section 21
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Finally, we discuss some analytic extensions of the algebraic results from earlier sections. It is nat-
ural to ask whether the map (M, (-)) — (I'(M), ) can be interpreted as a functor, generalizing the
well-known Gaussian/semiciruclar functors. For the case of the incomplete non-crossing partitions,
we show that this is the case, although a larger collection of morphisms would be desirable. We also
observe that in all six of our examples, if the functionals (-) are tracial states, so are the functionals
. Finally, for the case of incomplete non-crossing partitions, we show that the product formulas
hold when one of the factors is in L.

The paper is organized as follows. In Section 2] we prove a general linearization result on posets,
and compute Mobius functions for five posets. In Section [3] we use these to obtain inversion and
product formulas for five types of Wick products. In Section ], we obtain the corresponding expan-
sions for the free Meixner Wick products. In short Section [3fwe give an explicit counterexample to
the product formula for g-Wick products claimed in [[AnsO4al]. In Section [6] we list combinatorial
consequences of these results for ordinary polynomials. In particular, in Proposition[30we compute
the linearization coefficients for the free Meixner polynomials. In Section[Z, we collect the analytic
results.

2. LINEARIZATION ON POSETS

Remark 1. Let (II,,, <);°_; be a family of posets. As usual, we write 0 < wif 0 < mand o # 7.
In all our examples, II,, will be a meet-semilattice, with the meet operation A, and the smallest
element, denoted by 0,,. Recall that for o < 7, the Mobius function (o, ) on II is determined by
the property that

1 _
(1) Z M(U’T):{O’ o=,

T:Wo<T<T o #F .
As a consequence, we have the Mobius inversion formula: if F, G are two functions on II such that

2) F(m) =) G(o),

o=T

then

Theorem 2. Consider a family of posets (11;),. Fix s(1),s(2),...,s(k) = 1, and denote n =
s(1) + ... + s(k). Suppose we have an order-preserving injection

OAZHS(l) X ... XHS(R) —>Hn
with the property that for any T € 11,, there exists a Ty),... s(r) € 11, with
{O‘ € a(Hs(l) X ... X Hs(k)),O’ < 7’} = {O‘ ell, :o< 75(1),...,s(k)}>

where Ty, sy = T Iif T € a(Ilsqy x ... x Hyw)). Let G be a function on the disjoint union
]_[le I1,,. By abuse of notation, we extend this function to the direct sum poset (—B;'O:l II;. Denote,
for e Il

F(m) = Y] Glo),

o=T
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and extend it as above. Suppose that for m; € I,
3) F(ry,...,m) = Fla(my, ..., 7).

Then
G(0ym).--GlOm) = >, G

Tell, .
Ts(1),...,s(k) =On

Proof. Taking first 7 = (o7, . .., o)), we see that since 7 = Ty1),... s(k),

[0, a(or, ..., 00)] = [On, 7] = {U ell, : 0 <15, s(k)}
= {a € a(ll;qy x ... x Iw)),0 < a(oy, .. .,ak)}
~ {O’EHS(l) X oox gy, 0 < (01,...,ak)}
= [03(1),01] X ... X [Os(k),ak]

Thus, since the Mobius function is multiplicative,

A~

k
:U’(On7 Oé(O'l, SRR Uk)) = H M<Os(2)7 Ui)'
i=1

The rest of the proof is similar to that of Theorem 4 in . Using various assumptions,

k k
G0.0) -Gl = D) % [0 [ [ Flow

Ulens(l) O'kEHS(k) =1

— Z 10y, oy, ..., 00))F(aloy, ..., 0%))

(01,08 €T (1) X X T 1

- Z 1(0,, oy, ... on)) Z G(7)

(01,s0% €T (1) X X T 1 T20(01,...,0)
= Z G(T) Z /J“(OTH Oé(O'l, SRR Uk))
T€lln (01 5eees O'k)EHS(l)X...XHS(k),

a(01,.,0%) ST

S INCICOID W

Tell, o€lly,
UgTs(l) ,,,,, s(k)

- > G O
Tell,
Ts(1),..., s(k):()n
Remark 3. We will show that for the five posets in the next series of propositions, the conditions
above are satisfied, and compute the corresponding 7,1),... sx)- In all the examples, o combines
objects defined on each of the subintervals

@ Ji=[1....s(D)], Jo=[s0)+1,....s1)+s2)] ..., Jo=[n—sk)+1,...,n]

into a single object on the interval [1, ..., n], in a natural way. We will denote by (15(1), o is(k))
the partition on [n] whose blocks are these intervals. Note that I1; is not assumed to have a maximal
element.
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Notation 4 (Background on partitions). A partition 7 of an ordered set A is non-crossing if there
are no two blocks U # V of m withi, k € U, j,l € V,and 7« < 5 < k < [. The set of non-crossing
partitions is denotes by N'C(A), or NC(n) incase A = [n] = {1,2,...,n}. Ablock U € 7 is inner
if there exists a block V' # U and ¢,k € V such that for all j € U, i < j < k. Otherwise U is
called outer. Denote Out(7) the outer blocks of 7, Sing() the single-element blocks, and Pair(m)
the two-element blocks. Denote N'C=»(A) the partitions with no singletons. The interval partitions
Int(A) are partitions whose blocks are intervals.

Proposition 5. Denote by Py 2(n), the incomplete matchings, the partitions of [n] into pairs and
singletons. Equip it with the poset structure it inherits from the usual refinement order on partitions.
Then the Mobius function on this poset is

/L(?T,O') _ (_1)\Pair(o)|f|Pai7"(7r)|.
1 L

Also for this poset, Ty, sty = T A (Lsays - -5 L))

Proof. 1t suffices to note that, denoting by U the pairs and V' the singleton blocks,
(U U Vi V) (U Uy Vi V)l = [0, Ui U] = Py O

AR

Proposition 6. Denote by ZN'C12(n), the incomplete non-crossing matchings, the non-crossing
partitions of [n] into pairs and singletons, such that all singletons are outer. Equip it with the poset
structure inherited from Py o(n). Then the Mobius function on this poset is

w((Ugy .o U, Vi V) (Uny oo Uk, Ve o, V)

(=D Y(u+1) <i< kUi e Out(n),
B 0, otherwise.

For this poset, Ty1)

.....

Proof. Clearly
[(Uy, ..., ULV VD (U, U Vi, V)] =~ [0, (Uasns - Ui

)

Moreover this interval is the product of intervals from 0 to a partition with a single outer block. If
that partition is simply {U}, the Mobius function 1(0y, {U}) = (—1). On the other hand, if it is a
larger partition with the single outer block {i, j}, recalling that all singletons in ZN/C; » are outer,
we see that

o< (U,Us,...{i,3}) < o< (U....U_y.{i}, {7})
and so from property (D),
(0, (U1, Us, ..., {i, 4})) = > p(0,0) - > p(0,0) = 0. O
o<(U}, UL, {is5}) o<(U},U},....{0r5})
Proposition 7. Denote by TP (n), the incomplete partitions, the collection
{(m,S) :meP(n),S cn}.

Here, and in the subsequent examples, the elements of S will be called open blocks, those of T\S
closed blocks. Denote s(S) = | Jyeg V the union of all the open blocks. Equip ZTP(n) with the
poset structure

(1,9) < (0,T)ifUen\S=Ueo\T and |ys) < 0ys).
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Then the Mobius function on this poset is

N —1)n= 19l V-1, YUen\S:|U|=1,
M((0,0), (71‘, S)) _ ( ) HVES(| | ) \ | |
0, otherwise.
Also for this poset, (7,9)sa....stk) = (TA(Lsqays - - - Loy, T), where U € (7 A (s, - -+ Ly )\T
ifand only if U € 7\S. In particular, (T, 5)5(1) ,,,,, s(k) = (0n7 n) if and only if T A (15(1)7 Sy is(k)) =

0,, and all singletons of T are open.

Proof. Clearly
[(0,0), (m, )] =~ | ] [(0,0), (U}, 2)] x [ [10,0), ({V},{V})]

Uen\S VeS

and [(0,0), ({V} {V}] ~ [0,{V}] ~ P(|V]), so u((0,0), ({V} . {V})) = (=D (V] = 1)L

Also
{(0,T) < ({U}, @)} = {(0,T) < ({U} {UD}

so using property (@), 12((0,0), ({U}, &)) = Ounless |U| = 1. The formula for the Mobius function
follows. The final formula follows from the definition of the order. U

Proposition 8. Denote by ZN'C(n), the incomplete non-crossing partitions (called the linear non-
crossing half-permutations in [KMSO7]]), the collection

{(w,S) : me NC(n),S < Out(r)}.
Equip it with the poset structure inherited from P (n). Then the Mobius function on this poset is

(=)l we Int(n),VU e 7\S : |U] = 1,
0, otherwise.

@) M((C)vé)v(ﬂ-> S)) = {

-----

For this poset, Ty(1),....s(x) IS given by the same expression as for L'P.

Proof. The interval [(0,0), (, S)] is the product of intervals from (0, 0) to a partition with a single
outer block, so it suffices to prove the result for such partitions. So let (7, .S) be a partition with a
single outer block B. If B is a closed singleton, 1((0,0), ({B}, <)) = —1. If B is closed and not
a singleton, then S = ¢ and

{(0,T) < (m, &)} = {(0,T) < (m,{B})},

so 11((0,0), (m, &) = 0. Next, suppose that B is open, 7 is not an interval partition, and formula
@) holds for all (6, T) < (m,{B}). There exists the largest interval partition 7 < 7, namely for
1 <7,
it e Vi<k<jiik

Let U € T\T'if U € 7 n (7\5). Then the incomplete interval partitions smaller than (7, S) are
exactly those smaller than or equal to (7, 7). Since according to formula (3), the Mobius function
is only non-zero on interval partitions, it follows that z((0,0), (w, S)) = 0. Finally, if B is open
and 7 is an interval partition, the interval in the poset is simply [(0,0), ({B}, {B})]. Recalling that
all open blocks of elements in ZN/C are outer, we see that this is isomorphic to Int(|B|), with the
Mobius function (—1)!21=!. The final formula follows from the definition of the order. U
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Proposition 9. Denote by TPRM (n), the incomplete permutations (sometimes called partial per-
mutations [BRR89, although this term has also been used for different objects), the collection of
maps

IPRM(n) ={(A, f): A< [n],a: A — [n] injective} .

These may also be identified with pairs (,S), where 7 is a partition of [n| with an order on each
block of the partition, S is a collection of some blocks of this partition, and the order on the blocks
in w\S is defined only up to a cyclic permutation. Equivalently, these are collections of words in
[n], where each letter appears exactly once, and some of the words are defined only up to cyclic
order. Equip TPRM (n) with the following poset structure:

(Aaf)g(Qag)lfACQandgM:f

Equivalently, (w,S) < (0,T) if U € w\S = U € o\T, the restriction of partitions 7|ys) <
0ls(s), and the words corresponding to blocks of o combined out of blocks of 7 are obtained by
concatenating the words corresponding to these blocks of m, in some order (and the combined word
possibly cyclically rotated if the block of o is closed). Then the Mobius function on this poset is

1((0,0), (m, 9)) = (—=1)" 15,
(A, £sq),...se) = (2, ), where

k
Q=|J{zeAn Ji: f(z)e T}
i=1
and g = f|o. In particular, (A, f)sq).....s(k) equals the minimal element of TPRM (n) if for each i

andx € N n J;, f(x) ¢ J;. We will call this final family incomplete derangements and denote it by
ID(s(1),...,s(k)).

Proof. The blocks of 7 are simply the orbits of f, with elements of [n]\A included as open sin-
gletons. To compute the Mobius function, it suffices to assume that f has a single orbit. Elements
smaller than (A, f) are in an ordered bijection with subsets of A, and the M&bius function (—1)/A1=1,
It remains to note that A = [n] if the corresponding block is closed, and |A| = n — 1 if the corre-
sponding block is open. Formulas for (A, f)q),... s(x) follow from the definition of the order. 0

-----

3. MULTIPLICATION OF WICK PRODUCTS

Proposition 10. Let M, (M) be as in the beginning of the introduction. Order the blocks of a
partition according to the order of the largest elements of the blocks. For an ordered index set A,
denote ay = | [,. a;. Finally, write J; = {u;(1),...,u;(s(i))}, so that

{1,2,...,n} = (us(1),...,;ur(s(1)),uz(1), ... ua(s(2)),...,ur(1),. .., up(s(k))).
(@) Define Wp,, (a1 ® az ® ... ® ay) recursively by
WP1,2 (a'l ... ®a, ® a’n+1) = WPLQ (al ®...® an) X(a,n+1)

—Z Wp,(01®..®08...Qa,){aan1).

1=1
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Then

(6) X(ar).. . X(a) = >, ] <aU>WP1,2< ) av>,

7eP1 2(n) Uern:|U|=2 Vem:|V|=1
and
We, (1 ®...Qa,) = Y, (=)@ TT oy [ X(av),
7€Py 2(n) Uer:|U|=2 Vem:|V|=1
and

k
H Wy (Gui1) ® uy(2) @ - - - @ uy(s(i)))

i=1
- Z H <aU> WPLQ ( ® &V) .
mEP1,2(n) Uen:|U|=2 Vem|V]=1
7T/\(ls(1) ~~~~~ 1s(k)):0n

(b) Define Wrp (a1 ® a2 ® . .. ® a,,) recursively by
Wrp (a1 ®...Qa, ®ans1) = Wrp (a1 ® ... ®ay) X(ani1) — Wrp (a1 ® ... ® ay) {ans1)

—Z Wip (1 ®..00;Q...Qa, ® a;ani1)

i=1
—Z WZ’p (a1®...®€Li®...®an)<aian+1>.
i=1
Then

(7) X(al) e X(an) = Z H <aU> WIP (@ av> .

(7,8)eZP(n) Uem\S VeS

If M is commutative, then

Wep (@ ®...@a) = > (1" [ daw) [T0VI - D)X (ar),

(7,8)EZP(n) Uern\S Ves
Uer\S=|U|=1
and
k
H Wrp (aui(l) @ Ay 2) Q... & aui(s(i))) = Z H lay) Wrp (@ av) .
i=1 (7,8)eTP(n) Uen\S Ves
7T/\(is(1) ..... is(k)):()n
Sing(m)cS

Proof. For part (a), equation (6)) is well known, see for example Theorem 2.1 in for g = 1.
It implies that for 7 € P; o(n),

[ @ [] Xer- 3 [ ‘@ w( ® )

Uer:|U|=2 Ver:|V|=1 o€P1 2(n) Ueo:|U|=2 Veo:|V|=1

o=T
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Denoting the left-hand-side of this equation by F'(7) and each term in the sum on the right-hand-
side by G(o), we see that these functions satisfy the relation 2)), and F’ satisfies the multiplicative
property @). So Theorem [2land Proposition[3limply the results.

For part (b), equation (7) is known, see for example Proposition 2.7(a) in . For commuta-
tive M, it implies that for (7, S) € ZP(n),

[T @[ [X@)= > [ <) Wep (@av)-

Uen\S VeS (0,7)eZP(n) Ueo\T Ver
(o,7)=(7,S)
So Theorem [2] and Proposition[7limply the results. U

The following construction is closely related to Section 4 in .

Theorem 11. In the setting of the preceding proposition, define Wrpri (a1 ® a2 ® ... ® a,) re-
cursively by
Wrprm (01 ® ... @ ap ® api1)
= WZ’PRM (a1 ® e ® CLn) X(CLn+1) — WZ’PRM (a1 ® e ® CLn) <an+1>

—Z Wiprm (@1 ® ... ®04;Q ... ® a, ® ajtni1)

i=1

—Z WIPRM (a1®...®di®...®an®an+1ai)

i=1

—Z WZ’PRM (a1®®&z®®an) <aian+1>

=1
= D Wrprm (@1 ® ... Q4R ... Q4 Q... ® ay ® aay1a;)

I<i<j<n

— > Wrprm (@ ® ... R4i®... Q4 ®...®a, ® jan1a;) .

I<i<j<n

For (A, f) € TPRM(n), let (7, S) € ZNC(n) be the corresponding orbit decomposition. Order
each block {wy,ws, ..., w;} of ™ so that w41 = f(w;) and, in case the block is closed, so that w,
is the numerically largest element in the block. Denote

Wrprm (a1 ® ... @ ap) ™M) = H (ay) Wrprm <® av)

Uen\S Ves

and

M(a;®...®@an) ™ = T (av) [ [ X(av),

Uen\S Ves
where on each block of ™ we use the order described above. Then

(8) X(a1)... X(a,) = > Wprm (a1 ® ... ® an)™D.
(A, f)eTPRM (n)
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Also,
Weprm (a1 ® ... @ ay) = X )M ®. . ®@a)™,
(A,f)ETPRM(n)
and

H Wrprm (auiu) Q) Oy (2) Q- .. Q aui(s(i)))

=1

= Z Wiprm (1 @ ... ® an)(A’f) .

Proof. We prove equation (8) by induction. X (a) = Wzpra (a) + {a). Denoting
S={Vi<Va<...<Vg}

and using the inductive hypothesis,

X(a1) ... X(ap)X (ans1) = > Wrprad (a1 ® ... @ an) ™ X (apy1)

(A,f)ETPRM(n)
= 2 |l

(A,f)EZPRM(n) Uen\S
(W (avl ®a'V2 ® s ®a"/|5\ ®an+l)

+ W (avl Ray, ® .. .aVlSl) {ani1)
S|

+ 1‘S|>IZ W (aV1 Ray, ®... @dvz X .. ‘®a’V|S\ ®avian+1)
i=1
S|

+ sz ) W (ay, ®ay, ® ... @ ay, ® ... ® ayy ® anaay,)
i=1
S|

+ 1“9'212 W (aV1 @av2 ... @dvz ... ®a'V|S\) <avz.an+1>
i=1

+1\S|22 Z W(CLVl®...®CALV7L®...®CALV}®...®CLV‘S|®CLVZ.CLn+1CLVj)

1<i<j<|S|

+1\S|22 Z W(avl®...®&w®...®&vj®...®a‘/5|®avjan+1aw)>.

1<i<j<|9]

The first term produces all the partitions in ZPRM (n + 1) in which n + 1 is an open singleton.
The second term produces all the partitions in which n + 1 is a closed singleton. The third term
produces all the partitions in which n + 1 is a final letter in an open word of length at least 2. The
fourth term produces all the partitions in which n + 1 is the initial letter in an open word of length
at least 2. The fifth term produces all the partitions in which n + 1 is contained in a closed word of
length at least 2. The sixth term produces all the partitions in which n + 1 is contained in an open
word of length at least 3, is neither the initial nor the final letter in it, and the largest letter preceding
it is smaller than the largest letter following it. The seventh term produces all the partitions in which
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n + 1 is contained in an open word of length at least 3, is neither the initial nor the final letter in it,
and the largest letter preceding it is larger than the largest letter following it. These seven classes
are disjoint and exhaust ZPRM (n + 1).

It follows that for (A, f) € ZPRM (n),

M(a1 ®...Q an)(A’f) = Z WIPRM (a1 ®...Q an)(ﬂ’g) .
(2,9)EZPRM(n)
(©2.9)=(Af)
So Theorem [2| and Proposition [9]imply the results. U

Remark 12. Assume additionally that {-) is a trace. By applying the functional p7pr . to (8), we
obtain the moment formula for { X (a;)}, which implies that the cuamulants of pzrpr ¢ are

1
K#rPrM [X(al)7 s aX(an)] - E Z <a0‘(1) T aa(n)> ’
(n)

aeSym(n

Remark 13. Note that in Proposition[10, we do not assume that 1/ is symmetric in its arguments,
and in Theorem 1] we do not assume that M is commutative. The results in Proposition [I0] are
known by direct methods, see Theorems 3.1 and 3.3 in [EPO3]]. The results in part (b) of that
proposition are stated in Proposition 2.7 of [[AnsO4al.

If M is commutative, Wrpra (a1 ® ... ® a,,) depends only on the underlying incomplete parti-
tion, so we may re-write the expansions in Theorem [L1] as

X(a)... X(an) = > [ (U= [ [V Wepra (@av>,

(m,S)ELP(n) Uem\S Ves Ves

and

Wiprm (1 ® ... ®a,) = Z (=1 H (Ul = 1)¥av) H(|V|)!X(Clv),

(m,8)EZP(n) Uen\S VeS

Note that this additional assumption does not imply that I'(M) is commutative; it is however natural
to assume such commutativity to have a non-degenerate representation, see Section [ZL

Remark 14. Let (A, f) € ZPRM(n). For w € [n], we say that it is

e Avalleyifwé¢ Au f(A),orwe A\f(A)and w < f(w),orw e f(A)\A and f~'(w) > w,
orweAu f(A)and fHw) > w < f(w).

e A closed singleton if f(w) = w.

e A double rise if f~!(w) > w and either w > f(w) or w ¢ A.

e A double fall if w < f(w) and either f~1(w) < worw ¢ f(A).

e A cycle max if wj; is the (numerically) largest element in a closed word of length at least 2.

e Apeakif f~!(w) < w > f(w) and it is not a cycle max.
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Clearly each letter in [n] belongs to one of these six types. Then a slight extension of the argument
in the previous proposition shows that if we define

W ®..Qa,Rans1) =W (a1 ®...®a,) X(ans1) —aW (a1 ®...®a,){ans1)

n

—ZﬁlVV(a1®...®€L,~®...®an®a,~an+1)—ZSQW(al,...,di,...,anﬂai)
i=1 1=1

W (1R ... R&®...®a,) (A1)

i=1

— Z IW(H®.. ®4®.. Q4GQ...Qa,® ajani1a;)

I<i<j<n
— Z IW(H®.. ®4®.. Q4;Q...Qa,® aja,i1a;),
I<i<j<n
then
X(a1)... X(ay) = > Wrprm (a1 ® ... @ an) ™

(A, f)EZPRM(n)
% a#closed singletons Bfﬁdouble rises ;@Edouble fallst#cycle max ,y#peaks )

See for related results. As in most of these references, there is a
natural way of including a ¢ parameter in this expansion, based on the values of the 7, 7 indices
from the Wick product recursion. However, our technique for obtaining inversion and product
formulas does not apply to this extension, and based on the results in Section[3] it is unclear what
these formulas should be.

Remark 15. Let D be a unital star-subalgebra, M be a complex star-algebra which is also a D-
bimodule such that

) al(daz) = (ald)a27

and (-) : M — D a star-linear D-bimodule map. (We do not assume that D < M since M may
not be unital.) Let I'(M) be the complex unital star-algebra generated by non-commuting symbols
{X(a) : a € M} and D, subject to the linearity relations

X(afp+~9d) =aX(a)s+~vX(b)o, «,B,v,d€D.

The star-operation on it is determined by the requirement that all X (¢*) = X (a)*. Thus

(M) ~ @OO—)M%".

n=0

We denote M (41 ®. ..®a,) = X(a;)...X(ay), and note that M may be extended to a D-bimodule
map on M®?",

Let 7 € NC(n). We will define a bimodule map {(-)™ on M®?" recursively as follows. First,

<d0&1d1 ®...& andn>i” = d() <a1d1 Ce an> dn

Next let
Out(m) ={Vi<Va<...<Vi}, Vi={v(i,1) <...<wv(it(i))}.
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Denote I;; = [v(i,j) +1,...,v(i,j + 1) —1]for1 <i </, 1<j<t()—1,and m; = 7|g,.
Note that an interval may be empty. Then we recursively define

¢ t(i)—1
(doards ® ... @ and,)™ = do [ [ [ (@viiy)dugi) Caudy : v € I;;)™) an> d,.
i=1 j=1

Note that this is the not the same definition as that in [Spe98]|] or Section 3 in [ABEN13]], although it
is related to them and may be expressed in terms of them as long as 7 is appropriately transformed.

Next, let F' be a D-bimodule map on M®?" (in our examples, either M or W). Let (7, S5) €
INC(n), and this time denote

S={Vi<Voa<...<Vy}, Vi={v(i,1)<...<wv(it(i))}.
Let ;;, m;; be as before, and define additionally v(¢ + 1,1) = n + 1,
]i,t(i) = [U@? t(Z)) +1,... 7U(i +1, 1) o 1]7 Iy = [17 s 7U(17 1) o 1]7

and the corresponding 7;;, my. Denote

¢ )
F(doandy ® ... ® andn) ™) = doF <<avdv cv € )™ @ H (av(i,j)dv(z’,y’) {aydy 1 v € ]i,j>mj)> .

=1 j=1
Proposition 16. We use the notation from the preceding remark.

(@) Define Wrpe, , (a1 ® az ® ... ® ay) recursively by
Wine,, (a1 ® ... ®ay ® any1) = Wrne,, (a1 ® ... Q@ an) X(an41)
— Wine,, (a1 @ ... @ an_1) {anan1) -
Note that Wy, , extends to a D-bimodule map on each M®?". Then
(10) M(CLl R...Q® CLn) = Z WINCLQ (Ch R...® aﬂ)(ﬂ,smg(w)) :

WEINCLQ(H)

and

Wine, ., (M ®...Qa,) = Z (_1)IWI*|Sing(w)\M(a1 ®...0 aﬂ)(ﬂ,smg(w))’

melnty 2(n)

and

k
H Wine: s (@uy1) ® Gu,2) @ - - - @ Guy(s(i)

=1

7S‘
- Z WI./\/’CLQ (al ® e ® an)(ﬂ- an(ﬂ—)) .
TEINC1,2(n)
mA (s e Ls (i) =0n

(b) Define Wrpe (a1 ® as ® ... ® ay,) recursively by
Wine (a1 ® ... Q@ an ® ani1)
= Wine (a1 ® ... ®a,) X(ani1) — Wine (a1 ® ... ® ay) {ans1)
— Wine (1 ® ... ® antny1) — Wone (1 ® ... ® ap1) (Antny1) -
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Then
(11) X(al)...X(an) = Z Wrne (a1®“‘®an)(7r,5)’
(7,8)EZNC(n)
and
Wine (1 ®...®a,) = Z (—1)”"5‘M(a1 R...® an)(w,S)7
(m,8)EZNC(n)
melnt(n),Uer\S=|U|=1
and
k
[ T Wawe (tu) ® tuo) @ - © dusiy) = > Wine (a1 ® ... ®a,) ™.
=1 (x,8)eINC(n)
7T/\(is(1) ..... is(k)):én
Sing(m)cS

In the scalar-valued case, these results are known, see Theorem 3.3 in and Proposition 29 in
for ¢ = 0.

Proof. The proof of part (a) is similar to and simpler than that of part (b), so we omit it.

For part (b), the proof of equation (1) is similar to the argument in Theorem [I1] above or The-
orem 2] below, so we only outline it. It is based on the observation that the four terms in the
recursion relation for Wz e correspond to the decomposition of ZN'C(n) as a disjoint union of four
sets: those where n + 1 is an open singleton, a closed singleton, those where it belongs to larger
open block, and those where it belongs to a larger closed block. Equation (L)) implies that for

(m,S) e ZINC(n),

M@ ®...® an)(ms) = Z Wine (a1 ®...® an)(ms) )
(0.T)EINC(n)
(0,7)=(m,S)
So Theorem 2] and Proposition [§limply the results. 0

4. PRODUCT FORMULAS FOR FREE MEIXNER WICK PRODUCTS

Notation 17. A covered partition is a partition 7 € N'C(A) with a single outer block, or equivalently
such that min(A) < max(A); their set is denoted by A'C'(A). We define an additional order on
NC(A): m « o if 7 < o and in addition, for each block U € 7, o|y € NC'(U). See[BNOS,
for more details.

For (7, S) € ZNC(n) and o « 7, we say that a block of ¢ is open if it contains the smallest element
of an open block of 7; their collection is denoted S’(c, S). In particular, each block of 7 contains
at most one open singleton of o.

Definition 18. For D, M, T'(M), and X (a) as in Proposition[16] define the free Meixner-Kailath-
Segall polynomials by the recursion

W ®.. Qa,Qans1) =W (a1 ®...®a,) X(ans1) —aW (a1 ®...Qa,){ans1)
— W (1 ®...Qay-1® apani1) —tW (a1 ®...Q an_1){anani1)
— AW (1 ®... Qa2 ® Ap_10n0n11)



PRODUCT FORMULAS ON POSETS, WICK PRODUCTS, AND A CORRECTION 15

and in particular
W (a1 ®az) = Way) X(az) —aW (ar){az) — BW (ar1as) — t{ajas)
and W (a1) = X(a1) — a{ay). Compare with Section 7 in .

Notation 19. For (7, S) € ZNC(n), let

S ing (T n—2\o ing (T \S|—|Sing (7 o|—|m
C«i,ﬁ,t)ﬁ — Z ol Sina( \S)\ﬁ 2|o|+[S|+|Sing (m\S)| ¢m\S|=|Sing( \S)Ifyl |=Iml
o<,
Uer\S=0c|yeNC'(U),
Sing(o)cSing(m)uS’(a,S)

In particular,
Cg@m _ SFB%)’Y _ 2 a\Sing(W)lﬁn%Io\+\Sing(W)lt\ﬂlf\Smg(ﬂlfylcrlf\ﬂ_
oK,

Sing(o)=Sing(m)

We also denote

,S n—2|o T o|—|m
C(s(1),5(2), -, s(k)) = 3 gr2letSlmSloylol—lxl
o<,
Uer\S=0c|yeNC'(U),
Sing(o)cS’(a,5),

on(lgyslsr)=0n

and in particular

C5 0 (5(1),5(2), ..., s(k)) = TP (s(1),5(2),... s(k)) = 3 gn=2lellx Jol-Ix!.

oL,
Sing(0)=3,
( s(1)see .s(k)) =0n
Lemma 20. Denote M, (f3,v) a particular case of the Jacobi-Rogers polynomials, the sum over
Motzkin paths of length n with ﬂat steps given weight 3 and down steps given weight ~y. Then

[T b T4
767 7’Y a,B,t,y Wa, Bty

Uen\S VeS

where

WZ,B,m = Mnfl<ﬁaf7)7 ’%tlx,ﬁ,t,*y = Q, ’%Z,B,t,’y = tMnf2(57fY>
Similarly,

.9 Ul /4 - V| /% -
O (s(1),5(2),-.5(k) = [ shen((uys - L)) [ [ @bty (Asys - L)),
Uen\S VeS
where
(12) Wétw(‘g(l)? 8(2)7 R S<k)) = Ké,tﬁ{(s(l)v S<2)7 R S<k)> = Ov
mgtlv(s(l), s(2),...,s(k),1) = twg,m(s(l), s(2),...,s(k)),
and
(13) Wi~ (5(1),8(2),...,5(k)) = Z gr2lri+iyirl-1,
TeNC(n),
Sing(1)={1}

A1y ls(k))=0n
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Here the arguments ofw‘ﬁi",y((is(l), ce 15(19)) |) are the sizes of the blocks in the restriction

(]A'S(l)a ) is(k))|U7

omitting the empty blocks.

Proof. We note that

Ki,ﬁiﬁ - OZ, I{Z767t77 - t Z /Bn_m‘r"y“r‘_l = tMn_2(/87 7)7

TENTCL 5(n)
and
wi,ﬁ,t,'y =1, wZ,B,t,’y _ Z ﬁn—2\‘r\+17\r\—l _ Z ﬁn—2\7\+17\r|—1 _ Mn—1(5a7>~
TeNC(n), TENCL 5(n+1)
Sing(T)c{1}
Also, equations (I12) and (13]) hold while
W (s(1),5@), . sR) =t S gy -
TGNC%Q(H)

T/\(is(l) 7777 ls(k)):()n

We formulate and prove the following theorem for the case D = C to simplify notation, but the
result carries over verbatim for general D.

Theorem 21. We have expansions of monomials

(14) X(a)X(as).. . X(an) = Y ) T Cavyw (@ av>

(m,8)EINC(n) Uen\S VeS

and the product formulas

k
A5) [ W (4w ® i@ ® - - ® duysiy)

i=1

= > ef(s(1),82), ., s(0) [ vy W (@av).

(7,8)eINC(n), Uem\S Ves
Sing(m)cS

Note that unlike in the earlier examples, in the product formula (I3)), 7 itself need not be inhomo-

~ ~

geneous with respect to (15(1), ce 1S(k)).

Proof. We will prove the expansion (13)); the proof of (14)) is similar. It suffices to show that if (I3])
holds for (s(1), s(2), ..., s(k)), then it holds for

(5(1),5(2), ..., s(k),1) and (s(1),5(2), ..., s(k) + 1).
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To verify the expansion for (s(1),s(2),...,s(k), 1), we compute.

w (aui(l) Q Ayy2) ® ... & aui(s(i))) W (ani1)

k
=1

— Z Cgrt’f;)(s(l), 8(2), cey S(k‘)) H <aU> W <® av> W (an+1)

(m,S)eEINC(n), Uem\S Ves
Sing(m)cS

__— D gr-de st sty TT (ay)
(m,S)eEINC(n), OST, Uern\S

Sing(m)cs  Vem\S=o|yeNC'(V),
Sing(o)cS’(a,5),

UA(is(l)v---vls(k))=07l
(W(CLV1®GV2®...®CLVJ,®CLH+1 : {‘/1 <‘/2 < ... <V]} :S)

—i—ﬁl‘s‘ZlW(avl®avz®...®avjan+1:{V1 <Vy< ... <Vj}=S)
+ gz W (ay, ®a, ®...Qay,_, : {(Vi <Va<...<V;} = 5) {ay,ans+1)

+71|S‘22W (avl ®CLV2 ®...®CL\/}71(LV}CL”+1 . {‘/1 < ‘/2 < ... < V}} = S))

For fixed (, S, o), the first term produces all the triples (7, S’, 0’) with

(7', S") e INC(n + 1), Sing(r') < S,

~ A~

o <7, Ver\S =y e NC(V),Sing(0)) = (0", 5),0" A (Ls1y, - -+ Ly 11) = Onga

such that » + 1 is an open singleton in both 7" and ¢’. Since n, |7|, |S|, and || are all incremented

by 1, C/(ﬂ,i) (s(1),s(2),...,s(k)) does not change. The second term produces all triples where n+ 1
belongs to an open block in both ¢ and 7, each of size at least 2, by adjoining it to the largest open
block of 7 and the corresponding open block of o. Since only n is incremented, C™*) is multiplied
by /3. The third term produces all triples in which n + 1 belongs to a closed block of 7 (and so also
of o), by adjoining it to the largest open block of 7 and the corresponding open block of o, and
closing them both. Since 7 is incremented by 1 and |S| decreased by 1, C'™% is multiplied by .
The fourth term produces all triples in which n + 1 belongs to an open block of 7 but a closed block
of o, by adjoining n + 1 to the second largest open block of 7 and the corresponding open block
of o, combining the two largest open blocks of 7, and closing the open block of o which belonged
to the largest open block of 7. Since n is incremented by 1 while |7| and |S| are decreased by 1,
C(™5) is multiplied by ~y. These four classes are disjoint and exhaust the triples (7, S, o) above.
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To verify the expansion for (s(1),s(2),...,s(k) + 1), we compute

k—1
[TW (G0 @@ ® - ®duisw) - W (Gun) @ auo ® . ©an @ ani)
=1
k—1
- H W (1) ® Guy2) @ - - - @ Cuy(s(a))) - (W (Qup (1) ® Qu2) @ - .. ® ay) W (1)
i=1
- BW (auk(l) & Qo (2) ®...® ananJrl) —tW (auk(l) ® Aoy, (2) K...Q& anfl) <anan+1>
o 715(19)22 |14 (a'uk(l) & oy, (2) X...® a'n—la'na'n+l)>
= 2, - ) (DY
(,S) OST, (m,9) o<,
TeNC(n+1), Vem\S=olyeNC'(V), reNC([n—1]u{{n,n+1}}), Vem\S=ao|yeNC'(V),
Sing(m)cScOut(r)  Sing(9)=S'(0,5), Sing(m)cSc Out () Sing(0)= S’ (0,5),
oA (Ls(ay e Ls (k) 11)=0n 41 T A(La(1)sees La(k))=0n
o Z l Z <ana'n+l>
(7‘-75) C7'§7‘('7
TeNC(n—1), Ver\S=o|yeNC'(V),
Sing(m)cSc Out(r) Sing(o)cS’(g,S),A

0/\(15(1) 7-“715(]@)71):0'”71

— Lr)>2 2 v Z ;

7T,S o'<7r7
meNC([n—2]u{{n—1,n,n+1}}), Ver\S=c|yeNC'(V),
Sing(m)cSc Out () Sing(0)=S'(0,9),

on(lsyslsry—1)=0n-1
where in each of the four terms we sum the quantity

g2l SRSl W7 (41 @ .. @ a,) ™).

We want to conclude that the first sum minus the remaining three sums equals

2 2

(m,9) o<,
weNC(n+1), Vem\S=o|veNC'(V),
Sing(m)cSc Out () Sing(o)=S'(0,5),
oA(Lsqy - lsr)+1)=0n+1

So consider any term in the first sum in which (n + 1) is in the same o-block as one of the preceding
s(k) elements. Since o is non-crossing and inhomogeneous, (n + 1) then has to be in the same
block as n. If this block of ¢ is closed and contains two elements, it is its own block of 7. Since
the partition contains exactly one extra closed block, while n gets incremented by 2, the term gets
cancelled with a term from the third sum. So suppose the block containing n + 1 is either open
or contains at least three elements. If its block of 7 contains no other elements from the preceding
s(k), the number of blocks does not change while n is incremented by 1, and so the term gets
cancelled with a term from the second sum. Finally, if its block of 7 containing n and n + 1 also
contains some other element from the preceding s(k), for the same reason as above it has to contain

(n — 1), and gets cancelled with the fourth term.

Lemma 22. For m € NCxy(n), the set

{O' LKTmT:0N (is(l)a ceey 1S(k)) = On}
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is non-empty if and only if in the restriction of (15(1)7 ce is(k)) to each block of m, the size of each
block in the restriction is at most the sum of the sizes of the remaining blocks in this restriction.

Proof. 1t suffices to prove the result for each block of 7 individually, so without loss of generality
we assume that 7 = 1,,. Clearly if some s(7) is larger than the sum of the rest, there is no ¢ with
Sing(o) = &, A (154, -+ 1sa) = 0,. Thus suppose that for each i, s(i) is at most the sum
of the rest. We will now construct a o satisfying the conditions above. Choose a largest s(i), write
J; = [a,b], and suppose without loss of generality that ¢ < k. Include in o non-crossing pairs
{b,b+ 1}, b—1,b+ 2, etc., until either j;, is exhausted or the number of unmatched elements in
J; is equal to the second largest s(j). If at any point we include one of the endpoints of [n] in
the matching, include the other endpoint in the same block. Remove the matched elements, and
continue the same procedure (starting with the largest of the remaining intervals) until all points
are included in non-singleton blocks, or all remaining intervals have equal size. If the number of
remaining intervals is even, divide them into consecutive pairs and match elements of these pairs
as above. If the number of remaining intervals is odd and they all have equal even length, we may
match elements of the right half of each interval with the elements of the left half of the (cyclically)
following interval. Finally, if we are left with an odd number of intervals of odd equal length, form
a block of their middle elements, then match the remaining points half-by-half in a chain as above.
This procedure will produce an inhomogeneous non-crossing partition with no singletons. U

Corollary 23. For the state corresponding to the Wick products from Definition[I8 the joint mo-
ments are

(16) p[X(a)X(az) ... X(an)] = D, Clyp a1 ®...Qay)",
TeNC(n)

and the linearization coefficients are

k
a7 ¢ HW(auiu)®aui<2>®---®aui(s(i>>)]

= > (1), 5(2) L s()  ® @ ay)”

’TI'ENC)Q (TL)

Remark 24. Using Lemma[20, we may re-write formula (16]) as

p[X(a)X(a)... X(a)] = ) (HK;{W> (1 Q... Qap)".

meNC(n) \Uerm
Therefore by definition, the joint free cumulants of { X (a;)} are
R[X(a1)] = kg g4 <ar) = alar),
R[X(a1),..., X(an)] = Ky 501 an) =tM, 2(B,7){ar .. .an).
Compare with Theorem 8 in . Note that M,,_5(1,1) = M,,_», the Motzkin number. On the
other hand,
M,5(2,1) = > 27 = |NC'(n)| = ¢y,
TENCL 5(n)

the Catalan number. In general M,, (53, ) are the moments of a semicircular distribution with mean
S and variance v. Cf. Theorem 2 in [[Ans07]].
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Theorem 25. We may expand

(18) W(a®.. . ®a)= Y ()" [ quav) ][ opX(av),

(m,5) Uer\S ves
welnt(n)
Scr

where
Cr = O — tOkfl.
Case I: v = 0. Then
or = 5, o = (aB —t)B*
For~ # 0, factor 1 — Bz + v2* = (1 — uz)(1 — vz).
Case II: v # 0, 3% # 4+, so that u # v. Then
1 k

1
— k —
u—v(u v, Ck uU—v

o = (a(u® —v%) =t = ).

Case IT': if in addition, a? —aft + 7152 = 0, so that v = t/«, then

- g (Bt = e o= (B t/a)
Case Ill: y # 0, 3% = 4, so that u = v = (3/2. Then
o, =k(B/2)*, = (ak(8/2) -tk —1))(8/2)*
Case IIT': if in addition, af = 2t, so that u = v = t/a, then
o =k(B/2)"1, e =a(B/2)"
Proof. Write W (a1 ® ... ® a,) in the form (I8); we will show that this is possible by exhibiting

coefficients in this expansion. Plugging in this expansion into the recursion in Definition [I8] we
obtain

Y, Y= A ()X (@) a0 ) (1) )

Ok

() (m5) (r.5)
welnt(n+1) melnt(n) welnt(n)
Scm Scm Scw
5y
(m,9)
rent([n—1]u{{n,n+1}})
Scr
Y (e -y Y (e
(m,5) (m,5)
melnt(n—1) melnt([n—2]u{{n—1,n,n+1}})
Scm Scm

where in each term we sum the expression

H Clu| <aU> H 0|V|X(av).
Uen\S VeS
Now compare the factors corresponding to the block B containing n + 1 on the left-hand-side. If
B is an open singleton, it matches with a term in the first sum, with the same coefficient (since the
number of open blocks on the left is one more than on the right). Thus 0o; = 1. For the remaining
terms, the size of .S does not change, so we omit it from the coefficients. If B is a closed singleton,
it matches with a term from the second sum, and the coefficients are (—1)""1¢; = (—1)"(—a),
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so ¢c; = «. If B is an open pair, it matches with a term in the third sum, and the coefficients are
(—=1)"*oy = (=1)"(—f)o1, s0 05 = Boy. If Bis a closed pair, it matches with terms in the third and
the fourth sums, and the coefficients are (—1)""tcy = (=1)"(=8)cy+(=1)""1(~t),s0 ¢y = By —t.
If B is a larger block, it matches with terms in the third and the fifth sums, and the coefficients are
(—=1)""op = (=1)"(=pB)ox_1 + (=1)""(—~)ox_o (and the corresponding expression for c;), so
that

Op = Oor—1 — YOr—2, e = Beg—1 — YCr—2
for k > 3. Let . .
O(z) = Z o2t C(z) = Z et

k=1 k=1

Then
O(z) = 1 + B20(2) — v2°0(2), C(z) = a—tz + B20(z) — y2°C(2),
SO 1 ;
a—tz

The specific cases follow. U

Remark 26. An alternative combinatorial structure we could have used are linked partitions. Ac-
cording to Nic10l, the pairs {o < 7 : o, 7 € NC(n)} are in a natural bijection with the set
of non-crossing linked partitions A’'CL(n), and doubling the value of 5 gives a bijection between
such pairs with Sing(c) = Sing () and all such pairs. Moveover, according to ICLW13]],
permutations are in a natural bijection with the set of all linked partitions £ (n). The results of this
section and Theorem [L1] can be phrased in terms of these objects, see for related moment
computations. This approach has not led us to any clarification in the inversion or product formulas.

In place of partitions, we could also (of course) have used colored Motzkin paths. From the point
of view of Definition [I8] the most natural family are those with a single color for rising steps and
flat and falling steps at height zero, two colors for the other falling steps, and three colors for the
rest of flat steps. It is not hard to see using the continued fraction form of the generating functions
that the number of such paths of length n + 1 is equal to the number of large (3, 2)-Motzkin paths
of length 7 in the sense of (similar to the above, except their falling and flat steps at height
zero are allowed two colors). This number in turn is known to be the (large) Schroder number, see
Remark [32]

Remark 27. Unlike in the expansions in the five examples in Section[3] the terms on the right hand
side of (I4)) have multiplicities. One can modify Definition [[8] to obtain bijective representations.
For example, we may define instead

Wn®.. ®a,®ani1)=W(m®...Qa,) X(ap1) —aW (a1 ®...Qa,){ans1)
— W (1 ®...Qap1®anani1) —tW (a1 ®...Qan_1){anani1)
-7 w (CL1 X...Qa,—2& ananJrlanfl) .
Note that this definition works only in the scalar-valued and not in the operator-valued case. The
corresponding terms are in a bijection with the following collection of incomplete permutations.
First, they have no double descents. Second, arrange each closed block so that it ends in its largest
element. Then the descent-ascents in each block appear in decreasing order. Finally, split each block

into sub-words, ending with the final letter or a descent-ascent, and beginning with the initial letter
or right after the preceding descent-ascent. Then the partition into these sub-words is non-crossing.
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We may also define
W ®..Qa,Rans1) =W (a1 ®...®a,) X(ans1) —aW (a1 ®...Qay){ans1)
— W (1 ®...Qa, 1® andn,1)
— oW (1 ® ... Qa1 R ani1ay)
—tW (1 ®...® an_1){anani1)
— AW (1 ®...Qa,—2® apGpi10n_1),

The corresponding terms are in a bijection with the following collection of incomplete permutations.
Arrange each closed block so that it ends in its largest element. Then the descent-ascents in each
block appear in decreasing order. Split each block as above. Then the partition into these sub-
words is non-crossing, and on each sub-block, the letters are decreasing and then increasing, with
the sub-block maximum at the end.

This description appears related to the work of West [Wes93]], who studied permutations avoiding
the patters (3142, 2413) (sometimes called separable permutations). He proved that the cardinality
of this set is the Schroder number (see Remark [32), and the argument uses trees reminiscent of the
construction above.

5. COUNTEREXAMPLE

The following is Definition 4.9 from [AnsO4al]. Here M, I'(M) are as in the introduction.

Definition 28. For a; € M?*?, define the ¢-Kailath-Segall polynomials by W, (a) = X(a) — {(a)
and

W, (a,a1,aq,...,a,) = X(a) W, (a1, as, ..., a,) —Zqi71<aa,~> Wy (a1, ..., a4;,. .., a,)
(19) !

n

—ZqFIWq(aai,...,&i,...,an)—<a> W, (a1, a9, ... a,).

i=1

This map has a C-linear extension, so that each W is really a multi-linear map from M to I'(M).
Example 29. According to Corollary 4.13 from [Ans04al],

©q | Wy (ag) Wy (ay, az, a3) Wy (as)] = 0.
However a direct calculation shows that in fact

Cq [ Wq (a) Wy (a1, az, az) Wy (a1)] = (q — ¢*)({agaz) {arazas) — {apasas) {aras)).
To be completely explicit, we consider the case where ay = ay = 17, a1 = ag = a4 = 1y,
I nJ = J, and the state is the Lebesgue measure. Then we get
g [ Wy (a0) Wy (a1, ag, az) Wy (as)] = (¢ —¢°) 1] - |J].
Thus Corollary 4.13, and so also Theorem 4.11 part (c) in , are false.

The formula in Theorem 4.11(c) is true if the arguments of each W are orthogonal; however this
does not imply the general result since ¢, is not tracial. See Remark 43 There are many particular
cases when 4.11(c) is true. For the case ¢ = 1 (classical), and ¢ = 0 (free), the proof provided
in still works. For the ¢-Gaussian case, this is Theorem 3.3 in [EPO3]]. Finally, for
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univariate polynomials obtained for equal idempotent a and general ¢, the linearization formulas in

Corollary 4.13 also hold [KSZ06! .

6. COMBINATORIAL COROLLARIES

Proposition 30. Define the free Meixner polynomials by the recursion

rPy(z) = Pi(x) + aPy(x),
ZL’Pl(SL’) = PQ(SL’) + (Oé + B)Pl(x) + tP(](SL’),
xP,(z) = Pi1(x) + (a+ B)Pu(z) + (t + v) P (x),

and denote by (i, 3.+ their measure of orthogonality. Then their linearization coefficients are

fPs(l)(x) .. .Ps(k)(l') d,uaﬁmt(x) = Z ﬁniz‘ﬂt‘om(o)l(t + ’7)‘U|7|Om(o)|.
AcreNC%z(n), X
cr/\(ls(l),...,ls(k)):(]n

Proof. Setting all a = 1 in Definition [I8 and denoting x = X (1), we see that P,(z) = W (18").
So using Theorem 21] the linearization coefficients are

D gn=2lolyllplol-Ixl _ D gr=del Sl lol=trl
(7‘(‘70')37'('6./\/’6(77,)7 AO—ENCZ?(W/)’ . >0
o A(Ls(1y s ls(r))=0n

UA(is(l) 7"'7ls(k)):6n

Using Lemma [3T] below, it follows that the linearization coefficients are

2 B"—2|U\ 2 t|A|,y|0|—\A\
oeNCx2(n), Out(oc)cAco
o A(Ls(1y s Lsh))=0n

_ Z ﬁn—2\a|t|0ut(a)|(t + 7)\0\—|Out(a)|‘ 0
AUENC%z(n)’ R
cr/\(ls(l),...,ls(k)):on

Lemma 31 (Proposition 2.13 and Remark 2.14 in [BNOS]], Proposition 2.5 in ,cf. Lemma 3
in ). For a fixed o € NC(n), there is a bijection

fi{n:m>» 0} > {A: Out(oc) c Ac o}
such that | f(7)| = |r|.

Remark 32. A calculation similar to Proposition 30| can be done for moments, but the result can
also be obtained more directly. From the recursion for its orthogonal polynomials, the Jacobi-Szegd
parameters of the measure ji, 3. are

a, a+p, a+p, ...
t, t+v, t+7, ’
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Then from the Viennot-Flajolet theorem, the n’th moment of this measure is

20 > H [ @+ ] ¢ [I ¢+

TENC1 2( )VeOut Ver\ Out(r), UeOut(r), Uer\ Out(r),
V= Vi=1 [U]=2 |U]=2
- Z olSing(e Bn 2lo|+|Sing (o) ¢ Out(o)\ Sing(a )\(t +7)\0\—|Smg(0)|—|0ut(0)\Sing(a)\_
ceNC(n)

We may interpret this as saying that the two-state free cumulants of the pair of free Meixner and
free Poisson measures (flo,3,9.t5 fha,3,0) A€

Ri=ri=a Rj=0t+)p"2% r=tp">
Cf. Proposition 10 in [Ans09].
Various classical combinatorial sequences appearing as moments of these measures are listed in
Section 7.4 of [Aig07]]. These include Catalan, Motzkin, and Schréder numbers. Expansions (L6)
and (20) then give us various combinatorial identities. For example, fora =t =~ = 1and 8 = 2,

the free cumulants are Catalan numbers while the moments are the large Schroder numbers, and we
obtain the relations

Schoy = Y, e = Z gn—lo]~|Out(0)\ Sing(@)]
meNC(n) Uer oeNC(n

For the first relation, cf. Corollary 8.4 in [DykO7]]. If 5 = ¢t = v = 1, and a = 0 the free cumulants
are Motzkin numbers, and the moments are

S (M= Y 2eilouel

WGNC)Q(H) Uern 0’ENC>2(TL)
Either for & = 1 or a = 0 this moment sequence does not appear in [OEIS17].

Example 33. From Theorem 23] we can get a variety of different-looking combinatorial expan-
sions.

Fora=f3=v=t=1,Casell u,v = =3,

op=110-1,-1,0,..., ¢, =10-1,-1,0,1,....
W(a1®...®an)
_ Z (_1>n—\Ue7r\S:\U\=30r4mod6|—\VeS:\V\=1or2mod6\ 1_[ <aU>HX(aV>~
(m,9) Uen\S VeS
welnt(n)

Scr
Uen\S=|U|#2 mod 3
VeS=|V|#0 mod 3

Fora=1,y=t,f=t+1,Casell'. u=1,v ="1.
1

O = 1—t(1_tk) Ck=1.
1— ¢Vl
Win®.. . Qa,) = Z n=|S] n <CLU>H( ) X(av).
(m,5) Uer\S Ves
welnt(n)

Scr
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Fora =0,y =t =1, = 2, Case IIl.
O = ]{7, Cr = —(1{3—1)

W(am®.. . ®a)= >, (0" ] (U= ] [IVIX(ay).
(m,S) Uen\S VeS
welnt(n)
Sing(w)cScr

Fora=~=t=1, 5 =2, CaseIII'.

o =k, ¢, = 1.
W(a®.. . ®a)= Y ()" ] an]]IVIX(ay).
(m,S) Uen\S VeS
welnt(n)
Scr

These in turn give expansions for free Meixner polynomials and may serve as a source of combina-
torial identities.

Proposition 34. All five examples of incomplete posets in Section |2l are graded by the number of
open blocks.

(a) The numbers of incomplete partitions (analog of Bell numbers) are

Pl = Y () BB

i=0
sequence A001861 in [OEIS17). The incomplete Stirling numbers of the second kind are

14

and the number of elements of rank ( is ), (ky) Sh.k+0 sequence A049020.
(b) The numbers of incomplete non-crossing partitions (analog of Catalan numbers) are

e - (),

the central binomial coefficients, sequence AO00984. Define the incomplete Narayana num-
bers

k+/
St = [{(7,S) € TP(n) : [7\S] = k. |S| = ¢}] = ( )s

Npgo = |{(7,S) € INC(n) : |7\S| = k,|S| = £}].
Then denoting

their generating function and F (t,z) = F(t,0,z) the known generating function of the
regular Narayana numbers,

1 — 2F(t,2)
1—z2(t+x+ F(t,2))
The rank generating function is F'(1, x, z), generating sequence A039599.

F(t,z, z) =
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(¢) The numbers of partial permutations are [TPRM(n)| = >3,_, (7). sequence A002720.
The incomplete Stirling numbers of the first kind

Snie = {(7,5) e IPRM(n) : |7\S| =k, |S| = ¢}

have the generating function

an,k,etk = (n)(t+€)...(t+n— 1),
k=0 ¢

and the number of elements of rank ( is (?) 201,

Proof. The formula for the incomplete Stirling numbers of the second kind is obvious. Then using
for example the solved Exercise 1.32 in [A1g07]],

LR 5 (0 " n
2p@i= 3 (%) Vsuwi= 3 5 (1)siesiin = 2 (1) BB
i=0

k,£=0 k,0=0 i=¢
The incomplete Narayana numbers satisfy the recursion relation
k

n
Nosige = Noyp—1,0+ Nppo—1 + Z Z N; i eNn—ik—jo0-
=1 =0

It follows that
F(t,x,2) = 14 2tF(t,x, 2) + 2aF(t,z, 2) + 2(F(t,x, 2) — 1)F(t, 2).
The generating function for [ZA/C(n)| is easily computed to be
1
V1I—4z
The formula for |[ZPRM (n)| is obvious. The formula for the incomplete Stirling numbers of the
first kind follows from the recursion relation

F(1,1,2) =

Snt1dt = Snj—1,4 + Sngei—1 + (N +0)Sn k0,

obtained in the usual way by adjoining n + 1 to an incomplete permutation of n; note that in a
closed work of length u, n + 1 can be inserted in u places, while in an open word it can be inserted
in u + 1 spaces. 0

Remark 35. For completeness, we include combinatorial corollaries of Proposition [10l and Theo-
rem [l Take a to a projection, so that a*> = a and (a) = t. Denote X (a) = x. Then

e Wrp,, (a®) = Wrp,, (a®) + tnWrp,, (a®),
e Wrp (a®") = Wrp (a®1) + (t + n) Wrp (a®) + tn Wrp (a®*),
and
 Wrprm (a®") = Wrpra (a®F1) + (¢ + 2n) Wrpra (a®")
+ (tn + n(n — 1)) Wzpram (a®*71) .
Thus Wzp,, (a®") = H,(x,t), the Hermite polynomial; Wzp (a®") = C,(x,t), the Charlier
polynomial; and Wzpr o (a®) = LY _1)(9:), the Laguerre polynomial. We thus get (mostly known)
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inversion, moment, product, and linearization formulas for these polynomials. For example, for the
Laguerre case

= Y LY@ Z( ) (t+0) .. (t+n—1)L " (@),

(m,8)ELPRM(n)

n

LUV (z) = Z (—1)7ISIIm\Sl 18T — Z(_1)"—f <n> (t+0)...(t+n—1)z"
14
(7,8)eTPRM (n) £=0
and

k
(t—1) T (t—1)
HLS@ (z) = Z ¢ \S‘Lw (2).

(7,8)eTD(s(1),...,s(k))
extending the moment and linearization formulas [FZ88]]

Jx"d,u(x) = > T =t(1+1).. . (t+n—1),

meSym(n)

f HLS(Z @=- Y e

reD(s(1),...,s(k))

2 [Tqvi-1= (Z) . > [Jqvi-1= (n) Sn—k,t,

(7,8)ELP(n),Uen\S=|U|=1, VeS n—k),|r|=¢Ver
[7\S| =k ||t

Similarly, since

we obtain the familiar result that the Charlier polynomials are

n

Coula,t) = 0(—1)"—f(k)sn petbat = Z e k( * k)

kb= k=0

Finally, since

(7, 8) e INCl). 7 e Iutn).V €5 = V] = 1] = k180 = 01 = (52 1) (7 ):

the free Charlier polynomials are
—k\ (k+Y¢
P, (z.t) = 1)t n £kt
=Y (3 ) ()

See, for example, Chapter 7 in [A1g07] for many related combinatorial results.

7. REPRESENTATIONS AND COMPLETIONS
Let M and B be D-bimodules with the actions satisfying (). For a linear D-bimodule map F' :
M — B, define the map F(F') : M®>" — B®" by
F(F)|[dya1d1 ® ... ® apd,]| = F(dpa1dy) ® ... ® F(a,d,),
and the map I'(F') : ['(M) — I'(B) by I'(F')[d] = d for d € D and
D(EF)[Wzne (a)] = Wrne (F(F)[a]).
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Definition 36. Let M be a star-algebra and B a star-subalgebra. An algebraic conditional expec-
tation is a star-linear B-bimodule map ' : M — B such that 2 = F. If M is a D-bimodule,
DBD < B, and 7 : M — D is a star-linear functional, we say that I preserves 7 if 7[F'(a)] = 7[a]
for a € M.

Proposition 37. Let D, B, M be as in the preceding definition, and F : M — B an algebraic
conditional expectation preserving {-). Then I'(F') : I'(M) — I'(B) is an algebraic conditional
expectation preserving Qe

Proof. Clearly I'(F) is the identity on I'(B). For a € B®?", b € M®pF ¢ e B®?t,
L(F) [Wzae () Wzne (b) Wrne (c)]

. 3 P(F) [WINC (a@b@c)(”’s)]
(m,8)eEINC(n+k+¢)

A (I, 1k, 10) =004 ke
Sing(m)cS

- 3 Wine (a® F(F)[b] @ c) ™
(m,8)eEINC(n+k+£)
WA(invikyil):0n+k+l
Sing(m)cS
= Wzne (@) U'(F) [Wzae (b)] Wzne (),

where we have used the inhomogeneity of the partitions, the bimodule property of F' for open
blocks, and both properties of F’ for closed blocks. The final property is clear. U

Proposition 38. In all six examples above,
Wai®a®...®a) =W@®.. Qad®a),

where for orp we additionally assume that M is commutative. If D = C and the linear functional
(-) on M is tracial, all six linear functionals y are tracial. If D is a unital C*-algebra, and {-) is
positive, the functionals p are positive, where for prp and prpra we additionally assume that M
is commutative.

Proof. The trace and adjoint properties follow from the moment formulas and expansions of Wick
products in terms of monomials, since in all cases the coefficients in the expansions depend only on
the size of the blocks. For positivity,

QOZ./\/—CLQ I:WINCLQ (a'l ® e ® an)* WIPI,Z (bl ® e ® bk‘):l
= pzve [Winve (a1 @ ... ®a,)" Wine (1 @ ... @ by)]
_ 5n=k <CL* ®R...® a>1k ® bl ®..Q bn>{(172n),(2,2n—1) ..... (n,n+1)} ’

The proof of positivity of this inner product on M®>" (which we denote (-, -), ) is almost verbatim
the argument in Theorem 3.5.6 of [Spe98]]. Also,

e[W(a®..0a) Wbh®.. bl

=0 Y, T e @a @b ®. .. @b,V e
21) welnt(n)

= Gpep Tyl @aU7®bU> ;
|7

melnt(n) Uem Uen
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and so this inner product is also positive. For commutative M,
1y [Wrpiy (01 ® .. . ®an)" Wrp,, (1 ®...Qby)]
= QY7p [sz (CLl ®...&® an)* sz (bl ®...® bk)] = 5n:k Z <a:’;(1)b1> e <CLZ(n)bn> y

aeSym(n)
This inner product on M®" is well known to be positive semi-definite. Finally,
erprMm | Wrprm (01 @ ... @ an)” Wrprm (1 @ ... @ by)]
“he T ] (TG0 )
a,feSym(n) Uen(B) \i€U

where 7(/3) is the orbit decomposition of § and the order in each U € pi(/3) is as according to [ as
in Theorem[L1l As observed in Section 4 of , this inner product is in general not positive. If
M is commutative, we may re-write

erprm | Wrprm (1 ® ... @ an)* Wrppm (a1 ® ... Q@ ay)]

vl ()
aeSym (n) meP(n) U€7r 1€l 1€’
= Gk ! > > TTawr=1y <<Haa<z> (H%(i)>>
meP(n) a,feSym(n) Uem €U €U
= On=k— ! Z H Ul —1)! <<H(P )z) (H(Pna)z’>> >0,

where in the next-to-last term we replaced o 3 with «, and P, is the symmetrization operator. [

Remark 39. For D = C, {.,-), is essentially the induced inner product on a tensor product
of Hilbert spaces, and so is non-degenerate if (-) is faithful. In general, {-,-) , and so wznec,
is rarely faithful. For example, let D = M, {(a) = a, and p € M be a idempotent. Then

((1=p)®p,(1-p)®p), =0.
Notation 40. For a € M®" and (7, S) € ZNC(n), define the contraction C™)(a) by a linear
extension of

C(”’S)(al ®...® CLn) = H <CLU> ® ay .

Uen\S Ves
Note that in all our examples with D = C,

W (a)™) = w (C™9(a)).

Proposition 41. Assume {-) is a faithful state such that in its representation on L*(M,{-)), M is
represented by bounded operators. Let a € M®" and b € M®*. Denote ||a|, = \/{a,a), and

| W (a \/gp )] Denote
Do = {(ﬁ, S)e INC(n+ k) : m A (1n, 1) = Opir, Sing(m) = S}
For (m,S) € Z,, 1, the map

b Wrye (a@b) ™
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is bounded as a map from L*(M,{-))®* to L2(M, {-))®%|, as is the map
b — Wrne (a) Wine (b).
Therefore the definitions of C™5)(a @ b) and Wrne (a @ b)™) and the identity

Wine (@) Woxe (b)) = > Wone (€™ (@®b)) = > Wi (@a®@b)™¥
(7‘(,5’)€Z,,L,,1C (W,S)Ezmk

extend to a € M®" (algebraic tensor product) and b € L*(M,{-))®* (Hilbert space tensor prod-
uct). If (-) is tracial, we may switch a and b.

Proof. Since
- HC(W’S) (a® b>‘ 2

H Wrne (a®@b)™?

-
it suffices to consider the map b — C™)(a® b). Denote

m={G):1<i<n—tn+l+1<i<n+kn—j+1ln+j):1<j</},
and
Se={(i):1<i<n—tln+l+1<i<n+k}, Sy=Su{(n—L+1n+0)}.
Note |S¢| =n+k —2(,|S)| =n+k —20+ 1, and |Z, ;| = 2min(n, k). Then
Zng = {(m,50), (16, S;) : 0 < ¢ < min(n — k)}.
Fora=a;®...Qa,andb = > .01 ® ... by,

2

HC(”S (a®b) H ‘Zn@n r10i) 01 @ .. @ p—g @ An—y11bit ® ... @ by,

2
= Z H <an r41b; r> H <an S+lbj S> <a1 a1> <a;—£an4> <b:£a:f£+1an*€+lbjf> S <b;'kkbjk>
i, r=1
< an—en1|? |CTr5eD (a@ b)),
Also, the statement
[cT5)(a@b)|, < |al, [b],

is about Hilbert spaces and not algebras, and as such is well known, see for example Proposi-
tion 5.3.3 in (one may identify the Hilbert space with the space of square-integrable func-
tions on a measure space, and apply coordinate-wise Cauchy-Schwarz inequality). The bounded-
ness of the first map follows.

Next, note that Wz (C™%)(a® b)) are orthogonal for different | S|. Thus

| Wzne () Wrne (b)Hich - Z | Wrne (C (m.S) (a®b))”
(m,S)eZn 1

pINC

The results follow. U
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Example 42. Let f(z,y) = 1j0,1(y)1o,-v4(z) and g(y) = y~/*. Then f € L' n L*(R?) (and so
in L?(R?)) and g € L*(R), but

CUOEDLDEN) (£ 6 g)(z ) = (z.1)g(y)
is not in L?(R?). Cf. Remark 3.3 in [BP14].

Remark 43. In stochastic analysis, see for example [PT11]] or , it is usual to prove product
formulas

(22) W(a®. . ®a)Whe. Qb) =YW

for all @;’s, and separately all b;’s, orthogonal to each other. One can then conclude using the Itd
isometry that the same formula holds for general a;, b;. Some, but not all, of the ingredients of this
approach generalize to the Wick product setting.

e In the case of Wrye, W, and W,, we have isometries between I'(M) and (—B;o:o Men
with, respectively, the usual inner product induced by {-), the inner product (1)), and the
appropriate ¢-inner product (equation 4.73 in [AnsO4al]). So in all these cases, one may
extend the definition of IV to the appropriate closure, which however is different in all three
cases.

¢ Instead of starting with general simple tensors, we could have started with the analog of func-
tions supported away from diagonals. As noted in Lemma [44] in the infinite-dimensional
setting such elements are still dense with respect to the usual inner product. However they
are clearly not dense for the inner product (2I)). For example, in the natural commutative
setting of (M, {-)) = ((L' n L*(R), dx), the inner product on functions of n arguments is

>, F)g() dux(x),

welnt(n)

where ji, is a multiple of the |7|-dimensional Lebesgue measure on the diagonal set
{xeR”:xizxjcw’ij}.

This is the reason why the formulas in Theorem 21l take a considerably simpler form if the
arguments have orthogonal components.

e Finally, to extend the product relation (22)), we need the product map to be continuous, at
least when one of the arguments is in the algebraic tensor product and the other is bounded
in two-norm. If the state ¢ is not tracial, this need not be the case. Since ¢, is not tracial, it
is natural to expect a counterexample in Section

It is well-known that for non-atomic measures, functions supported away from diagonals are dense
in the product space of all square integrable functions. The next lemma (applied to L?(M,{-)).
shows that this results remains true for non-commutative algebras, in fact with no assumptions on
the state other than faithfulness. The result is surely known, but we could not find it in the literature.

Lemma 44. Let H be a Hilbert space. In the Hilbert space tensor product H ® H, consider the
span S of tensors of the form f ® g with {f,g) = 0. This span is dense if and only if H is infinite
dimensional.
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Proof. Choose an orthonormal basis {e;} for H. Identify H ® H with the space of Hilbert-Schmidt
operators HS(H),

Then for any f, g, we have

tr(f ®g) = Z<f, eip<ei,g) = <{f,9)-

In particular, if (f, g) = 0, tr(f ® g) = 0. So if dim H < <0, all operators in .S have trace zero, and
so .S is not dense.

Now suppose that dim H = oo. Then H is isomorphic to L?([0, 1], dz), in which case the result is
well-known (it is also not hard to give a direct argument in terms of Hilbert-Schmidt operators; it is
left to the interested reader). ]
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