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LEAVITT PATH ALGEBRAS OF CAYLEY GRAPHS Cj
n

GENE ABRAMS, STEFAN ERICKSON, AND CRISTÓBAL GIL CANTO

Abstract. Let n be a positive integer. For each 0 ≤ j ≤ n−1 we let Cj
n denote the Cayley graph of

the cyclic group Zn with respect to the subset {1, j}. Utilizing the Smith Normal Form process, we
give an explicit description of the Grothendieck group of each of the Leavitt path algebras LK(Cj

n)
for any field K. Our general method significantly streamlines the approach that was used in previous
work to establish this description in the specific case j = 2. Along the way, we give necessary and
sufficient conditions on the pairs (j, n) which yield that this group is infinite. We subsequently focus
on the case j = 3, where the structure of this group turns out to be related to a Fibonacci-like
sequence, called the Narayana’s Cows sequence.

For any finite group G, and any set of generators S of G, the Cayley graph of G with respect
to S is the directed graph EG,S having vertex set {vg | g ∈ G}, and in which there is an edge
from vg to vh in case there exists (a necessarily unique) s ∈ S with h = gs in G. For a positive
integer n (n ≥ 3) and j an integer with 0 ≤ j ≤ n − 1, we denote by Cj

n the Cayley graph EG,S

of the cyclic group G = Zn with respect to the generating subset S = {1, j} of Zn. Concretely,
the Cayley graph Cj

n is the directed graph consisting of n vertices {v1, v2, . . . , vn} and 2n edges
{e1, e2, . . . , en, f1, f2, . . . , fn} for which s(ei) = vi, r(ei) = vi+1, s(fi) = vi, and r(fi) = vi+j , where
indices are interpreted mod n. Intuitively, Cj

n is the graph with n vertices and 2n edges, where each
vertex v emits two edges, one to its “next” neighboring vertex (which we will draw throughout this
article in a clockwise direction), and one to the vertex j places clockwise from v. For instance:

C0
4 = •v1 //

��
•v2 vv

��
•v466

OO

•v3oo
RR

C2
4 = •v1

��

// •v2

xx ��
•v4

88OO

•v3

[[

oo

C3
4 = •v1

++





•v2





kk

•v4

JJ

++
•v3kk

JJ

Leavitt path algebras of Cayley graphs were initially studied in [ASch], where a description is
given of the Leavitt path algebras of the form LK(C

n−1
n ). It is shown in [ASch, Theorem 8] that

there are exactly four isomorphism classes represented by the collection {LK(C
n−1
n ) | n ∈ N}.

In subsequent work, [AA, Section 2] contains the computation of the two important (and closely
related) integers |K0(LK(C

j
n))| and det(In − At

C
j
n
), where A(−) denotes the incidence matrix of a

directed graph, At
(−) its transpose, and K0(−) denotes the Grothendieck group of a ring (see below

for further details). Specifically, it is shown that, for fixed j, the integers |K0(LK(C
j
n))| are (up to

sign) the entries in the “jth Haselgrove sequence” ([AA, Definition 2.2]), a sequence investigated in
the 1940s by Haselgrove in [H] (in part with an eye towards establishing Fermat’s Last Theorem).
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Also in [AA], the following collections of K-algebras are completely described up to isomorphism:

- {LK(C
0
n) | n ∈ N}

there is only one such algebra,

- {LK(C
1
n) | n ∈ N}

there are infinitely many such algebras, each of them subsequently realized in terms of
matrices over the standard Leavitt algebras LK(1, m), and

- {LK(C
2
n) | n ∈ N}

there are infinitely many such algebras, each of them subsequently realized up to isomor-
phism as the Leavitt path algebra of a graph having at most three vertices; moreover, the groups
K0(LK(C

2
n)) are described explicitly in terms of the integers appearing in the second Haselgrove

sequence H2(n), together with integers arising from the standard Fibonacci sequence.

The descriptions of all these algebras follow from an application of the powerful tool known as
the Restricted Algebraic Kirchberg-Phillips Theorem (see Section 4).
In the current article we continue the investigation of Leavitt path algebras associated to Cayley

graphs. We begin in Section 1 by giving the requisite background information about the topic.
In Section 2 we present a method to compute the Grothendieck group of the Leavitt path algebra
LK(C

j
n) for any n ≥ 3 and 0 ≤ j ≤ n − 1. The approach we utilize is completely different from

the work done in [AA] for the case C2
n. Specifically, in Theorem 2.3, we show how to reduce

the computation of the Smith Normal Form of the n × n matrix In − At

C
j
n
(data which provides

a complete description of the K0 group) to that of calculating the Smith Normal Form of the
j × j matrix (Mn

j )
t − Ij, where Mj is the companion matrix of a polynomial associated to a

recursive sequence which arises naturally in this context. With this result in hand, we then use the
Determinant Divisors Theorem to achieve the desired description of the finitely generated abelian
group K0(LK(C

j
n)).

With the general result Theorem 2.3 in hand, in Section 3 we focus our attention on the specific
case j = 3. This leads us to a number-theoretic analysis which involves some perhaps surprising and
apparently nontrivial connections between the third Haselgrove sequence H3 and the Narayana’s
Cows sequence G (Proposition 3.10). Subsequently, we briefly mention how the result for j = 2
presented in [AA] (which was achieved by using an extremely ad hoc proof that spans more than a
dozen journal pages) may be re-established with only a modicum of work.
In the final section we show how Theorem 2.3, together with the Restricted Algebraic Kirchberg-

Phillips Theorem, allows us to realize any Leavitt path algebra of the form LK(C
j
n) (specifically,

the Leavitt path algebra of a graph with n vertices) up to isomorphism as the Leavitt path algebra
of a graph with at most j + 1 vertices.

1. Background information

For any field K and directed graph E the Leavitt path algebra LK(E) has been the focus of
sustained investigation since 2004. We put off until Section 4 a detailed description of these algebras,
choosing instead to focus first on the construction of a monoid which can be carried out for any
directed graph. For a directed graph E having n vertices v1, v2, . . . , vn we denote by AE the usual
incidence matrix of E, namely, the matrix AE = (ai,j) where, for each pair 1 ≤ i, j ≤ n, the entry
ai,j denotes the number of edges e in E for which s(e) = vi and r(e) = vj. Let E be a directed
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graph with vertices v1, v2, . . . , vn and incidence matrix AE = (ai,j). We let Fn denote the free
abelian monoid on the generators v1, v2, . . . , vn (so Fn

∼=
⊕n

i=1 Z
+ as monoids). We denote the

identity element of this monoid by z. We define a relation ≈ on Fn by setting

vi ≈
n∑

j=1

ai,jvj

for each non-sink vi, and denote by ∼E the equivalence relation on Fn generated by ≈.
For two ∼E equivalence classes [x] and [y] we define [x] + [y] = [x + y]; it is straightforward to

show that this gives a well-defined associative binary operation on the set of ∼E equivalence classes,
and that [z] acts as an identity element for this operation. We denote the resulting graph monoid
Fn/ ∼E by ME . Specifially,

Definition. For any n ≥ 1 and 0 ≤ j ≤ n− 1, the graph monoid M
C

j
n
is the free abelian monoid

Fn generated by [v1], [v2], . . . , [vn], subject to the relations

[vi] = [vi+1] + [vi+j]

(for all 1 ≤ i ≤ n), where subscripts are interpreted mod n.

For examples of the graph monoid M
C

j
n
, see both [ASch, p. 3] (in which the graph monoid MC2

3

is shown to consist of the five elements {[z], [v1], [v2], [v3], [v1] + [v2] + [v3]}) and [AA, pp. 3, 4]
(where the graph monoid MC2

4
associated to the graph C2

4 is explicitly described).
We present now a streamlined version of the germane background information which will be

utilized throughout the remainder of the article. Much of this discussion appears in [AA].
For a unital K-algebra A, the set of isomorphism classes of finitely generated projective left

A-modules is denoted by V(A). We denote the elements of V(A) using brackets; for example,
[A] ∈ V(A) represents the isomorphism class of the left regular module AA. V(A) is a monoid,
with operation ⊕, and zero element [{0}]. The monoid (V(A),⊕) is conical: this means that the
sum of any two nonzero elements of V(A) is nonzero, or, rephrased, that V(A)∗ = V(A) \ {0} is
a semigroup under ⊕. The following striking property of Leavitt path algebras was established in
[AMP, Theorem 3.5].

V(LK(E)) ∼= ME as monoids. Moreover, [LK(E)] ↔
∑

v∈E0

[v] under this isomorphism.

A unital K-algebra A is called purely infinite simple in case A is not a division ring, and A has the
property that for every nonzero element x of A there exist b, c ∈ A for which bxc = 1A. It is shown
in [AGP, Corollary 2.2] that if A is a unital purely infinite simple K-algebra, then the semigroup
(V(A)∗,⊕) is in fact a group, and, moreover, that V(A)∗ ∼= K0(A), the Grothendieck group of A.
Summarizing: when LK(E) is unital purely infinite simple we have the following isomorphisms of
groups:

K0(LK(E)) ∼= V(LK(E))∗ ∼= M∗
E .

In particular, in this situation we have |K0(LK(E))| = |M∗
E |. The finite graphs E for which

the Leavitt path algebra LK(E) is purely infinite simple have been explicitly described (using only
graph-theoretic properties of E) in [AAP2]. This result, together with the preceding discussion,
immediately yields



4 GENE ABRAMS, STEFAN ERICKSON, AND CRISTÓBAL GIL CANTO

Proposition. [AA, Proposition 1.3] For each n ≥ 1, and for each 0 ≤ j ≤ n− 1, the K-algebra
LK(C

j
n) is unital purely infinite simple. In particular, M∗

C
j
n
= (M

C
j
n
\{[z]},+) is a group, necessarily

isomorphic to K0(LK(C
j
n)).

Our goal here is to describe the group M∗
C

j
n
. Our motivation for doing so is twofold. First, the

description turns out to be inherently interesting in its own right (involving the aforementioned
Haselgrove sequences). Second, we may utilize the structure of this group, viewed as K0(LK(C

j
n)),

to (quite surprisingly) glean information about the algebra LK(C
j
n) itself. This is done by invoking

the so-called Restricted Algebraic Kirchberg-Phillips Theorem, which we describe fully in Section
4.
We now review a useful computational tool. Let M ∈ Mn(Z) and view M as a linear transfor-

mation M : Zn → Zn via left multiplication on columns. The cokernel of M is a finitely generated
abelian group, having at most n cyclic direct summands; as such, by the invariant factors version
of the Fundamental Theorem of Finitely Generated Abelian groups, we have

Coker(M) ∼= Zsℓ ⊕ Zsℓ+1
⊕ · · · ⊕ Zsn

for some 1 ≤ ℓ ≤ n, where either n = ℓ and sn = 1 (i.e., Coker(M) is the trivial group), or
there are (necessarily unique) nonnegative integers sℓ, sℓ+1, . . . , sn, for which the nonzero values
sℓ, sℓ+1, . . . , sr satisfy si ≥ 2 and si|si+1 for ℓ ≤ i ≤ r − 1, and sr+1 = · · · = sn = 0. Coker(M) is a
finite group if and only if r = n (i.e., there are no zeros in the sequence sℓ, . . . , sn). In case ℓ > 1,
we define s1 = s2 = · · · = sℓ−1 = 1. Clearly then we have

Coker(M) ∼= Zs1 ⊕ Zs2 ⊕ · · · ⊕ Zsℓ ⊕ · · · ⊕ Zsn,

since any additional direct summands are isomorphic to the trivial group Z1.

Remark 1.1. It is straightforward to establish that if P,Q are invertible in Mn(Z), then Coker(M) ∼=
Coker(PMQ). (We note that any such P and Q must have determinant ±1.) This means that
if N ∈ Mn(Z) is a matrix which is constructed by performing any sequence of Z-elementary row
and/or column operations starting with M , then Coker(M) ∼= Coker(N) as abelian groups.

Definition 1.2. Let M ∈ Mn(Z), and suppose Coker(M) ∼= Zs1 ⊕ Zs2 ⊕ · · · ⊕ Zsn as described
above. The Smith Normal Form of M is the n× n diagonal matrix diag(s1, s2, . . . , sr, 0, . . . , 0).

For any matrix M ∈ Mn(Z), the Smith Normal Form of M exists and is unique. If D ∈ Mn(Z)
is a diagonal matrix with entries d1, d2, . . . , dn then clearly Coker(D) ∼= Zd1 ⊕ Zd2 ⊕ · · · ⊕ Zdn . In
the end we have the following.

Proposition 1.3. Let M ∈ Mn(Z), and let S denote the Smith Normal Form of M . Suppose the
diagonal entries of S are s1, s2, . . . , sn. Then

Coker(M) ∼= Zs1 ⊕ Zs2 ⊕ · · · ⊕ Zsn .

In particular, if there are no zero entries in the Smith Normal Form of M , then |Coker(M)| =
s1s2 · · · sn = |det(S)| = |det(M)|.

The key computational device we will utilize to compute the Smith Normal Form of a matrix M
is the following.
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Determinant Divisors Theorem. [N, Theorem II.9] Let M ∈ Mn(Z). Define α0 := 1, and,
for each 1 ≤ i ≤ n, define the ith determinant divisor of M to be the integer

αi := the greatest common divisor of the set of all i× i minors of M.

Let s1, s2, ..., sn denote the diagonal entries of the Smith Normal Form of M , and assume that each
si is nonzero. Then

si =
αi

αi−1

for each 1 ≤ i ≤ n.

Suppose now that E is a finite directed graph having n vertices v1, v2, . . . , vn. Consider the
matrix In −At

E , where In is the identity n× n matrix. As above, we may view In −At
E as a linear

transormation Zn → Zn. Invoking the discussion in [AALP, Section 3], in the case LK(E) is purely
infinite simple we have that

K0(LK(E)) ∼= M∗
E
∼= Coker(In − At

E).

Under this isomorphism [vi] 7→ ~bi + Im(In −At
E), where

~bi is the element of Zn which is 1 in the ith

coordinate and 0 elsewhere. In other words, when LK(E) is purely infinite simple, then K0(LK(E))
is the cokernel of the linear transformation In −At

E : Zn → Zn induced by matrix multiplication.

Example 1.4. Suppose E = Rm (m ≥ 2), the “rose with m petals” graph having one vertex and
m loops. Because m ≥ 2, LK(Rm) is purely infinite simple. Here AE is the 1 × 1 matrix (m), so
I1 − At

Rm
is the 1× 1 matrix (1−m), and we have

K0(LK(Rm)) ∼= Z
1
1−m

∼= Zm−1.

Proposition 1.3 then yields the following.

Proposition 1.5. Suppose E is a finite graph with |E0| = n, and suppose also that LK(E) is purely
infinite simple. Let S be the Smith Normal Form of the matrix In − At

E, with diagonal entries
s1, s2, . . . , sn. Then

K0(LK(E)) ∼= Zs1 ⊕ Zs2 ⊕ · · · ⊕ Zsn.

Moreover, if K0(LK(E)) is finite, then an analysis of the Smith Normal Form of the matrix
In −At

E yields
|K0(LK(E))| = |det(In − At

E)|.

(This is immediate, since as noted above any invertible matrix in Mn(Z) has determinant ±1.)
Conversely, K0(LK(E)) is infinite if and only if det(In −At

E) = 0.
In [H], Haselgrove introduces for each pair of positive integers n, k the integer

ak(n) :=

n−1∏

ℓ=0

(1− ωℓ − ωk
ℓ ),

where ωℓ = cos(2πℓ
n
) + i sin(2πℓ

n
) in C. (That this expression indeed yields an integer follows from

some elementary number theory.) Subsequently, in [AA, Definition 2.2] the integer

|ak(n)| is denoted by Hk(n),

and, for fixed k, the sequence
Hk(1), Hk(2), Hk(3), ...
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is referred to as the kth Haselgrove sequence. It is of historical interest to note that Haselgrove’s mo-
tivation for considering these integers ak(n) was for their potential use in establishing a connection
between a resolution of Fermat’s Last Theorem (at the time, of course, Fermat’s Last Conjecture)
and some integers which share properties of the Mersenne numbers.
We recall some properties of the integers ak(n) and Hk(n) (established [AA]) which show why

these are germane in the current context, and then finish the section with a new result which will
be useful in the sequel.

Proposition. (See [AA, Section 2]) Let n ∈ N and 0 ≤ k ≤ n− 1.

(1) ak(n) = det(In − At
Ck

n
). (This is established using the notion of circulant matrices.)

(2) det(In −At
Ck

n
) ≤ 0. (This is established by some elementary analysis in C.)

In particular, det(In −At
Ck

n
) = −Hk(n).

(3) If Hk(n) > 0, then |K0(LK(C
k
n))| = Hk(n) = |Coker(In − At

Ck
n
)|.

(4) Hk(n) = 0 if and only if K0(LK(C
k
n)) is infinite.

Proposition 1.6. Let n ∈ N and 0 ≤ k ≤ n − 1. Then Hk(n) = 0 if and only if k ≡ 5 (mod 6)
and n ≡ 0 (mod 6).

Proof. By the previous recollections from [AA] we have

Hk(n) = −
n−1∏

ℓ=0

(1− ωℓ − ωk
ℓ ),

where ωℓ = cos(2πℓ
n
)+i sin(2πℓ

n
) in C. Then Hk(n) = 0 if and only if one of the factors 1−ωℓ−ωk

ℓ = 0

for some 0 ≤ ℓ ≤ n− 1. In particular, we must have ωℓ + ωk
ℓ = 1. Letting θ = 2πℓ

n
(which we may

assume 0 ≤ θ < 2π), we have

cos(θ) + cos(kθ) = 1 and sin(θ) + sin(kθ) = 0.

The second equation implies that kθ ≡ −θ (mod 2π) or that kθ ≡ 2π − θ (mod 2π). In the first
case,

cos(θ) + cos(kθ) = cos(θ) + cos(−θ) = 0,

which is a contradiction. Hence, the second condition must be true, and

cos(θ) + cos(kθ) = cos(θ) + cos(2π − θ) = 2 cos(θ) = 1.

Hence, θ = π
3
or θ = 5π

3
. Substituting in θ = 2πℓ

n
, we see that

2πℓ

n
=

π

3
=⇒ n = 6ℓ, or

2πℓ

n
=

5π

3
=⇒ 5n = 6ℓ.

In either case, n ≡ 0 (mod 6).
Similarly, kθ ≡ 2π − θ (mod 2π) implies that (k + 1)θ ≡ 2π ≡ 0 (mod 2π). Hence, for some

integer m,

(k + 1)
π

3
= 2mπ =⇒ k + 1 = 6m, or (k + 1)

5π

3
= 2mπ =⇒ 5(k + 1) = 6m.

In either case, k + 1 ≡ 0 (mod 6), or k ≡ 5 (mod 6).
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Finally, when n ≡ 0 (mod 6) and k ≡ 5 (mod 6), then letting ℓ = n
6
implies that

1− ωℓ − ωk
ℓ = 1− e

2πi
6 − (e

2πi
6 )k = 1− e

2πi
6 − (e

2πi
6 )−1 = 0

Since one of the factors of Hk(n) is zero, we conclude that Hk(n) = 0. �

2. The Smith Normal Form of the matrix In − At

C
j
n

In order to investigate the Leavitt path algebras {LK(C
j
n) | n ∈ N}, we begin in a manner similar

to that used in the case C2
n studied in [AA, Section 4]. The generating relations for M∗

C
j
n
are given

by
[vi] = [vi+1] + [vi+j]

for 1 ≤ i ≤ n, where subscripts are interpreted mod n. We will focus on the element [v1] of M
∗
C

j
n
;

corresponding to any statement established for [v1] in M∗
C

j
n
, there will be (by the symmetry of the

relations) an analogous statement in M∗
C

j
n
for each [vi], 1 ≤ i ≤ n.

The computation of the Smith Normal Form of the n × n matrix In − At

C
j
n
is the key tool for

determining the K0 of the Leavitt path algebra Cj
n. We show below that this computation reduces

to calculating the Smith Normal Form of a j × j matrix. The authors are quite grateful to M.
Iovanov for suggesting this approach.

Definition 2.1. Let p(x) = xj + cj−1x
j−1 + · · · + c1x + c0 be a degree j monic polynomial with

integer coefficients. The companion matrix M(p) of p(x) is the j × j matrix

M(p) :=




0 0 0 . . . 0 −c0
1 0 0 . . . 0 −c1
0 1 0 . . . 0 −c2
...

...
...

. . .
...

...
0 0 0 . . . 0 −cj−2

0 0 0 . . . 1 −cj−1



.

For j ≥ 2 we define pj(x) = xj − xj−1 − 1 ∈ Z[x]. The companion matrix of pj(x), which we will
denote by Mj , is then the j × j matrix

Mj := M(pj(x)) =




0 0 0 . . . 0 1
1 0 0 . . . 0 0
0 1 0 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 0 0
0 0 0 . . . 1 1



.

Remark 2.2. Clearly the two matrices In − At

C
j
n
and A

C
j
n
− In have the same Smith Normal Form

(i.e., have isomorphic cokernels). In the sequel we choose to analyze the latter, because it is easier
to work with computationally. A similar statement holds for the matrices M j

n − Ij and (M j
n)

t − Ij .
We note that in a more general analysis of the structure of Leavitt path algebras than the one
carried out here, such an interchange might possibly forfeit some important information.
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Theorem 2.3. Let n ≥ j. Then Coker(A
C

j
n
− In) ∼= Coker(Mn

j − Ij).

Proof. The proof in the case j ≤ n ≤ 2j is quite similar to the proof which we give here for the case
n > 2j, but requires some extra computational and notational energy; we thereby leave the proof
of the j ≤ n ≤ 2j case to the interested reader. Thus we assume that n > 2j. By definition, the
entry in the kth row and ℓth column of A

C
j
n
− In is given by

(A
C

j
n
− In)kℓ =





−1 if ℓ = k

1 if ℓ ≡ k + 1 or k + j (mod n)

0 otherwise.

Our goal is to obtain a diagonal matrix with integers along the diagonal through elementary row
and column operations involving only integer multiples.
We first note that the bottom left j × j submatrix of the matrix A

C
j
n
− In can be written as Mj

with the columns cyclically permuted:




1 0 0 . . . 0 0
0 1 0 0 0
0 0 1 0 0
...

. . .
...

0 0 0 . . . 1 0
1 0 0 . . . 0 1



= MjP,

where P is the j × j permutation matrix

P =




0 1 0 . . . 0 0
0 0 1 0 0
0 0 0 0 0
...

. . .
...

0 0 0 . . . 0 1
1 0 0 . . . 0 0




The first (n− 2j) reduction steps of the Smith Normal Form will result in an (n− 2j)× (n− 2j)
identity submatrix in the upper left corner. On the bottom j rows, the ith reduction step adds the
ith column to the (i + 1)th column and the (i + j)th column, then zeroes out the ith column. The
matrix that accomplishes this reduction step is

[
vi vi+1 . . . vi+j−1

]
·




1 0 0 . . . 0 1
1 0 0 0 0
0 1 0 0 0
...

. . .
...

0 0 0 0 0
0 0 0 . . . 1 0



=

[
vi + vi+1 . . . vi+j−1 vi

]
,
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and this matrix is conjugate to the companion matrix Mj via the permutation matrix P :



1 0 0 . . . 0 1
1 0 0 0 0
0 1 0 0 0
...

. . .
...

0 0 0 0 0
0 0 0 . . . 1 0



= P−1MjP.

After i reduction steps, the first j× j submatrix with nonzero column vectors on the bottom j rows
will be

MjP · (P−1MjP )i = M i+1
j P.

Denote by Q the j × j matrix

Q =




−1 1 0 . . . 0 0
0 −1 1 0 0
0 0 −1 0 0
...

. . .
...

0 0 0 −1 1
0 0 0 . . . 0 −1



.

Then after n− 2j reduction steps, we have

A
C

j
n
− In ∼




In−2j 0(n−2j)×j 0(n−2j)×j

0j×(n−2j) Q MjP

0j×(n−2j) Mn−2j+1
j P Q


 .

Because each reduction step only adds previous columns to the following existing columns, the
next j reduction steps results in

A
C

j
n
− In ∼

[
In−j 0(n−j)×j

0j×(n−j) Mn−j+1
j P +Q

]
.

Finally, we adjust the bottom right j × j matrix by adding the (n− j +1)th column through the
(n− 1)th column to the nth column, adding the (n− j + 1)th column through the (n− 2)th column
to the (n−1)th column, and so on until adding the (n− j+1)th column to the (n− j+2)th column.
This procedure is equivalent to multiplying Mn−j+1

j P +Q on the right by the j × j matrix

R =




1 1 1 . . . 1 1
0 1 1 1 1
0 0 1 1 1
...

. . .
...

0 0 0 1 1
0 0 0 . . . 0 1



.

A straightforward calculation shows that

PR = M j−1
j and QR = −Ij ,
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resulting in the final bottom right j × j submatrix is

(Mn−j+1
j P +Q)R = Mn

j − Ij.

Therefore,

A
C

j
n
− In ∼

[
In−j 0(n−j)×j

0j×(n−j) Mn
j − Ij

]

and thus by Remark 1.1, we conclude that Coker(A
C

j
n
− In) ∼= Coker(Mn

j − Ij). �

3. The case j = 3, and the case j = 2 (briefly) revisited

We have shown in Theorem 2.3 that for any n ≥ j, the cokernel of the n× n matrix A
C

j
n
− In is

isomorphic to the cokernel of the j × j matrix Mn
j − Ij. In this section we investigate in detail the

specific situation when j = 3. We do so for two reasons: this case will provide some insight as to
how the general case works, and, as it turns out, the j = 3 case provides a sort of “sweet spot” in
the general setting. We conclude the section by showing how Theorem 2.3 dramatically simplifies
the proof of the corresponding result in the j = 2 case as compared to the proof given in [AA].
An important role in the j = 3 case will be played in this situation by the elements of the

Narayana’s Cows sequence G, defined recursively by setting

G(1) = 1, G(2) = 1, G(3) = 1, and G(n) = G(n− 1) +G(n− 3) for all n ≥ 4.

(We may also define G(0) = 0, G(−1) = 0, G(−2) = 1 and G(−3) = 0 consistent with the given
recursion equation). This name is used in the Online Encyclopedia of Integer Sequences [OEIS,
Sequence A000930]. (Indeed, this sequence has gained some notoriety in popular culture, including
the composition of a musical piece based on it.) The first few terms of the sequence G(n) (n ≥ 1)
are:

G : 1, 1, 1, 2, 3, 4, 6, 9, 13, 19, 28, 41, 60, 88, 129, . . .

By the aforementioned [AA, Proposition 1.3] we have that M∗
C3

n
is indeed a group. In M∗

C3
n
we

have

[v1] = [v2] + [v4] = ([v3] + [v5]) + [v4] = ([v4] + [v6]) + [v5] + [v4]

= 2[v4] + [v5] + [v6] = 2([v5] + [v7]) + [v5] + [v6]

= 3[v5] + [v6] + 2[v7] = · · ·

which by an easy induction gives, for 1 ≤ i ≤ n,

[v1] = G(i− 1)[vi−1] +G(i− 3)[vi] +G(i− 2)[vi+1].

Thus is the Narayana’s Cows sequence related to the structure of M∗
C3

n

Setting i = n, and using that [vn+1] = [v1] by notational convention, we get in particular that
[v1] = G(n− 1)[vn−1] +G(n− 3)[vn] +G(n− 2)[v1], so that

0 = G(n− 1)[vn−1] +G(n− 3)[vn] + (G(n− 2)− 1)[v1] in M∗
C3

n
.

It will be quite useful to have an expression for the 3× 3 matrix Mn
3 in terms of the Narayana’s

Cows sequence, which is the content of the following lemma.
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Lemma 3.1. Let G denote the Narayana’s Cows sequence. Then for each n ∈ N,

Mn
3 =



G(n− 2) G(n− 1) G(n)
G(n− 3) G(n− 2) G(n− 1)
G(n− 1) G(n) G(n+ 1)


 .

Proof. The proof is by induction. As mentioned previously, we may extend the G(n) sequence by
setting G(0) = 0, G(−1) = 0, and G(−2) = 1. Thus we have that the statement is true for n = 1:

M3 =



G(−1) G(0) G(1)
G(−2) G(−1) G(0)
G(0) G(1) G(2)


 .

Now suppose that

Mn−1
3 =



G(n− 3) G(n− 2) G(n− 1)
G(n− 4) G(n− 3) G(n− 2)
G(n− 2) G(n− 1) G(n)




Then

Mn
3 = Mn−1

3 ·M3 =



G(n− 3) G(n− 2) G(n− 1)
G(n− 4) G(n− 3) G(n− 2)
G(n− 2) G(n− 1) G(n)


 ·



0 0 1
1 0 0
0 1 1




=



G(n− 2) G(n− 1) G(n− 3) +G(n− 1)
G(n− 3) G(n− 2) G(n− 4) +G(n− 2)
G(n− 1) G(n) G(n− 2) +G(n)




=



G(n− 2) G(n− 1) G(n)
G(n− 3) G(n− 2) G(n− 1)
G(n− 1) G(n) G(n+ 1)




as desired. �

Corollary 3.2. For all n ≥ 3,

Coker(AC3
n
− In) ∼= Coker



G(n− 2)− 1 G(n− 3) G(n− 1)
G(n− 1) G(n− 2)− 1 G(n)
G(n) G(n− 1) G(n+ 1)− 1


 ,

where G’s are the Narayana’s Cows numbers.

Proof. The result follows immediately from Theorem 2.3 and Lemma 3.1. �

We now analyze the Smith Normal Form for the matrix Mn
3 − I3.

Definition 3.3. Let n ∈ N. By Lemma 3.1 we have

(Mn
3 )

t − I3 =



G(n− 2)− 1 G(n− 3) G(n− 1)
G(n− 1) G(n− 2)− 1 G(n)
G(n) G(n− 1) G(n+ 1)− 1


 .

For i = 1, 2, 3 and each n ≥ 1, the corresponding i-th determinant divisors α1(n), α2(n), and α3(n)
of (Mn

3 )
t − I3 have the following values.
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i = 1: α1(n) is the greatest common divisor of the nine 1× 1 minors (Mn
3 )

t − I3, i.e., of the nine
entries of (Mn

3 )
t − I3. By eliminating repeated entries, we see that α1(n) is the greatest common

divisor of five integers, to wit:

α1(n) = gcd{ G(n− 2)− 1, G(n− 3), G(n− 1), G(n), G(n+ 1)− 1 }.

i = 2: α2(n) is the greatest common divisor of the nine 2 × 2 minors (Mn
3 )

t − I3, i.e., of the
determinants of the nine 2 × 2 submatrices of (Mn

3 )
t − I3. By doing the standard computation

for determinants of 2 × 2 matrices, and then eliminating repeated results, we see that α2(n) is the
greatest common divisor of six integers, to wit:

α2(n) = gcd{ (G(n− 2)− 1)2 −G(n− 1)G(n− 3), (G(n− 2)− 1)G(n− 1)−G(n)G(n− 3),

(G(n− 2)− 1)(G(n+ 1)− 1)−G(n)G(n− 1), (G(n− 2)− 1)G(n)−G(n− 1)2,

G(n− 1)(G(n+ 1)− 1)−G(n)2, G(n− 3)(G(n+ 1)− 1)−G(n− 1)2 }.

i = 3: α3(n) is the greatest common divisor of the one 3×3 minor of (Mn
3 )

t− I3, in other words,

α3(n) = |det((Mn
3 )

t − I3)|.

By Proposition 1.6, since 3 6≡ 5 mod6, we have that Coker(In−At

C
j
n
) is finite, so that by Theorem

2.3 Coker((Mn
3 )

t − I3) is also finite, which yields that necessarily none of the entries in the Smith
Normal Form of (Mn

3 )
t − I3 is zero. Therefore, by the Determinant Divisors Theorem, the Smith

Normal Form of the matrix (Mn
3 )

t − I3 is given by:

SNF((Mn
3 )

t − I3) =



α1(n) 0 0

0 α2(n)
α1(n)

0

0 0 α3(n)
α2(n)


 ,

where the values of α1(n), α2(n), and α3(n) are as presented in Definition 3.3.
As a consequence, Corollary 3.2 immediately yields the following result.

Corollary 3.4. Let n ∈ N. Then

K0(LK(C
3
n))

∼= Zα1(n) ⊕ Zα2(n)
α1(n)

⊕ Zα3(n)
α2(n)

.

Corollary 3.4 is the key ingredient we will utilize to prove the main result about the structure of
the K0(LK(C

3
n)).

Remark 3.5. Our goal for the remainder of this section will be to present a more efficient descrip-
tion of the determinant divisors α1(n), α2(n) and α3(n) than those given in Definition 3.3. Our
motivation is as follows. In [AA], a description of K0(LK(C

2
n)) is given in terms of greatest common

divisors of pairs of integers involving terms of the Fibonacci sequence. Our aim here is to establish
the analogous result, by describing K0(LK(C

3
n)) in terms of greatest common divisors of triples of

integers involving terms of the Narayana’s Cows sequence.

For integers a, b, gcd{a, b} denotes the greatest common divisor of a and b. A key role will be
played by the following integer.
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Definition 3.6. For any positive integer n we define

d3(n) := gcd{ G(n− 1), G(n− 3), G(n− 2)− 1 }.

The first few terms of the sequence d3(n) (n ≥ 1) are:

d3 : 1, 1, 1, 1, 1, 1, 2, 3, 1, 1, 1, 1, 1, 4, 1, 3, 1, 1, . . .

To begin with we show that the first determinant divisor α1(n) coincides with the integer d3(n)
given in Definition 3.6. To achieve it recall that we use the following well-known property of greatest
common divisors: if bn+1 is a Z-linear combination of the integers b1, b2, . . . , bn, then

(∗) gcd{b1, b2, . . . , bn, bn+1} = gcd{b1, b2, . . . , bn}.

Lemma 3.7. Let n ∈ N and d3(n) = gcd{G(n− 1), G(n− 3), G(n− 2)− 1}. Then α1(n) = d3(n).

Proof. According to Definition 3.3,

α1(n) := gcd{G(n− 2)− 1, G(n− 3), G(n− 1), G(n), G(n+ 1)− 1}.

But G(n + 1)− 1 = G(n) + (G(n− 2)− 1), and in turn G(n) = G(n− 3) + G(n− 1), so applying
(∗) twice in order gives

α1(n) = gcd{ G(n− 2)− 1, G(n− 3), G(n− 1), G(n), G(n+ 1)− 1 }

= gcd{ G(n− 2)− 1, G(n− 3), G(n− 1), G(n) }

= gcd{ G(n− 2)− 1, G(n− 3), G(n− 1) } = d3(n). �

We focus now our attention in analyzing the second determinant divisor α2(n) given in Definition
3.3. Thanks to property (∗) we may reduce the number of terms appearing in its expression.

Definition 3.8. Let n ∈ N. We define

d′3(n) = gcd{G(n− 1)G(n− 3)− (G(n− 2)− 1)2,

G(n)G(n− 3)−G(n− 1)(G(n− 2)− 1),

G(n− 1)2 −G(n)(G(n− 2)− 1)}.

The first terms of the d′3(n) sequence (n ≥ 1) are:

d′3 : 1, 1, 1, 1, 1, 1, 4, 9, 1, 1, 1, 1, 1, 16, 1, 9, 1, 1, ...

Lemma 3.9. Consider the second determinant divisor α2(n) from Definition 3.3. Then

α2(n) = d′3(n).

Proof. By definition we have that

α2(n) := gcd{(G(n− 2)− 1)2 −G(n− 1)G(n− 3),

(G(n− 2)− 1)G(n− 1)−G(n)G(n− 3),

(G(n− 2)− 1)(G(n+ 1)− 1)−G(n)G(n− 1),

(G(n− 2)− 1)G(n)−G(n− 1)2,

G(n− 1)(G(n+ 1)− 1)−G(n)2,

G(n− 3)(G(n+ 1)− 1)−G(n− 1)2}.
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Taking into account that G(n+ 1)− 1 = G(n) + (G(n− 2)− 1) and G(n) = G(n− 3) +G(n− 1),
and applying (∗) we have

α2(n) = gcd{(G(n− 2)− 1)2 −G(n− 1)G(n− 3),

(G(n− 2)− 1)G(n− 1)−G(n)G(n− 3),

(G(n− 2)− 1)G(n)−G(n− 1)2,

G(n− 1)(G(n+ 1)− 1)−G(n)2,

G(n− 3)(G(n+ 1)− 1)−G(n− 1)2}

= gcd{(G(n− 2)− 1)2 −G(n− 1)G(n− 3),

(G(n− 2)− 1)G(n− 1)−G(n)G(n− 3),

(G(n− 2)− 1)G(n)−G(n− 1)2,

G(n− 3)(G(n+ 1)− 1)−G(n− 1)2}

= gcd{(G(n− 2)− 1)2 −G(n− 1)G(n− 3),

(G(n− 2)− 1)G(n− 1)−G(n)G(n− 3),

(G(n− 2)− 1)G(n)−G(n− 1)2}

= gcd{G(n− 1)G(n− 3)− (G(n− 2)− 1)2,

G(n)G(n− 3)−G(n− 1)(G(n− 2)− 1),

G(n− 1)2 −G(n)(G(n− 2)− 1)}

(since gcd{a, b} = gcd{−a, b} for any integers a, b)

= d′3(n). �

Finally, we show that the third determinant divisor α3(n) appearing in Definition 3.3 exactly
coincides with H3(n), the nth term of the third Haselgrove sequence. As described above,

Hk(n) :=
∣∣∣det(In −At

Ck
n
)
∣∣∣ =

∣∣∣∣∣

n−1∏

ℓ=0

(
1− ωℓ − ωk

ℓ

)
∣∣∣∣∣

where ωℓ = e
2πiℓ
n (0 ≤ ℓ ≤ n − 1) are the n distinct nth roots of unity in C. We are particularly

interested in the third Haselgrove sequence H3(n), of which the first few terms (n ≥ 1) are:

H3 : 1, 3, 1, 3, 11, 9, 8, 27, 37, 33, 67, 117, 131, 192, 341, . . .

This sequence has many interesting number-theoretic characteristics (e.g., H3(n) is a divisibility
sequence); we investigate this and additional properties in [AEG2].

Proposition 3.10. Let n ≥ 1. Consider the 3× 3 matrix

(Mn
3 )

t − I3 =



G(n− 2)− 1 G(n− 3) G(n− 1)
G(n− 1) G(n− 2)− 1 G(n)
G(n) G(n− 1) G(n+ 1)− 1


 ,

and recall that α3(n) := |det((Mn
3 )

t − I3)|. Then α3(n) = H3(n) 6= 0.
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Proof. By Proposition 1.6 we have H3(n) 6= 0 for all n ≥ 1. Thus we may invoke the previously
cited [AA, Proposition 2.3] and [AA, Proposition 2.5] to get H3(n) = | det(In − At

C3
n
)|. By Theo-

rem 2.3, AC3
n
− In and Mn

3 − I3 have isomorphic cokernels. Therefore, using Proposition 1.3 we
get

| det(In − At
C3

n
)| = | det(AC3

n
− In)| = | det(Mn

3 − I3)| = | det((Mn
3 )

t − I3)| := α3(n).

We conclude that α3(n) = H3(n) for all n ≥ 1. �

We are now in a position to give the main result of this section. Applying Corollary 3.4, Lemma
3.7, Lemma 3.9 and Proposition 3.10 finally we get:

Theorem 3.11. Let n ∈ N. Then

K0(LK(C
3
n))

∼= Zd3(n) ⊕ Z d′3(n)

d3(n)

⊕ ZH3(n)

d′
3
(n)

.

Example 3.12. Using Theorem 3.11, here are explicit descriptions of the Grothendieck groups
K0(LK(C

3
n)) which arise for small values of n.

n = 3 : K0(LK(C
3
3 ))

∼= {0}

n = 4 : K0(LK(C
3
4 ))

∼= Z3

n = 5 : K0(LK(C
3
5 ))

∼= Z11

n = 6 : K0(LK(C
3
6 ))

∼= Z9

n = 7 : K0(LK(C
3
7 ))

∼= Z2 ⊕ Z2 ⊕ Z2.

It is also possible for theK0 group to consist of exactly two nontrivial direct summands; for instance,
n = 30: K0(LK(C

3
30))

∼= Z31 ⊕ Z3069.

To finish this section we demonstrate that the results of [AA] follow from Theorem 2.3. When
j = 2, the companion matrix is

M2 =

[
0 1
1 1

]
.

Let F (n) be the nth Fibonacci number. Then a well-known Fibonacci identity states that

Mn
2 − I2 =

[
F (n− 1)− 1 F (n)

F (n) F (n+ 1)− 1

]
.

So the determinant divisors will be

α1
(∗)
= gcd(F (n− 1)− 1, F (n)) := d2(n)

and

α2 = det(Mn
2 − I2) = (F (n+ 1)− 1)(F (n− 1)− 1)− F (n)2.

Another Fibonacci identity states that

F (n+ 1)F (n− 1)− F (n)2 = (−1)n.
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Putting these two together,

α2 = F (n+ 1)F (n− 1)− F (n+ 1)− F (n− 1) + 1− F (n)2

= (−1)n − F (n+ 1)− F (n− 1) + 1

= −(F (n+ 1) + F (n− 1)− 1− (−1)n),

which is negative of the formula for H2(n) in Equation (HtoF) of [AA, Proposition 4.4]. Applying
the Smith Normal Form, we obtain the main result of [AA, Theorem 4.13]:

K0(LK(C
2
n))

∼= Zd2(n) ⊕ ZH2(n)
d2(n)

.

4. Leavitt path algebras of the graphs C3
n

As mentioned in the introductory remarks, the primary motivation for identifying the structure of
the group M∗

C
j
n
is in its realization as the Grothendieck group of the Leavitt path algebra LK(C

j
n),

and subsequent utilization in identifying LK(C
j
n) up to isomorphism. In the final section of the

article we bring this program to fruition. We begin by recalling briefly some of the basic ideas; for
additional information, see e.g. [AAS].

Definition of Leavitt path algebra. Let K be a field, and let E = (E0, E1, r, s) be a directed
graph with vertex set E0 and edge set E1. The Leavitt path K-algebra LK(E) of E with coefficients in
K is the K-algebra generated by a set {v | v ∈ E0}, together with a set of variables {e, e∗ | e ∈ E1},
which satisfy the following relations:
(V) vw = δv,wv for all v, w ∈ E0,
(E1) s(e)e = er(e) = e for all e ∈ E1,
(E2) r(e)e∗ = e∗s(e) = e∗ for all e ∈ E1,
(CK1) e∗e′ = δe,e′r(e) for all e, e

′ ∈ E1,
(CK2) v =

∑
{e∈E1|s(e)=v} ee

∗ for every v ∈ E0 for which 0 < |s−1(v)| < ∞.

An alternate description of LK(E) may be given as follows. For any graph E let Ê denote the
“double graph” of E, gotten by adding to E an edge e∗ in a reversed direction for each edge e ∈ E1.

Then LK(E) is the usual path algebra KÊ, modulo the ideal generated by the relations (CK1) and
(CK2). ✷

It is easy to show that LK(E) is unital if and only if |E0| is finite. This is of course the case when
E = Cj

n. We now have the necessary background information in hand which allows us to present
the powerful tool which will yield a number of key results.

The Restricted Algebraic KP Theorem. [ALPS, Corollary 2.7] Suppose E and F are finite
graphs for which the Leavitt path algebras LK(E) and LK(F ) are purely infinite simple. Suppose
that there is an isomorphism ϕ : K0(LK(E)) → K0(LK(F )) for which ϕ([LK(E)]) = [LK(F )], and
suppose also that the two integers det(I|E0| −At

E) and det(I|F 0| −At
F ) have the same sign (i.e., are

either both nonnegative, or both nonpositive). Then LK(E) ∼= LK(F ) as K-algebras.

The proof of the Restricted Algebraic KP Theorem utilizes deep results and ideas in the theory
of symbolic dynamics. The letters K and P in its name derive from E. Kirchberg and N.C. Phillips,
who (independently in 2000) proved an analogous result for graph C∗-algebras. (We note that this
analogous result does not include the hypothesis on the signs of the germane determinants; it is not
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known whether this hypothesis is required for the algebraic result, hence the addition of the word
’Restricted’ to the name.)
We are also in position to apply Algebraic KP Theorem to explicitly realize the algebras LK(C

3
n)

as the Leavitt path algebras of graphs having four vertices. The following will be important here:
by [AA, Proposition 1.5], for any pair n, j we have that the identity element of the group K0(C

j
n)

is the element [LK(C
j
n)] =

∑
v∈E0 [v].

Proposition 4.1. Let n ∈ N. The Leavitt path algebra LK(C
3
n) is isomorphic to the Leavitt path

algebra LK(En), where En is the graph with four vertices given by

•u1

(2)

��

ww ��

��

•u2

77

��

,,

(2+d3(n))

LL •u3ll

ww

[[ (

2+
d′3(n)

d3(n)

)

vv

•u4

77[[

LL

(

2+
H3(n)
d′3(n)

)

EE

(where the numbers in parentheses indicate the number of loops at the indicated vertex).

Proof. Using the characterization given in [AAP2], it follows easily that the graph En satisfies the
conditions for LK(En) to be unital purely infinite simple. The incidence matrix of En is

AEn
=




2 1 1 1
1 2 + d3(n) 1 1

1 1 2 +
d′3(n)

d3(n)
1

1 1 1 2 + H3(n)
d′3(n)


 ,

so that

I4 − At
En

= −




1 1 1 1
1 1 + d3(n) 1 1

1 1 1 +
d′3(n)

d3(n)
1

1 1 1 1 + H3(n)
d′3(n)


 .

A straightforward computation yields that the Smith Normal Form of I4 − At
En

is



1 0 0 0
0 d3(n) 0 0

0 0
d′3(n)

d3(n)
0

0 0 0 H3(n)
d3(n)


 ,

which immediately yields that K0(LK(En)) is isomorphic to Zd3(n) ⊕ Z d′3(n)

d3(n)

⊕ ZH3(n)

d′3(n)

.
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Also, it is straightforward to check that det(I4 − At
En
) = −H3(n) < 0. (We remind the reader

that the sign of the determinant of a matrix cannot be gleaned from the Smith Normal Form of the
matrix; specifically, one must compute the determinant of I4−At

En
directly from the matrix itself.)

Finally, by invoking the relation in K0(LK(En)) at u1, we have

[u1] + [u2] + [u3] + [u4] = (2[u1] + [u2] + [u3] + [u4]) + [u2] + [u3] + [u4]

= 2([u1] + [u2] + [u3] + [u4]),

so that σ = [u1] + [u2] + [u3] + [u4] satisfies σ = 2σ in the group K0(LK(En)), which gives that
σ = [u1] + [u2] + [u3] + [u4] is the identity element of K0(LK(En)).
So the purely infinite simple unital Leavitt path algebras LK(C

3
n) and LK(En) have these prop-

erties:

(1) K0(LK(C
3
n))

∼= K0(LK(En)) (as each is isomorphic to Zd3(n) ⊕ Z d′3(n)

d3(n)

⊕ ZH3(n)

d′
3
(n)

),

(2) this isomorphism necessarily takes [LK(C
3
n)] to [LK(En)] (as each of these is the identity

element in their respective K0 groups), and
(3) both det(In − At

C3
n
) and det(I4 − At

En
) are negative.

Thus the graphs C3
n and En satisfy the hypotheses of the Restricted Algebraic KP Theorem, and

so the desired isomorphism LK(C
3
n)

∼= LK(En) follows. �

Remark 4.2. Although it is relatively easy to produce graphs Fn having three vertices for which
K0(LK(Fn)) ∼= K0(LK(C

3
n)), we do not know how to produce such graphs for which [Fn] is the zero

element in K0(LK(Fn)), which therefore precludes us from applying the Restricted Algebraic KP
Theorem to the Leavitt path algebras of these graphs.

Remark 4.3. Using the template afforded by the 4-vertex graph presented in Proposition 4.1, for
each pair j, n with 0 ≤ j ≤ n− 1 one can easily construct a graph En(j) having j + 1 vertices, for
which the Leavitt path algebras LK(En(j)) and LK(C

j
n) are isomorphic.

A number of intriguing number-theoretic properties of the Haselgrove sequences and group-
theoretic properties of the groups K0(LK(C

j
n)) arose in the context of the investigation presented

in this article. For instance, as mentioned previously, the Hk(n) sequences can be shown to be di-
visibility sequences. For another example, in the j = 3 case we may give a more explicit description
of the integers d′3(n), as a product of a power of d3(n) with an “indicator factor”. (In retrospect,
we see that an analogous statement arose in the proof of the corresponding result in the j = 2 case
carried out in [AA], but this indicator factor turned out not to play a role in the invariant factors
representation of the abelian group K0(LK(C

2
n)).) However, such an “indicator factor” description

does not extend to the cases j ≥ 4; for this reason we refer to the j = 3 case as a “sweet spot” in
this setting. These and many additional properties will be presented in [AEG2].
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