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”La matematica è il linguaggio con cui riusciamo a interpretare e capire, in
parte, il mondo fisico. Che ci permette di descrivere e di prevedere, in

parte, gli eventi del mondo. E’ il linguaggio che ci ricorda che per capire il
visibile dobbiamo supporre l’invisibile. Perché ci sono numeri che si

possono scrivere e altri che nessuno, nemmeno il calcolatore più grande
dell’universo, potrebbe scrivere.

La natura del numero è misteriosa, cosa sono i numeri? ”

Professor Ennio De Giorgi
(Tratto dallo spettacolo in memoria del Professor Marcello Anile

Testo originale Pamela Toscano
Conference Advances in Mathematics for Technology 2017.)
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A mio Padre, che sempre crede in me...
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Preface

The term ”Umbra” has been initially proposed by S. Roman and G.C.
Rota [121, 122] to stress, in an (at the time) emerging field of operational
calculus, the common practice of replacing a series of the type

∞∑
n=0

cn
xn

n!
, (1)

representing a certain function f(x) (with its x domain), with the formal
exponential series

∞∑
n=0

ĉn
xn

n!
= eĉx. (2)

The ”promotion” of the index n in cn to the status of a power exponent of
the operator ĉ, namely the umbral operator, is the essence of ”umbra”, since
it is a kind of projection of one into the other. Even though we adopt the
same starting point, the conception of umbra and of the associated techni-
calities developed in this thesis are different. We will see that the possibility
of replacing a function by a conveniently chosen formal series expansion pro-
vides significant advantages, among which that of treating special functions
as the ”umbral image” of elementary functions. We will prove, for exam-
ple, that Bessel Functions are the umbral images of the Gaussian. Albeit
an apparently sterile exercise, such a point of view offers a wealth of new
perspectives, based on a wise combination of ”umbra”, either for the study
of the properties of old and new special functions and for the introduction of
novel computational methods, differential operational calculus and algebraic
manipulations.

In Fig. 1 we have provided an iconographic idea of the concept of umbra
according to Rota and coworkers.

The thesis is aimed at a thorough exposition of the method, relevant in the
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Figure 1: Origins of the term UMBRA according to Rota & Roman.

theory of special functions, for the solution of ordinary and partial differen-
tial equations, including those of fractional nature. It will provide an account
of the theory and applications of Operational Methods allowing the “trans-
lation” of the theory of special functions and polynomials into a “different”
mathematical language. The language we are referring to is that of sym-
bolic methods, largely based on a formalism of umbral type which provides a
tremendous simplification of the derivation of the associated properties, with
significant advantages from the computational point of view, either analyti-
cal or to derive efficient numerical methods to handle integrals, ordinary and
partial differential equations, special functions and physical problems solu-
tions. The strategy we will follow is that of establishing the rules to replace
higher trascendental functions in terms of elementary functions, taking ad-
vantage from such a recasting.

Albeit the point of view discussed here is not equivalent to that developed
by Rota and coworkers, we emphasize that it deepens its root into the Heavi-
side operational calculus [101] and into the methods introduced by the oper-
ationalists (Sylvester, Boole, Glaisher, Crofton and Blizard [30, 44, 43, 20])
of the second half of the XIX century.

Going back to the seminal paper by Heaviside in 1887, we quote the state-
ment [80], [101]
”There is a universe of mathematics lying in between the complex differenti-
ation and integration” .
The Heaviside breackthrough in the theory of electric circuits was that of
finding a way to treat resistance, capacitor and inductor as the same mean,
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by the introduction of a specific operator, treated as an ordinary algebraic
quantity. Within the framework of the Heaviside operational calculus, the
analisys of whatever complex electric network can be reduced to straightfor-
ward algebraic manipulations.

The method has opened new avenues to deal with rational, trascendental
and higher order trascendental functions, by the use of the same operational
forms. The technique had been formulated in general enough terms to be
readily extended to the fractional calculus. The starting point of our theory
is the use of the Borel transform methods to put the relevant mathematical
foundation on rigorous grounds.

Our target is the search for a common thread between special functions,
the relevant integral representation, the differential equations they satisfy
and their group theoretical interpretation, by embedding all the previously
quoted features within the same umbral formalism.

The procedure we envisage allows the straightforward derivation of (not
previously known) integrals involving e.g. the combination of special func-
tions or the Cauchy type partial differential equations (PDE) by means of
new forms of solution of evolution operator, which are extended to fractional
PDE. It is worth noting that our methods allow a new definition of fractional
forms of Poisson distributions different from those given in processes involv-
ing fractional kinetics.

A noticeable amount of work has been devoted to the rigorous definition
of the evolution operator and in particular the problem of its hermiticity
properties and more in general of its invertibility. Much effort is devoted to
the fractional ordering problem, namely the use of non-commuting operators
in fractional evolution equations and to time ordering.

We underscore the versatility and the usefulness of the proposed proce-
dure by presenting a large number of applications of the method in different
fields of Mathematics and Physics.

In the following we provide the detailed layout of the thesis, along with an
account of the topics which have been treated and of the new obtained results.

The thesis consists of six chapters. Each chapter contains a general
overview of the topic we introduce and new findings based on articles pub-
lished or submitted to peer review journals.
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In Chapter 1 we fix the rules underlying our point of view to umbral
methods. We define the concept of umbral image function and develop a
case study regarding the Bessel functions which, within the present context,
are Gaussian functions. For this purpose, we define an umbral version of
Gauss-Weierstrass integral and of Laplace transform, based on rigorous math-
ematical methods such as the Ramanujan Master Theorem and the Principle
of Permanence of Formal Properties. We provide the first examples of how
such an identification is helpful to derive all the relevant properties including
the computation of infinite integrals. A great deal of effort is devoted to the
theory of Mittag-Leffler functions, with different umbral images provided by
an exponential function, a rational function or an integral form which allow
us to treat fractional evolution problems including time-fractional diffusive
equation. The method we propose is shown to be of noticeable importance
to obtain the solution of fractional evolution equations of Schrödinger (FSE )
type and are naturally suited to develop methods allowing the extension to
the fractional calculus of disentanglement theorems. In particular we study
the FSE ruling the process of photon absorption/emission and introduce the
associated probability distribution, which results to be a fractional Poisson
type distribution.

The original parts of the Chapter, containing an adequate bibliography
to the relevant scientific literature, are included in the papers specified below.

? G. Dattoli, E. Di Palma, E. Sabia, S. Licciardi; ”Products
of Bessel Functions and Associated Polynomials”; Applied Mathe-
matics and Computation, vol. 266, Issue C, September 2015, pages
507-514, Elsevier Science Inc. New York, NY, USA.

? D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Math-
ematical Methods for Physics”, invited Monograph by World Sci-
entific, Singapore, 2017, in press.

?G. Dattoli, K. Gorska, A. Horzela, S. Licciardi, R.M. Pidatella;
“Comments on the Properties of Mittag-Leffler Function”,
arxiv.org/abs/1707.01135 [math-ph], submitted for publication to
European Physical Journal, 2017.

? G. Dattoli, S. Licciardi; “Book on Bessel Functions and Um-
bral Calculus”, work in progress.
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Chapter 2 consists of two parts. In the first one we discuss new aspects of
operational calculus theory and outline its evolution into differintegral and
umbral calculi and introduce further umbral rules associated with the proper-
ties of negative and fractional derivatives. The reliability and the usefulness
of the formalism we propose is benchmarked by a ”revisitation” of the theory
of Hermite polynomials, which are considered in view of their twofold role of
orthogonal polynomials and of solution of heat type equations. Due to the
remarkable versatility of these polynomials and to the particular exponential
expression of their generating function, they are a powerful tool for numerous
applications, calculus of not known integrals, PDE and ODE, fractional too.
We show how the method we develop are naturally suited to study physical
problems associated with the definition of the Galilei group and to study the
solutions (analytical and numerical) of problems occurring in applications.
We study e.g. the evaluation of the so called Pearcey integral, often occurring
in problems of wave propagation and diffraction, the solution of equations of
pivotal importance in the theory of Free Electron Laser and the computing
of the propagation of Super Gaussian beams. The complex of rules emerging
from this new handling of Hermite polynomials is shown to evolve in an au-
thonomous system of calculus (which we call Hermite Calculus), whose rules
are carefully described along with the introduction of the associated integral
transforms. In the second part of the chapter, we show how the concep-
tions underlying the definition of Hermite calculus can be extended to other
families of orthogonal polynomials, like those belonging of the Laguerre type.

The Chapter is based on the following original papers.

? G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “Her-
mite Calculus”; Modeling in Mathematics, Atlantis Transactions
in Geometry, vol 2. pp. 43-52, J. Gielis, P. Ricci, I. Tavkhelidze
(eds), Atlantis Press, Paris, Springer 2017.

? M. Artioli et al; “A 250 GHz Radio Frequency CARM Source
for Plasma Fusion”, Conceptual Design Report, ENEA, pp. 154,
2016, ISBN: 978-88-8286-339-5.

?E. Di Palma, E. Sabia, G. Dattoli, S. Licciardi and I. Spassovsky;
“Cyclotron auto resonance maser and free electron laser devices:
a unified point of view”, Journal of Plasma Physics, Volume 83,
Issue 1 , February 2017.

? D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Math-
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ematical Methods for Physics”, invited Monograph by World Sci-
entific, Singapore, 2017, in press.

? M. Artioli, G. Dattoli, S. Licciardi, S. Pagnutti; “Fractional
Derivatives, Memory kernels and solution of Free Electron Laser
Volterra type equation”, Mathematics 2017, 5(4), 73; doi: 10.3390/
math5040073.

? G. Dattoli, S. Licciardi, E. Sabia; “Operator Ordering and
Solution of Umbral and Fractional Dfferential Equations”, work in
progress.

Chapter 3 contains an application of the methods described in the previ-
ous two Chapters to the theory of special polynomials. The content of the
Chapter is essentially a recasting in umbral terms of the relevant properties
and it is shown that this point of view allows the derivation of the relevant
properties in a straightforaward and unified way. We show that the prop-
erties of Gegenbauer, Laguerre, Legendre, Jacobi and Chebyshev polynomials
are derived from those of Hermite type. We use the proposed formalism to
finally derive the properties of Voigt functions, used in spectroscopy.

The original reference papers of this Chapter are:

? G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “On an
umbral treatment of Gegenbauer, Legendre and Jacobi polynomi-
als”, International Mathematical Forum, vol. 12, 2017, no. 11, pp.
531-551.

? M. Artioli, G. Dattoli, S. Licciardi, R.M. Pidatella; “Her-
mite and Laguerre Functions: a unifying point of view”, work in
progress.

? D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Math-
ematical Methods for Physics”, invited Monograph by World Sci-
entific, Singapore, 2017, in press.

? C. Cesarano, G. Dattoli, S. Licciardi; “Generating Functions
for Lacunary Legendre and Legendre-like Polynomials”, work in
progress.

In Chapter 4 we show how the use of our techniques can be used to re-
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define and treat classic and ”new trigonometries”. We provide a recasting in
umbral terms of ordinary circular functions. The recasting procedure allows
new and unsuspected links with either special functions and special poly-
nomials, thus providing the introduction of new polynomial families. We
introduce special functions like pseudo hyperbolic functions, Hermite Bessel
functions and Laguerre Bessel functions. The procedure we propose for the
introduction of generalized forms of ”Trigonometries” is based on two differ-
ent points of view. The first is aimed at finding a thread between ordinary
circular and trigonometric functions. It is indeed shown that the umbral
form of the ordinary trigonometric functions allows a natural transition from
the circular to Bessel functions, while the inclusion of further umbral gener-
alization yields important consequences on a more general definition of the
semi-group property, along with the possibility of defining a new point of
view to the Laguerre Bessel addition theorems. The second way we envisage
to present a generalization of the trigonometry, is a revisitation of the Euler
exponential formula. The latter benefits from non standard form of imag-
inary numbers, realized using different types of matrices. The importance
in application is also stressed. We discuss in particular the generalization of
the Courant-Snyder method, used in accelerator Physics to treat the beam
transport in magnetic lenses and the solution of problems involving the Pauli
equations.

The original parts of the Chapter, with their adequate bibliography, are
contained in the papers specified below.

? G. Dattoli, S. Licciardi, E. Di Palma, E. Sabia; “From circu-
lar to Bessel functions: a transition through the umbral method”,
Fractal Fract 2017, 1(1), 9; doi:10.3390/fractalfract1010009.

? G. Dattoli, S. Licciardi, E. Sabia; ”Generalized Trigonometric
Functions and Matrix Parameterization”; Int. J. Appl. Comput.
Math 2017, https://doi.org/10.1007/s40819-017-0427-0, pp. 1-14.

? G. Dattoli, S. Licciardi, F. Nguyen, E. Sabia; “Evolution equa-
tions involving Matrices raised to non-integer exponents”; Model-
ing in Mathematics, Atlantis Transactions in Geometry, vol 2. pp.
31-41, J. Gielis, P. Ricci, I. Tavkhelidze (eds), Atlantis Press, Paris,
Springer 2017.

? G. Dattoli, S. Licciardi, R.M. Pidatella; “Theory of Gener-
alized Trigonometric functions: From Laguerre to Airy forms“;
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arXiv: 1702.08520, 2017, submitted for publication to Electronic
Journal of Differential Equations (EJDE) 2017.

? G. Dattoli, S. Licciardi, E. Sabia; ”New Trigonometries”, work
in progress.

Chapter 5 deals with an umbral reformulation of the theory of Bessel
functions. We study the relevant properties by means of their umbral im-
age, introduced in the first and second Chapter. We show that the relevant
theory (including differential equations, recurrences, generating functions of
linear and quadratic type...) can all be reduced to straightforward elemen-
tary calculus computations. Such a re-elaboration aims at providing a unified
treatment of the various Bessel type forms, widely documented in the math-
ematical literature.

This Chapter is based on the following originals papers.

? Giuseppe Dattoli, Elio Sabia, Emanuele Di Palma, Silvia Lic-
ciardi; “Products of Bessel functions and associated polynomials”;
Applied Mathematics and Computation, Vol 266 Issue C, Septem-
ber 2015, pages 507-514, Elsevier Science Inc. New York, NY,
USA.

? D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Lec-
tures on Mathematical Methods for Physics”, invited Monograph
by World Scientific, Singapore, 2017, in press.

? G. Dattoli, S. Licciardi; “Book on Bessel Functions and Um-
bral Calculus”, work in progress.

In Chapter 6, deals with the umbral treatment of the theory of harmonic
and Motzkin numbers. The Chapter contains topics of different nature with
respect to those treated in the previous parts of the thesis. It has been added
to prove the flexibility and the generality of the methods we have proposed
and to show how our point of view provides a simple way to get results (like
the generating functions of harmonic numbers) hardly achieveble with con-
ventional means.

The original parts of the Chapter, containing an adequate bibliography
to the relevant scientific literature, are included in the papers specified below.
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? M. Artioli, G. Dattoli, S. Licciardi, S. Pagnutti; “Motzkin
numbers: an operational point of view”; arXiv:1703.07262 2017,
submitted for publication to Online Electronic Integer Sequences,
2017.

? M. Artioli, G. Dattoli, S. Licciardi; “Motzkin Numbers and
their Geometrical I nterpretation”; Wolfram Demonstrations
Project, 2017.

? G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “Um-
bral methods and Harmonic Numbers”, researchgate 2017, sub-
mitted for publication to Mediterranean Journal of Mathematics,
2017.

? G. Dattoli, S. Licciardi, E. Sabia; “On the properties of Gen-
eralized Harmonic numbers” , work in progress.

At the end of the thesis, two Appendices are also provided. We treat ex-
tensions of arguments presented in the main body of the Chapters or specific
demonstrations which are required but not necessary in the main subject.

Finally, we want underline the idea put forward in this thesis, where the
meaning of the umbra and of the associated umbral calculus deepens its
roots into a phylosophycal conception tracing back to a platonic view of the
Mathematics itself. For this reason we have referred to the myth of cave and
conceive the functions in an abstract sense as a convenient image of a given
reference form, like summarized in Fig. 2.
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Figure 2: The ”Platonic” conception of UMBRA accord-
ing to the point of view developed in this thesis (imagine by
www.multytheme.com/cultura/multimedia/didattmultitema/scuoladg/filosofia
mitocaverna.htm and modified by the author).
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Chapter 1

Operator Theory and Umbral
Calculus

In Chapter 1 we give, at the beginning, an introduction to the umbral
calculus, definition and operational rules. We define the concept of um-
bral image function and develop a case study regarding the Bessel functions
which, within the present context, are Gaussian functions. In the second
part we provide some examples of versatility of the method, in particular a
great deal of effort is devoted to the theory of Mittag-Leffler functions, with
umbral image provided by an exponential function. We present a solution
of fractional evolution equations of Schrödinger (FSE ) type which is exten-
sible to the fractional case. We study the FSE ruling the process of photon
absorption/emission and introduce the associated probability distribution,
which results to be a fractional Poisson type distribution.

The original parts of the Chapter, containing their adequate bibliography,
are based on the following original papers.

[SL7] G. Dattoli, E. Di Palma, E. Sabia, S. Licciardi; ”Products of Bessel
Functions and Associated Polynomials”; Applied Mathematics and Compu-
tation, vol. 266, Issue C, September 2015, pages 507-514, Elsevier Science
Inc. New York, NY, USA.
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According to our procedure, the Bessel and Gaussian are reciprocal
images of one function onto the other.

The understanding of the methods we will develop along the course of this
and forthcoming Chapters needs of a few introductory remarks clarifying the
notation we are going to use throughout the text.

We will make large use, e.g., of the Euler Gamma Function, defined
by the following integral representation [1]:

Γ(z) =

∫ ∞
0

e−ξξz−1dξ ,

Re(z) > 0 .

(1.0.1)

and, more in general, by [1]

Γ(z) = lim
n→∞

n! nz∏n
r=0(z + r)

, z ∈
{
Cr Z−

}
. (1.0.2)

It is well known that this function, for natural values of the variable z,
reduces to the ordinary factorial, it can accordingly be viewed as a general-
ization of such operation.

The well known following identities are easily derived

Γ(n+ 1) =

∫ ∞
0

e−ξξndξ = n!, ∀n ∈ N, (1.0.3)

Γ

(
1

2

)
=

∫ ∞
0

e−ξξ−
1
2dξ =

√
π . (1.0.4)

The eq. (1.0.3) is proved by repeated integration by parts and eq. (1.0.4) is
proved after setting ξ = µ2 and reducing the integral to a standard Gaussian
integration.
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Figure 1.1: Euler Gamma Function Γ(z) in the complex plane. The poles
are present for z ∈ Z−.

The relevant plot in the complex plane is given in Fig. 1.1, which shows the
poles for negative integer values of the argument.

Along with the Euler Gamma, another function (also introduced by Euler)
will often be exploited here, namely the Beta-Function defined in terms of
the Gamma function as [1]

B(x, y) =
Γ(x)Γ(y)

Γ(x+ y)
(1.0.5)

which reads, for Re(x), Re(y) > 0,

B(x, y) =

∫ 1

0

tx−1(1− t)y−1dt . (1.0.6)

Most of the functions we will discuss in the following are expressed in terms
of the Gamma function.

1.1 From Special Function to its Umbral Im-

age

We illustrate the ”transition” from a Special Function to its umbral image
by using a fairly straightforward example. The series (1.1.1) defines the
Bessel-Wright (BW ) function [145]
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Wα
β (x) =

∞∑
r=0

xr

r! Γ(αr + β + 1)
, ∀x ∈ R, ∀α, β ∈ R+

0 . (1.1.1)

For α = 1 and x→ −x, the above function is known as the Tricomi-Bessel
(TB) function of order β [133]

Cβ(x) =
∞∑
r=0

(−x)r

r!Γ(r + β + 1)
, ∀ x, β ∈ R. (1.1.2)

The Umbral Formalism, which we use, relies on the simple assumption
that functions of the type (1.1.1) can be treated as an ordinary exponen-
tial function , provided that we adopt the following notation for the BW
function of 0-order.

Example 1.
Wα

0 (x) = eĉ
αxϕ0, ∀x, α ∈ R. (1.1.3)

To proof this statement we define the following.

Definition 1. The function∗

ϕ(µ) := ϕµ =
1

Γ(µ+ 1)
, ∀µ ∈ R, (1.1.4)

is called umbral ”vacuum”.

This term, borrowed from physical language, is used to stress that the
action of the operators ĉ, raised to some power, is that of acting on
an appropriate set of functions (in this case the Euler Gamma function),

by ”filling” the initial ”state” ϕ0 =
1

Γ(1)
.

Definition 2. We define the Operator ĉ, called Umbral,

ĉ = e∂z , (1.1.5)

the vacuum shift operator, being z the domain’s variable of the function
on which the operator acts.

Theorem 1. The umbral operator, ĉµ, ∀ µ ∈ R, is the action of the operator
ĉ on the vacuum ϕ0 such that

ĉµϕ0 := ϕµ =
1

Γ(µ+ 1)
. (1.1.6)

∗We remind that the inverse Γ-function is an entire function.
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Proof. ∀ µ ∈ R, applying eqs. (1.1.5) and (1.1.4), we obtain

ĉµϕ0 = eµ∂zϕz |z=0= ϕz+µ|z=0 =
1

Γ(z + µ+ 1)

∣∣∣∣
z=0

=
1

Γ(µ+ 1)
.

The umbral operator so defined satisfies the following

Properties 1. ∀µ, ν ∈ R

i) ĉ ±µĉ ν = ĉ ±µ+ν , (1.1.7)

ii)
(
ĉ ±µ

)ν
= ĉ ±µ ν . (1.1.8)

Proof. ∀ µ ∈ R

i) ĉ µĉ ν = e µ∂ze ν∂z = e(µ+ν)∂z = ĉ µ+ν ,

ii) analogous.
(1.1.9)

We underline that the action of the operator on the vacuum cannot be
separated, it has to work in a unique action.

We now provide the proof of Example 1.

Proof. We give a meaning to eq. Wα
0 (x) = eĉ

αxϕ0, ∀x, α ∈ R, by treating
the r.h.s. as the exponential function of the operator ĉ and thus, using an
ordinary Mac Laurin expansion, we end up with (see (1.1.8))

eĉ
αxϕ0 =

∞∑
r=0

ĉ α r

r!
xrϕ0. (1.1.10)

The operator ĉ acts on ϕ0 only, leaving x-unaffected, then ĉ and x
commute and we can cast the r.h.s. of eq. (1.1.10) in the form

eĉ
αxϕ0 =

∞∑
r=0

xr

r!
(ĉ α rϕ0) , (1.1.11)

therefore, by appling the rule (1.1.6), we end up with

eĉ
αxϕ0 =

∞∑
r=0

xr

r! Γ(αr + 1)
= Wα

0 (x), ∀x, α ∈ R. (1.1.12)
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It is also easily understood that, within such a formalism, the β-order
BW function can be written as

Wα
β (x) = ĉ βeĉ

αxϕ0, ∀x ∈ R,∀α, β ∈ R+
0 . (1.1.13)

In the forthcoming part of the thesis, we will take the freedom of treating
ĉ-like operator as ordinary algebraic quantities and, in the following
section, we will see how the ”associated” calculus finds its formal justification
on the properties of the Borel Transform .

1.1.1 Borel Transform

The theory of integral transforms is one of the fundamentals of the op-
erational calculus. We therefore make a further step in this direction, by
providing a more rigorous environment to formulate the umbral technicalities
established in the previus sections using as support the formalism underlying
the theory of Borel Transform (BT) [SL7].

We show that, for the present purposes, the Borel transform can be conve-
niently expressed in terms of Gamma function and of simple differential op-
erators. Therefore, before proceeding further, we remind the identity [SL7],
∀λ ∈ R, ∀x ∈ f ′s domain,

eλxD̂xf(x) = f(eλx),

D̂x =
∂

∂x
,

(1.1.14)

whose proof is easily obtained after setting x = eζ and noting that [SL5]

eλxD̂xf(x) = eλD̂ζf(eζ) = f(eλeζ) = f(eλx). (1.1.15)

As a consequence, the further identity† [SL5]

txD̂xf(x) = f(tx) (1.1.16)

holds true. Furthermore it is also important to stress that the monomial xn

is an eigenfunction of the operator xD̂x in the sense that

(xD̂x)x
n = nxn. (1.1.17)

†Or, in alternative way, by setting (α)
x ∂x = eln(α) x ∂x and by making the change of

variables x = ey, we get (α)
x ∂x f(x) = eln(α) ∂yf(ey) = f(ey+ln(α)), finally going back to

the original variable we end up with eq. (1.1.16).
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According to the previous discussion, the BT [69], expressed by the integral

fB(x) =

∫ ∞
0

e−tf(tx)dt, (1.1.18)

can be recast in the operational form [SL7]

fB(x) = B̂ (f(x)) ,

B̂ =

∫ ∞
0

e−ttxD̂xdt = Γ(xD̂x + 1).
(1.1.19)

A paradigmatic example, displaying how the B̂ operator acts on a specific
function, is provided by the 0-order Tricomi-Bessel function (eq. (1.1.2))
[133], as showed in the following

Example 2.

C0(x) =
∞∑
r=0

(−1)r
xr

(r!)2
, ∀x ∈ R. (1.1.20)

The use of the identities (1.1.19) and (1.1.17) yields, ∀x ∈ R,

B̂ (C0(x)) = Γ(xD̂x + 1) (C0(x)) =
∞∑
r=0

(−1)rΓ(r + 1)
xr

(r!)2
=

= e−x =
∞∑
r=0

(−1)r
xr

(r!)2

∫ ∞
0

e−ttrdt =

∫ ∞
0

e−tC0(tx)dt.

(1.1.21)

The B̂ operator has evidently acted on the Bessel type function C0(x) by
providing a kind of “downgrading” from higher transcendental function to
the “simple” exponential.

Example 3. The successive application of the Borel operator to the same
previous function produces the further result reported below:

B̂2[C0(x)] = B̂[e−x] =
∞∑
r=0

(−1)rΓ(r + 1)
xr

r!
=

1

1 + x
, | x |< 1. (1.1.22)

Again, we notice the same behaviour: the exponential function has been re-
duced to a rational function.

The further application of B̂ yields a diverging series, namely
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Example 4.

B̂3[C0(x)] =
∞∑
r=0

(−1)rr!xr, ∀x ∈ R. (1.1.23)

We have interchanged Borel operators and series summation without tak-
ing too much caution. In the case of eq. (1.1.21) such a procedure is fully
justified, in eq. (1.1.22) the method is limited to the convergence region,
while in the case of eq. (1.1.23) the procedure is not justified since it gives
rise to a diverging series. In the following we will take some freedom in han-
dling these problems and include in our treatment also the case of diverging
series.

Since the repeated application of BT is associated with the Borel opera-
tor raised to some integer power, we extend the definition to a fractional BT
and, more in general, to a real positive and negative power BT.

We introduce indeed the operator

B̂α =

∫ ∞
0

e−ttα x ∂xdt = Γ(α x ∂x + 1), α ∈ R+, (1.1.24)

which will be referred as the α-order Borel transform.

Example 5. By using the cylindrical Bessel Special Function [SL5]
(which will have a dedicated wide discussion in Chapter 5) ∀x ∈ R

J0(x) =
∞∑
r=0

(−1)r
(
x
2

)2r

(r!)2
, (1.1.25)

we find that the
1

2
-order BT applied to the 0-order Bessel yields

B̂ 1
2
[J0(x)] = Γ

(
1

2
x∂x + 1

) ∞∑
r=0

(−1)r

(r!)2

(x
2

)2r

=

=
∞∑
r=0

(−1)r

r!

(x
2

)2r

= e−(x2 )
2

.

(1.1.26)

By assuming that α > 0, exists an operator
(
B̂(α)

)−1

such that

(
B̂α

)−1

B̂α = 1̂,(
B̂α

)−1

=
1

Γ(αx∂x + 1)
,

(1.1.27)

25



then we can invert eq. (1.1.26) and write(
B̂ 1

2

)−1 [
e−(x2 )

2]
= J0(x). (1.1.28)

Ossservation 1. The extension of eq. (1.1.27) to negative α yields

B̂(−α) = Γ(−αx∂x + 1) =
1

Γ(αx∂x)

π

sin(απx∂x)
(1.1.29)

and it is worth stressing that [SL7]

B̂(−α) 6=
[
B̂(α)

]−1

. (1.1.30)

A definition of the inverse of the operator B̂α may be achieved through
the use of the Hankel contour integral, namely

1

Γ(z)
= − i

2π

∫
C

e−t

(−t)z
dt,

| z |< 1,

(1.1.31)

which can be exploited to write(
B̂α

)−1

f(x) = − i

2π

∫
C

e−t

t
f

(
x

(−t)α

)
dt. (1.1.32)

After the previous remarks we can state the following Theorem.

Theorem 2. Let f(x) a function such that
∫ +∞
−∞ f(x)dx = k, ∀k ∈ R, then

∫ +∞

−∞
B̂α[f(x)]dx = k Γ(1− α), | α |< 1. (1.1.33)

Proof. The proof is fairly straightforward by applying eq. (1.1.18) and the
variable change tαx = σ. ∀k ∈ R, | α |< 1, we find

∫ +∞

−∞
B̂(α)[f(x)]dx =

∫ +∞

−∞

(∫ +∞

0

e−tf(tαx)dx

)
dt =

=

∫ +∞

−∞
e−t
(∫ +∞

0

f(tαx)dx

)
dt =

∫ +∞

−∞
e−tt−α

(∫ +∞

0

f(σ)dσ

)
dt =

=

∫ +∞

−∞
f(σ)

(∫ +∞

0

e−tt−αdt

)
dσ = k Γ(1− α).
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The same procedure can be exploited for cases involving the inverse trans-
form.

These remarks provide a more sounded basis for the formalism we are
discussing and which will be further developed and applied in the forthcoming
parts. We will corroborate our conclusions using extensions of the concepts
developed in this section.

1.2 The Gaussian Function in Umbral Calcu-

lus

In the following, we exploit the properties of the Gaussian function in an
umbral context and, in particular, we see that families of Special Functions
like Bessel functions can be viewed as Umbral ”representation” of the Gaus-
sian itself. To this aim, it is worth reminding the properties of the function
e−x

2
which are listed below [SL5].

We start with the well known Gaussian Integral∫ ∞
−∞

e−x
2

dx =
√
π (1.2.1)

and remind the Gauss-Weierstrass integral (GWI), which will often be
exploited in the following,∫ ∞

−∞
e−ax

2+bxdx =

√
π

a
e
b2

4a , ∀b ∈ R,∀a ∈ R+. (1.2.2)

A particularly useful result, strictly related to (1.2.2), is given below by the
Gaussian integral identity (GII)

e−b
2

=
1√
π

∫ ∞
−∞

e−ξ
2−2 i b ξ dξ, ∀b ∈ R. (1.2.3)

Along with the Gaussian function, we introduce an associated family of
special poynomials, which plays a crucial role for the topics treated in this
and in the forthcoming chapters. We remind therefore that, according to the
Rodriguez formula [2], we obtain the following

Proposition 1. Let

Hn(ξ, µ) = n!

bn
2
c∑

r=0

ξn−2rµr

r!(n− 2r)!
, ∀ξ, µ ∈ R,∀n ∈ N, (1.2.4)
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two variable polynomials often referred as Hermite-Kampé de Fériét
polynomials, obtained by repetead derivatives of a Gaussian or also defined
through the generating function [4, SL5]

∞∑
n=0

tn

n!
Hn(x, y) = ext+yt

2

, ∀x, y ∈ R. (1.2.5)

Then, ∀a ∈ R,

∂nxe
−ax2

= Hn(−2ax,−a)e−ax
2

= (−1)nHn(2ax,−a)e−ax
2

, (1.2.6)

is a generalized form of Hermite Polynomials.

We remind also the link between two variable Hermite polynomials and
one variable Hermite polynomials [SL5].

Properties 2. ∀x, y ∈ R,∀n ∈ N‡

i) Hn(x, y) = (−i)nyn/2Hn

(
i x

2
√
y

)
,

or also

ii) Hn(x, y) = (−y)n/2Hn

(
x

2
√
−y

)
,

then

iii) Hn(x) = Hn(2x,−1),

furthermore

iv) Hn(x, y) = y
n
2Hn

(
x
√
y
, 1

)
.

(1.2.8)

1.2.1 Umbral Bessel Function

To give a first idea of how powerful the umbral representation is, we
consider the cylindrical Bessel function of 0-order (1.1.25) [SL5], and note
that

Lemma 1. By using the operator definition (1.1.6) and the property of Γ-
function (1.0.3), we find, ∀x ∈ R,

‡We mention one-variable Hermite polynomial [1]

Hn(x) = (−1)nex
2

∂nx e
−x2

. (1.2.7)
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J0(x) =
∞∑
r=0

(−1)r
(
x
2

)2r

(r!)2
=
∞∑
r=0

(−1)r
(
x
2

)2r
ĉr

r!
ϕ0 = e−ĉ(

x
2 )

2

ϕ0, (1.2.9)

obtaining in this way a new formulation of Bessel function.

We notice also that

Lemma 2. The 0-order Tricomi-Bessel (1.1.2) is expressible in the 0-order
cylindrical Bessel as

C0(x) = J0

(
2
√
x
)
, ∀x ∈ R. (1.2.10)

Proof. ∀x ∈ R, by using (1.0.3) and algebraic manipulations

C0(x) =
∞∑
r=0

(−x)r

r!Γ(r + 1)
=
∞∑
r=0

(−1)r(
√
x)2r

r!2
= J0

(
2
√
x
)
. (1.2.11)

Corollary 1. We can write the umbral 0-order Tricomi-Bessel function

C0(x) = e−ĉxϕ0, ∀x ∈ R. (1.2.12)

Example 6. Using the GWI (1.2.2), the operator definition (1.1.6) and the
Γ-function property (1.0.4), we obtain

∫ ∞
−∞

J0(x)dx =

∫ ∞
−∞

e−ĉ(
x
2 )

2

dx ϕ0 = 2

√
π

ĉ
ϕ0 = 2

√
πĉ−

1
2ϕ0 =

= 2
√
π

1

Γ

(
−1

2
+ 1

) = 2.
(1.2.13)

We end up with [SL6]

Lemma 3. By the use of the GII (1.2.3) and eq. (1.1.3), we obtain, ∀x ∈ R,

J0(x) = e−ĉ(
x
2 )

2

ϕ0 =
1√
π

∫ +∞

−∞
e−ξ

2−i ĉ
1
2 x ξdξ ϕ0 =

=
1√
π

∫ +∞

−∞
e−ξ

2
[
e−i ĉ

1
2 x ξϕ0

]
dξ =

1√
π

∫ +∞

−∞
e−ξ

2

W
1
2

0 (−i x ξ) dξ,

(1.2.14)

which realizes a new integral representation of 0-order Bessel function in
terms of 0-order BW function.
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Now it is clear what is the meanng of umbral image of a function. When-
ever two functions share the same formal series by means of the introduction
of an appropriate umbral operator, they are reciprocal images.

1.2.2 b̂ - Operator

To make the previous remark even more effective, it is important to stress
that not only the exponential formal series is useful, but other series can be
exploited too. Introducing for example, with the same procedure of section
1.1, the operator b̂, with its opportune vacuum Φ, we provide

Definition 3.

b̂rΦ0 := Φr =
1

(Γ(r + 1))2 , ∀r ∈ R. (1.2.15)

Then we can set

Lemma 4. By using an ordinary Mac Laurin expansion we get, ∀x ∈ R,

J0(x) =
1

1 + b̂
(
x
2

)2 Φ0 =
∞∑
r=0

(−1)r
(x

2

)2r (
b̂ r Φ0

)
=

=
∞∑
r=0

(−1)r

(r!)2

(x
2

)2r

,

(1.2.16)

thus expressing Bessel function in another way, according to operator b̂.

The use of the integral formula∫ ∞
−∞

1

1 + a x2
dx =

π√
a
, ∀a ∈ R, (1.2.17)

yields, for example,

Corollary 2. By applying the operator (1.2.15)∫ ∞
−∞

J0(x)dx = 2
π√
b̂
Φ0 = 2 π b̂−

1
2 Φ0 = 2

π(
Γ
(

1
2

))2 = 2. (1.2.18)

The use of a rational function instead of an exponential as umbral image
of a Bessel is therefore equally useful.

A conclusion to be drawn from the previous examples is that, choosing
an elementary function as the umbral image of another, the prop-
erties of the first can be ”transferred” to the second, provided that
a set of formal rules be applied. Such a statement is referred as ”Principle
of Permanence of the Formal Properties”.
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1.2.3 Principle of Permanence of the Formal Proper-
ties

Such a “principle”, a close consequence of the RMT (A.2) and of the
umbral formalism, can be worded as follows.

Proposition 2. If an umbral correspondence between two different functions
is established, such a correspondence can be extended to other operations
including integrals.

We illustrate such a statement with the following example.

Example 7. Suppose we want to calculate the integral

IT (a, b) =

∫ ∞
−∞

C0(bx)e−ax
2

dx, ∀b ∈ R,∀a ∈ R+, (1.2.19)

where the subscript T stands for Tricomi. According to the umbral definition
of 0-order Tricomi-Bessel function (1.2.10) and reminding (1.2.9) C0(bx) =
J0(2
√
bx) = e−ĉbxϕ0, we can write

Ie(a, b) =

∫ ∞
−∞

e−ĉ b xe−ax
2

dx ϕ0, ∀b ∈ R,∀a ∈ R+, (1.2.20)

the subscript e stands for exponential. Since (see (1.2.2))

I(a, b) =

∫ ∞
−∞

ebxe−ax
2

dx =

√
π

a
e
b2

4a , ∀b ∈ R,∀a ∈ R+, (1.2.21)

we “invoke” the previous principle and assume that the same relation holds
under the correspondence

IT (a, b) = Ie(a, b) = I(a,−bĉ)ϕ0 =

√
π

a
W

(2)
0

(
b2

4a

)
, ∀b ∈ R, ∀a ∈ R+.

(1.2.22)

In the following part of this Chapter, we will provide further examples
of the importance of the properties of Gaussian (and non Gaussian as well)
umbral forms. In the next section we see how the method, we have so far
envisaged, is tailor suited to treat problems in the theory of fractional deriva-
tives.
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1.3 Mittag-Leffler Function: an Umbral Point

of View

In this section we explore the consequence of the umbral restyling of the
Mittag-Leffler (ML) function [95]-[139]

Eα,β(x) =
∞∑
r=0

xr

Γ(αr + β)
, ∀x ∈ R,∀α, β ∈ R+, (1.3.1)

which has become a pivotal tool of the fractional calculus [105], namely of
the branch of calculus employing derivatives or integrals of fractional order
as further discussed later in this Chapter.
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Figure 1.2: Mittag Leffler Functions Eα,β(x) for different α and β values.

According to the assumptions of the previous sections, we can cast the
ML function in the following form [SL12] .

Proposition 3. ∀x ∈ R,∀α, β ∈ R+

Eα,β(x) = ĉβ−1 1

1− ĉαx
ϕ0. (1.3.2)

Proof. We have, ∀x ∈ R,∀α, β ∈ R+, (see (1.1.6))

Eα,β(x) =
∞∑
r=0

xr

Γ(αr + β)
=
∞∑
r=0

ĉαr+β−1xrϕ0 = ĉβ−1

∞∑
r=0

(ĉαx)r ϕ0 =

= ĉβ−1 1

1− ĉαx
ϕ0.

(1.3.3)
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We have formally reduced the trascendental function (1.3.1) to a rational
form.
In deriving the previous results, we have not paid any attention to the radius
of convergence of the series in (1.3.3) since the expansion holds only in for-
mal sense, being it an operator expansion. The convergence must be checked
for the final function obtained via the action of the umbral operator on the
vacuum and will be defined in terms of the variable x only.

By the same procedure, namely by treating ĉ as an ordinary constant, we
can recast the ML function in terms of an integral representation. We write
indeed [SL12]

Corollary 3. ∀x ∈ R,∀α, β ∈ R+, by the use of the Laplace Transform
identity

1

A
=

∫ ∞
0

e−sAds, (1.3.4)

which holds independently of the nature of A (be it a number or an operator),
we get

Eα,β(x) = ĉβ−1 1

1− ĉαx
ϕ0 = ĉ β−1

∫ ∞
0

e−seĉ
α x s ds ϕ0. (1.3.5)

Corollary 4. According to eq. (1.1.13) and to the previous discussion, we
recognize that ∀x ∈ R,∀α, β ∈ R+

ĉ β−1eĉ
α xϕ0 = Wα

β−1(x) =
∞∑
r=0

xr

r! Γ(α r + β)
, (1.3.6)

therefore we end up with (see (1.3.5))

Eα,β(x) =

∫ ∞
0

e−sWα
β−1(xs)ds, (1.3.7)

which states that the ML is the Borel transform of the BW function (see eq.
(1.1.18)) [SL12].

In order to provide a further flavour of the flexibility of the method we
are proposing, we consider the problem of evaluating the following integral
[SL12].

Example 8. ∀α, β ∈ R+

Iα, β =

∫ ∞
−∞

Eα,β(−x2)dx, (1.3.8)
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which can be easily computed provided that, in the integration process, we
treat as ordinary constants the operators appearing in it. We find therefore,
using eq. (1.3.2),

Iα, β = ĉβ−1

∫ ∞
−∞

1

1 + ĉ αx2
dx ϕ0, (1.3.9)

and, exploiting the integral result (1.2.17) and the rule (1.1.6), we obtain

i) Iα, β = ĉβ−1 π√
ĉα
ϕ0 = π ĉβ−

α
2
−1ϕ0 =

π

Γ
(
β − α

2

) (1.3.10)

or, by using the integral representation in terms of BW function (see Ap-
pendix A.3, proof (A.3.1) ) we end up with the same result, namely

ii) Iα, β =

(√
πĉβ−

α
2
−1

∫ ∞
0

e−ss−
1
2ds

)
ϕ0 =

√
π Γ

(
1

2

)
ĉβ−

α
2
−1ϕ0 =

=
π

Γ
(
β − α

2

) .
(1.3.11)

The exponential umbral image of the ML can be realized by the use of
the following representation.

Definition 4. We introduce, ∀α, β ∈ R+, the umbral vacuum

ψκ :=
Γ(κ+ 1)

Γ(ακ+ β)
, ∀κ ∈ R. (1.3.12)

Definition 5. We define the shift operator α,βd̂, ∀α, β ∈ R+, such that,
∀κ ∈ R, by using the same procedure of Theorem 1, we get

α, βd̂
κψ0 =

Γ(κ+ 1)

Γ(ακ+ β)
. (1.3.13)

Then we obtain

Proposition 4. ∀α, β ∈ R+,∀x ∈ R, the exponential umbral image of the
ML-function can be realized by

Eα,β(x) = e α,β d̂ xψ0. (1.3.14)
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Proof. ∀α, β ∈ R+,∀x ∈ R, using known results of geometrical series, the
operator definition (1.3.13) and the Γ-function property (1.0.3), we obtain

eα,β d̂xψ0 =
∞∑
r=0

xr
(
α,βd̂

)r
r!

ψ0 =
∞∑
r=0

xr

Γ(αr + β)
= Eα,β(x). (1.3.15)

Now, we can obtain the same previous result ((1.3.10)-(1.3.11)) exploiting

α,βd̂-operator, namely

Example 9. It is enough to use eqs. (1.3.14)-(1.2.2)-(1.3.13)-(1.0.4) to get
∀α, β ∈ R+

Iα,β =

∫ ∞
−∞

Eα,β(−x2)dx =

∫ ∞
−∞

e−α,β d̂ x
2

dx ψ0 =
√
π
(
α, βd̂

)− 1
2
ψ0 =

=
π

Γ
(
β − α

2

) .
(1.3.16)

Then, as already noted, there is no reason to privilege exponential or
the rational image function, which are easily shown to be equivalent for the
derivation of results of practical interest.

After these remarks we can appreciate the importance of ML function in
the theory of fractional calculus we are going to introduce.

1.3.1 The Properties of Mittag-Leffler and Fractional
Calculus

The fractional calculus, namely the formalism relevant to the use of
derivative operators raised to a fractional exponent, will be further discussed
in the forthcoming chapters of the thesis. Here we provide some introduc-
tory tools involving the use of ML type function and, to this aim, we note
that En,1(λxn) is an eigenfunction of the ∂nx operator (∀x, λ ∈ R, ∀n ∈ N),
therefore [SL12]

Lemma 5.

∂nx En,1(λxn) = λEn,1(λxn), ∀n ∈ N, ∀x, λ ∈ R. (1.3.17)
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(see the Proof in Appendix A.3).

An analogous identity can be extended also to the case of real order
ML functions. In this case derivatives of non-integer order should be
considered.

Corollary 5. Using the Euler-Riemann-Liouville definition [105] for
real order derivative [SL12]

∂αxx
ν =

Γ(ν + 1)

Γ(ν − α + 1)
xν−α, ∀x, α, ν ∈ R, (1.3.18)

we find

∂αx Eα,1(λxα) = λEα,1(λxα) +
x−α

Γ(1− α)
§, ∀x, λ ∈ R,∀α ∈ R+. (1.3.19)

(See the proof in Appendix A.3 - eq. (A.3.3))

The ML function, Eα,1(λxα), is an eigenfunction of the ∂αx operator ∀α ∈
R+, this result can be used for various kind of applications in different fields,
as e.g. for the solution of the following fractional evolution problem [76].

Example 10. The following fractional evolution problem, ∀x ∈ R, ∀α ∈
R+,∀t ∈ R+

0 ,  ∂αt F (x, t) = ∂2
x F (x, t) +

t−α

Γ(1− α)
f(x),

F (x, 0) = f(x),
(1.3.20)

defines a time-fractional diffusive equation. According to the previous
discussion, to the fact that the ML ”Eα,1(tα)” is an eigenfunction of the
fractional derivative operator, according to the definition (1.3.19) and con-
sidering the formalism developed so far, we can obtain the relevant solution
in the form [SL12]-[76]

F (x, t) = Eα,1(tα∂2
x) f(x), (1.3.21)

where, for the problem under study, we have that

Definition 6. ∀α ∈ R+,∀t ∈ R+
0 , Eα,1(t α∂2x) is the pseudo-evolution

operator (PEO).

§The extra-term emerges because, according to eq. (1.3.18), the fractional derivative
of a constant does not vanish.
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The relevant action on the initial function can be espressed as [SL12]

F (x, t) =
1√
2 π

∫ +∞

−∞
Eα,1(−tαk2) f̃(k) ei x kdk, (1.3.22)

where f̃(k) is the Fourier transform of f(x)¶ [124].

Proof. ∀x ∈ R,∀α ∈ R+, ∀t ∈ R+
0 , the action of the PEO Eα,1(t α∂2

x), on the
initial function f(x), is easily obtained by defining f(x) through the Fourier
transform and anti-transform,

f̃(k) =
1√
2π

∫ ∞
−∞

f(x)e−ikxdx,

f(x) =
1√
2π

∫ ∞
−∞

f̃(k)eixkdk,

(1.3.23)

therefore, using the eqs. (1.3.23) and the theorem of series integration, we
have

Eα,1(tα ∂2
x)f(x) =

1√
2π

∫ ∞
−∞

Eα,1(tα ∂2
x)f̃(k)eixkdk,

then, using ML definition (1.3.1), we obtain

F (x, t) = Eα,1(tα∂2
x) f(x) =

1√
2π

∫ ∞
−∞

Eα,1(tα ∂2
x)f̃(k)eixkdk =

1√
2π
·

·
∫ ∞
−∞

∞∑
r=0

tαr∂2r
x

Γ(αr + 1)
f̃(k)eixkdk =

1√
2π

∫ ∞
−∞

∞∑
r=0

tαr

Γ(αr + 1)
(ik)2rf̃(k)eixkdk =

=
1√
2π

∫ ∞
−∞

∞∑
r=0

tαr(−k2)r

Γ(αr + 1)
f̃(k)eixkdk,

thus finally getting

F (x, t) =
1√
2π

∫ ∞
−∞

Eα,1(−tα k2)f̃(k)eixkdk.

¶We observe that eq. (1.3.22) can be recast in terms of Levy distribution according to
ref. [76].
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Examples of solutions (1.3.22) are reported in Figs. 1.3, at different times
for different α values, which clearly display a behaviour which is not simply
diffusive but also anomalous.
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Figure 1.3: Solution F (x, t) of eq. (1.3.20) for f(x) = e−x
2 → f̃(k) =

e−
k2

4

√
2

,

at different times for different α values.

As already stressed, eq. (1.3.20) is a fractional diffusive equation. This
type of equations have played an increasingly important role in the descrip-
tion of processes called super or sub-diffusive, regarding the evolution of
distributions whose mean square exhibits a dependence on time provided by
a power law (faster than linear for the super diffusive case and vice-versa for
the sub-diffusive counterpart).

To better appreciate how these effects emerge from the previous formal-
ism, we consider the ordinary heat diffusion equation .

Example 11. ∀x ∈ R,∀t ∈ R+
0 , let{
∂tF (x, t) = ∂2

xF (x, t)

F (x, 0) = f(x)
(1.3.24)

the ordinary heat diffusion equation, whose solution can be expressed in terms
of the Gauss-Weierstrass transform (1.2.2) (a direct consequence of the Fourier
transform method, (1.3.23)), namely [SL5]

F (x, t) =
1

2
√
πt

∫ +∞

−∞
e−

(ξ−x)2

4t f(ξ) dξ, (1.3.25)

where the distribution f(x) is assumed to be normalized to unit with momenta
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mn(0) =

∫ +∞

−∞
xnf(x)dx, ∀n ∈ N. (1.3.26)

The moments associated with the distribution F (x, t) are therefore specified
by

mn(t) =

∫ +∞

−∞
xnF (x, t)dx =

∫ +∞

−∞
e−

ξ2

4t f(ξ)In(ξ) dξ,

In(ξ) =
1

2
√
π t

∫ +∞

−∞
xne−

x2

4t e
xξ
2t dx.

(1.3.27)

The integral In(ξ) can be evaluated using the generating function method
[SL5], theorem of the series integration and the GWI (1.2.2), in fact

∞∑
n=0

un

n!
In(ξ) =

1

2
√
π t

∫ +∞

−∞

∞∑
n=0

(ux)n

n!
e−

x2

4t e
xξ
2t dx =

=
1

2
√
π t

∫ +∞

−∞
e(u+ ξ

2t)xe−
x2

4t dx = e
ξ2

4t euξ+u
2t

(1.3.28)

and, by the use of the generating function of two variable Hermite polynomials
(1.2.5), yields

In(ξ) = e
ξ2

4tHn(ξ, t), (1.3.29)

thus finally getting, by using eq. (1.3.26),

mn(t) =

∫ +∞

−∞
Hn(ξ, t)f(ξ)dξ = Hn(m̂, t)µ0,

Hn(m̂, t) = n!

bn
2
c∑

r=0

m̂n−2rtr

(n− 2r)!r!
.

(1.3.30)

In eq. (1.3.30) we have assumed that m̂ is a kind of umbral operator acting
on the vacuum µ0 and defining the momenta as

m̂nµ0 = mn(0). (1.3.31)

In conclusion, we find
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mn(t) = n!

bn
2
c∑

r=0

mn−2r(0)tr

(n− 2r)!r!
, (1.3.32)

where m2(t) shows a linear dependence on time.

The formalism we have developed so far yields the possibility of evaluating
the momenta associated with the distribution (1.3.21)-(1.3.22) by the use of
the following substitution

Hn(m̂, t)→ Hn

(
m̂, α,1d̂ t

α
)
. (1.3.33)

The second momentum is, in this case, non-linear and, reminding eqs. (1.3.13)-
(1.3.14), we get

Definition 7. ∀x, y ∈ R,∀α ∈ R+, the family of polynomials

αHn(x, y) : = Hn

(
x, α,1d̂ y

)
ψ0 = n!

bn
2
c∑

r=0

xn−2r
(
α,1d̂ y

)r
(n− 2r)!r!

ψ0 =

= n!

bn
2
c∑

r=0

xn−2ryr

(n− 2r)!Γ(αr + 1)
,

(1.3.34)

is called Mittag-Leffler-Hermite (MLH).

Its properties will be discussed later (see 1.4).

The introduction of the PEO (Definition 6) Eα,1 (tα∂2
x), is of central im-

portance for our forthcoming discussion, its role and underlying computa-
tional rules will be therefore carefully explored in the following.

In order to provide further elements allowing to appreciate the flexibility
of the procedure employing the umbral methods, we consider the fractional
Poisson distribution (FPD), discussed in ref. [SL12], within the context
of non Markovian stochastic processes with a non-exponential distribution of
inter-arrival times.

Example 12. Without entering into the phenomenology of the fractional
Poisson processes, we note that the equation governing the generating func-
tion of the distribution itself is given, ∀α ∈ R+,∀s ∈ R,∀t ∈ R+

0 , by [90]
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Gα(s, t) = Eα,1 (−(1− s) Ω tα) , (1.3.35)

Ω has physical dimension [Ω] = 1
Tα

, where T is the time.
By the use of the umbral notation (1.3.14) we can expand the previous gen-
erating function as

Gα(s, t) =
∞∑
m=0

smαP (m, t), (1.3.36)

where

αP (m, t) =
(Ωtα)m

m!

∞∑
n=0

(n+m)!

Γ(α(n+m) + 1)

(−Ωtα)n

n!
(1.3.37)

is the FPD, introduced in ref. [135].

Proof. We use the framework of the umbral formalism and the eqs. (1.3.35)-
(1.3.14)-(1.1.7)- exponential series expansion-(1.3.13).

Gα(s, t) = Eα,1 (−(1− s) Ω tα) = eα,1d̂(−(1−s)Ωtα)ψ0 =

= e α,1d̂ s (Ω tα)e− α,1d̂ (Ω tα)ψ0 =
∞∑
m=0

sm
αd̂

m

m!
(Ωtα)m

∞∑
n=0

αd̂
n

n!
(−Ωtα)nψ0 =

=
∞∑
m=0

sm
(Ωtα)m

m!

∞∑
n=0

(−Ωtα)n

n!
α,1d̂

m+nψ0 =

=
∞∑
m=0

sm
(Ωtα)m

m!

∞∑
n=0

(−Ωtα)n

n!

(n+m)!

Γ(α(n+m) + 1)
=

=
∞∑
m=0

smαP (m, t),

According to the methods we have envisaged, to calculate average and
r.m.s. values we use the following

Corollary 6. By setting, ∀α,Ω ∈ R+,∀t ∈ R+
0 ,∀m ∈ N,

αP (m, t) =

(
α,1d̂ Ω tα

)m
m!

e−α,1d̂ Ω tαψ0, (1.3.38)
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we find, for the first order moment,

i) 〈 αmt 〉 =
(Ω tα)

Γ(α + 1)
(1.3.39)

and, for the variance,

ii) ασ
2
t =

2 (Ω tα)2

Γ(2α + 1)
+

(Ω tα)

Γ(α + 1)
− (Ω tα)2

(Γ(α + 1))2 , (1.3.40)

in agreement with the results obtained in refs. [90, 135].

Proof. ∀α,Ω ∈ R+,∀t ∈ R+
0 ,∀m ∈ N, by using eqs. (1.3.14)- (1.3.13) and

algebraic manipulation, we obtain

i) 〈 αmt 〉 =
∞∑
m=0

m

(
αd̂ Ω tα

)m
m!

e−αd̂ Ω tαψ0 =

=
∞∑
m=1

(
αd̂ Ω tα

) (αd̂ Ω tα
)m−1

(m− 1)!
e−αd̂ Ω tαψ0 =

=
(
αd̂ Ω tα

)
eαd̂ Ω tαe−αd̂ Ω tαψ0 =

= eαd̂ Ω tαψ0 =
(Ω tα)

Γ(α + 1)
.
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ii) ασ
2
t =

∞∑
m=0

m2
αP (m, t)−

(
∞∑
m=0

m αP (m, t)

)2

=

=
∞∑
m=1

m

(
αd̂ Ω tα

)m
(m− 1)!

e−αd̂ Ω tαψ0 −
(

(Ω tα)

Γ(α + 1)

)2

=

=
∞∑
m=1

(m− 1 + 1)
(
αd̂ Ω tα

)m
(m− 1)!

e−αd̂ Ω tαψ0 −
(

(Ω tα)

Γ(α + 1)

)2

=

=

(αd̂ Ω tα
)2

∞∑
m=2

(
αd̂ Ω tα

)m−2

(m− 2)!
+
(
αd̂ Ω tα

) ∞∑
m=1

(
αd̂ Ω tα

)m−1

(m− 1)!

 ·
· e−αd̂ Ω tαψ0 −

(
(Ω tα)

Γ(α + 1)

)2

=

=
(
αd̂ Ω tα

)2

ψ0 +
(
αd̂ Ω tα

)
ψ0 −

(
(Ω tα)

Γ(α + 1)

)2

=

=
2 (Ω tα)2

Γ(2α + 1)
+

(Ω tα)

Γ(α + 1)
− (Ω tα)2

(Γ(α + 1))2 .

In these introductory sections we have shown how the formalism we are
going to propose and develop in this thesis is particularly useful and flexi-
ble, to frame old and new problems within a general and easily manageable
context. Further comments will be provided in the concluding parts of this
Chapter devoted to applications.

1.4 Mittag-Leffler Hermite Polynomials

In eq. (1.3.34) we have introduced a family of polynomials that we have
called MLH. They play, within the context of fractional diffusion heat
equation (FDHE ), the same role of the heat polynomials [144] in the case
of the ordinary heat equation, therefore

Proposition 5. Let us consider the fractional evolution problem (1.3.20)
with initial condition F (x, 0) = xn,∀n ∈ N, the relevant solution can accord-
ingly be written as

αHn(x, tα) =
(
e α,1d̂ t

α∂2
xxn
)
ψ0 . (1.4.1)
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Proof. By the use of eq. (1.3.34) we can write, ∀x ∈ R,∀α ∈ R+,∀t ∈
R+

0 ,∀n ∈ N,

αHn(x, tα) = Hn

(
x, α,1d̂ t

α
)
ψ0 = n!

bn
2
c∑

r=0

xn−2rtαr

(n− 2r)!Γ(αr + 1)

but, on the other side, expanding the exponential, acting the successive
derivatives on xn and applying the umbral operator (1.3.13) we find

(
e α,1d̂ t

α∂2
xxn
)
ψ0 =

∞∑
r=0

α,1d̂
r t αr ∂ 2r

x

r!
xn ψ0 =

=

bn
2
c∑

r=0

n!xn−2rtαrαd̂
r

(n− 2r)!r!
ψ0 = n!

bn
2
c∑

r=0

xn−2rtα r

(n− 2r)!Γ(α r + 1)
.

The MLH belong to the Appél polynomial family [4] and are easily
shown to satisfy, in its domain, the recurrences (see [SL5] where the relevant
properties have been touched on and proved.)

Properties 3.

i) ∂x αHn(x, tα) = n αHn−1(x, tα); (1.4.2)

ii) ∂t αHn(x, tα) = n(n− 1)αHn−2(x, tα) +
t−α

Γ(1− α)
xn . (1.4.3)

The generating function can be obtained from eq. (1.4.1) as follows

Corollary 7. In the hypothesis of Proposition 5, by eqs. (1.2.5)-(1.3.13)-
(1.3.14),

∞∑
n=0

ξn

n!
αHn(x, tα) =

∞∑
n=0

ξn

n!
Hn

(
x, α,1d̂ t

α
)
ψ0 =

(
ex ξ e α,1d̂ t

αξ2
)
ψ0 =

= Eα,1
(
tαξ2

)
ex ξ.

(1.4.4)

In order to write eq. (1.4.4) in a more convenient form for our purposes,
we note the following identity [76, 17]
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∫ ∞
0

nα(s, t)
sn

n!
ds =

tα n

Γ(α n+ 1)
, ∀n ∈ N, ∀α ∈ R+,∀t ∈ R+

0 ,

nα(s, t) :=
1

α

1

s α
√
s
gα

(
t
α
√
s

)
.

(1.4.5)

with gα(x) being the one sided Lévy stable distribution.

Example 13. From the previous identities we may draw at least two conclu-
sions (see ref. [76]):

i) αHn(x, tα) =

∫ ∞
0

nα(s, t)Hn(x, s)ds, (1.4.6)

ii) Eα,1(b tα) =

∫ ∞
0

nα(s, t)eb sds. (1.4.7)

The eq. (1.4.7) can be exploited to cast the PEO (Definition 6) associated
to the fractional evolution problem (1.3.20) in the form

Eα,1
(
tα∂2

x

)
=

∫ ∞
0

nα(s, t)e s ∂
2
xds. (1.4.8)

Being es ∂
2
x the evolution operator for the ordinary diffusion problem, we can

write the solution (1.3.21) of problem (1.3.20) as

F (x, t) =

∫ ∞
0

nα(s, t)
(
es∂

2
xf(x)

)
ds (1.4.9)

and, in the case in which f(x) = e−x
2
, by the use of eq. (1.2.2) we obtain

the Glaisher identity [52]

es∂
2
xe−x

2

=
1√

1 + 4s
e−

x2

1+4s , ∀x, s ∈ R, (1.4.10)

which yields

F (x, t) =

∫ ∞
0

nα(s, t)√
1 + 4s

e−
x2

1+4sds. (1.4.11)

A further important conclusion which may be drawn from the previous
formalism concerns the question whether the family of polynomials MLH
(1.3.34) can be considered orthogonal. The question can be settled out in a
fairly simple way by assuming that an expansion of the type
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G(x, ξ) =
∞∑
n=0

an αHn (x, ξα) , ∀x, ξ ∈ R,∀α ∈ R+. (1.4.12)

be allowed. According to eq. (1.4.6) we find

G(x, ξ) =
∞∑
n=0

an

∫ ∞
0

nα(s, ξ)Hn(x, s)ds. (1.4.13)

We can therefore state the following Theorem.

Theorem 3. If, ∀x, s ∈ R, the series
∑∞

n=0 an Hn(x, s) is uniformly con-
verging to a function g(x, s) then, by MLH-definition, the expansion (1.4.12)
does exist and the expansion coefficients are the same as for the ordinary
expansion.

Further comments and use of this last result will be presented later in
this thesis.

1.5 Applications

1.5.1 Fractional Schrödinger Equation,
Coherent States and Associated Probability Dis-
tribution

In section 1.3.1 we have introduced the FPD (1.3.37) as a mere conse-
quence of the definition of the ML function. In this section we derive a
different form of FPD by solving the fractional Schrödinger equation
(FSE ) for a physical process implying the emission and absorption of pho-
tons. We assume that the relevant dynamics is ruled by the ML - Schrödinger
equation‖ [100]

iα ∂αt | Ψ 〉 = Ĥ | Ψ 〉+ iα
t−α

Γ(1− α)
| Ψ(0) 〉,

Ĥ = iα Ω
(
â− â+

)
, 0 ≤ α ≤ 1,∀t ∈ R+

0

(1.5.1)

where â, â+ are annihilation, creation operators [91] satisfying the commuta-
tion relation [

â, â+
]

= 1̂ (1.5.2)

‖According to Dirac notation we write the state | Ψ〉 to indicate the function Ψ(t).
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and the constant Ω in eq. (1.5.1) has the dimension of t−α.
If we work in a Fock basis [91] and choose the ”physical” vacuum (namely the
state of the quantized electromagnetic field with no photons) as the initial
state of our process (1.5.1), namely

| Ψ(t) 〉 |t=0=| 0 〉, (1.5.3)

we can understand how the field ruled by a FSE evolves from the vacuum.
The comparison with the ordinary Schrödinger counterpart is interesting,
because the field evolves into a coherent state, displaying an emission process
in which the photon counting statistics follows a Poisson distribution [91].
The formal solution of the evolution problem provided by eq. (1.5.1) is
formally obtained, using the eqs. (1.3.14)-(1.3.21) ∗∗ as [SL12]

| Ψ 〉 = e αd̂ t
α Ω (â−â+) | 0 〉††, (1.5.4)

in which the evolution operator

Û(t) = e αd̂ Ω tα(â−â+) (1.5.5)

cannot be straightforwardly disentangled (namely written as product of ex-
ponential operators) since the creation and annihilation operators are not
commuting.
To this aim we remind the Weyl [47] disentanglement rule

eÂ+B̂ = eÂeB̂e−
k̂
2 ,[

Â, B̂
]

= ÂB̂ − B̂Â = k̂,[
Â, k̂

]
=
[
k̂, B̂

]
= 0,

(1.5.6)

which holds if Â, B̂ are not commuting each other, but their commutator
“commutes” either with Â and B̂.
According to the previous prescription we set

αÂ = αd̂ Ω tαâ,

eαd̂ Ω tα(â−â+) = e αÂ−αÂ
+

.
(1.5.7)

We note that

∗∗Here we omit the αd̂-vacuum ψ0 (1.3.12).
††To semplify the writing we substitute α,1d̂ with αd̂.
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[
αÂ, αÂ

+
]

= αd̂
2 (Ω tα)2 . (1.5.8)

Proof. By the use of the second eq. of (1.5.6), eq. (1.5.2) and algebraic
rules we get[
αÂ, αÂ

+
]

= αÂαÂ
+ − αÂ

+
α Â = αd̂ Ω tαâ αd̂ Ω tαâ+ − αd̂ Ω tαâ+

αd̂ Ω tαâ =

=
(
αd̂ Ω tα

)2 (
â â+ − â+â

)
=
(
αd̂ Ω tα

)2 [
â, â+

]
= αd̂

2 (Ω tα)2 .

Being the umbral operator αd̂ independent of the creation annihilation coun-
terparts, we end up with the following exponential disentanglement ‡‡

e αÂ−αÂ
+

= e−
(Ω tα)2

αd̂
2

2 e −αÂ
+

e αÂ. (1.5.10)

The solution of our FSE therefore writes [SL12]

| Ψ 〉 = e αd̂ t
α Ω (â−â+) | 0 〉 =

= e−
( αd̂ tα Ω)2

2 e−( αd̂ tα Ω) â+

e( αd̂ t
α Ω) â | 0 〉.

(1.5.11)

The use of the identities [91]

(â+)n | 0 〉 =
√
n! | n 〉,

â | 0 〉 = 0,
(1.5.12)

finally yields the solution in the form [SL12]

| Ψ 〉 = e−
( αd̂ tα Ω)2

2 e−( αd̂ tα Ω)â+ | 0 〉 = e−
( αd̂ tα Ω)2

2

∞∑
n=0

(
− αd̂ t

α Ω
)n

√
n!

| n 〉.

(1.5.13)

‡‡We remind that the Weyl identity provides[
Â, B̂

]
= k̂ ⇒

[
B̂, Â

]
= −k̂;

eÂ+B̂ =

 eÂeB̂e−
k̂
2 ,

eB̂eÂe
k̂
2 .

(1.5.9)
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The use of the orthogonality properties of the number photon states | m 〉,
namely 〈 n | m 〉 = δn,m, yields probability amplitude of finding the state
| Ψ 〉 in a photon number state | m 〉. It is just according to the identity
[SL12]

〈 m | Ψ 〉 = e−
( αd̂ tα Ω)2

2 ·

(
− αd̂ t

α Ω
)m

√
m!

, (1.5.14)

which is formally equivalent to a Poisson probability amplitude (1.3.38).

The probability distribution is then found as [SL12]

αp(m, t) = | 〈m | Ψ 〉 |2 = e−( αd̂ tα Ω)
2

·

(
αd̂ t

α Ω
)2m

m!
=
Xm

m!
e(α, 2)
m (−X),

X = (tα Ω)2 ,

e(α, 2)
m (−X) =

∞∑
r=0

(−1)r

r!

Γ(2(r +m) + 1)

Γ(2(r +m)α + 1)
Xr, ∀X,m, α ∈ R+

0 , α ≤ 1,

(1.5.15)

which is similar, but not equivalent, to the FPD derived in (1.3.37).

Proof.

αp(m, t) = e−( αd̂ tα Ω)
2

·

(
αd̂ t

α Ω
)2m

m!
ψ0 =

∞∑
r=0

(−1)r

r!

(tαΩ)2r+2m
αd̂

2r+2m

m!
ψ0 =

=
∞∑
r=0

(−1)r

r!

(tαΩ)2(r+m)

m!

Γ(2(r +m) + 1)

Γ(2(r +m)α + 1)

It is however evident that the probability (1.5.15) is properly normalized and
indeed

∞∑
m=0

αp(m) = 1. (1.5.16)

Furthermore, regarding the evaluation of the average number of emitted
photons, we proceed as in proof of (1.3.39).
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〈 m 〉 =
∞∑
m=0

m αp(m) =
∞∑
m=0

m
Xm

m!
e(α, 2)
m (−X) =

=
∞∑
m=1

Xm

(m− 1)!

∞∑
r=0

(−1)r

r!
αd̂

2(r+m)Xr ψ0 =

= e−(αd̂ 2X)
∞∑
m=1

(
αd̂

2X
)m

(m− 1)!
ψ0 = αd̂

2X ψ0 =
2X

Γ(2α + 1)

(1.5.17)

and the analogous procedure (1.3.40) allows the evaluation of the r.m.s. of
the emitted photons, namely

σ 2
m = 〈 m2 〉 − 〈 m 〉2 = αd̂

4X2 + αd̂
2X −

(
2X

Γ(2α + 1)

)2

=

= 2X

[
2X

(
6

Γ(4α + 1)
− 1

(Γ(2α + 1))2

)
+

1

Γ(2α + 1)

]
.

(1.5.18)

We define the Mandel parameter

Qα =
σ 2
m − 〈 m 〉
〈 m 〉

= 2X

(
6

Γ(4α + 1)
− 1

(Γ(2α + 1))2

)
Γ(2α + 1). (1.5.19)

The behaviour of Qα vs. α, for different values of t, is shown in Fig. 1.4. The
understanding of the relevant physical meaning requires a discussion going
beyond the scope of this thesis. We note however that a process of photon
emission ruled by a fractional Schrödinger equation is fixed by a power law
(recall that X = (tαΩ)2 ), furthermore the presence of a region with Qα < 0
indicates the possibility of photon bunching. These are clearly pure specu-
lations since the physical process ruled by eq. (1.5.1) has not been defined.
The photon emission probability vs. X and different α is given in Figs. 1.5.
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Figure 1.4: Mandel Parameter Qα vs α, for different values of t.
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Figure 1.5: Probability distribution ”αp(m)” vs (Ωtα)2, for different values
of α and m.
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Chapter 2

Operator, Differintegral and
Umbral Calculi

In this Chapter we discuss new aspects of Operational Calculus Theory
and of its evolution into Differintegral and Umbral calculi. We extend the
umbral theory by the use of special polynomials as Hermite polynomials and
provide several examples and physical applications showning the versatility
of the method.

The original parts of the Chapter, containing their adequate bibliography,
are based on the following original papers.

[SL9] G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “Hermite
Calculus”; Modeling in Mathematics, Atlantis Transactions in Geometry, vol
2. pp. 43-52, J. Gielis, P. Ricci, I. Tavkhelidze (eds), Atlantis Press, Paris,
Springer 2017.

[SL4] M. Artioli et al; “A 250 GHz Radio Frequency CARM Source for
Plasma Fusion”, Conceptual Design Report, ENEA, pp. 154, 2016, ISBN:
978-88-8286-339-5.

[SL16] E. Di Palma, E. Sabia, G. Dattoli, S. Licciardi and I. Spassovsky;
“Cyclotron auto resonance maser and free electron laser devices: a unified
point of view”, Journal of Plasma Physics, Volume 83, Issue 1 , February
2017.

[SL5] D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Mathemati-
cal Methods for Physics”, invited Monograph by World Scientific, Singapore,
2017, in press.
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[SL3] M. Artioli, G. Dattoli, S. Licciardi, S. Pagnutti; “Fractional Deriva-
tives, Memory kernels and solution of Free Electron Laser Volterra type equa-
tion”, Mathematics 2017, 5(4), 73; doi: 10.3390/math5040073.

? G. Dattoli, S. Licciardi, E. Sabia; “Operator Ordering and Solution of
Umbral and Fractional Dfferential Equations”, work in progress.

The theoretical framework we are going to describe is relevant to a series
of papers which have been developed during the last years and deepen their
roots in the so called Quasi-Monomial (QM) treatment of special poly-
nomials [41, 20].

According to such a point of view, we recall the following definition.

Definition 8. A family of polynomials pn(x), ∀n ∈ N, ∀x ∈ R, is said to be
a Quasi-Monomial if a couple of operators, M̂ and P̂, hereafter called Multi-
plicative and Derivative operators respectively, do exist and act according
to the rules

M̂ pn(x) = pn+1(x), (2.0.1)

P̂ pn(x) = n pn−1(x). (2.0.2)

The previous identities clarify the role and, hence, the names of the two
operators and can be exploited to derive the relevant properties.

Corollary 8. The combinations of the two identities, ∀n ∈ N, ∀x ∈ R,
yields

M̂P̂ pn(x) = n pn(x) (2.0.3)

and

P̂ M̂ pn(x) = (n+ 1) pn(x), (2.0.4)

which eventually allows the conclusion that the commutator of the multiplica-
tive and derivative operators is[

P̂ , M̂
]

= P̂ M̂ − M̂P̂ = 1̂. (2.0.5)
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It is therefore evident that P̂ , M̂ , 1̂ can be viewed as the generators of
a Weyl algebra [SL5] . Furthermore, for a specific differential realization of
the afore mentioned operators, eqs. (2.0.3), (2.0.4) provide the eigenvalue
equation of the pn(x) polynomials.

Proposition 6. Assuming that the ”vacuum” is such that p0(x) = 1, we
infer, from eq. (2.0.1), that, ∀n ∈ N, ∀x ∈ R, we can generate our family of
polynomials pn(x) according to the “rule”

M̂n 1 = pn(x). (2.0.6)

Corollary 9. The relevant generating function straightforwardly follows from
eq. (2.0.6), namely

∞∑
n=0

tn

n!
pn(x) =

∞∑
n=0

tnM̂n

n!
1 = etM̂1. (2.0.7)

The previous remarks are a nut-shell content of the QM theory of special
polynomials. The formalism will be further elaborated in the forthcoming
part of the chapter but, in the remaining of this section, we see how some
“popular” families of special polynomials can be ascribed to such a general
context.

Example 14. In (1.2.4) we have introduced the two variable Hermite poly-
nomials (HP ) Hn(x, y) which are shown to satisfy the recurrences [SL5]

(x+ 2y∂x)Hn(x, y) = Hn+1(x, y),

∂xHn(x, y) = nHn−1(x, y),
(2.0.8)

∀x, y ∈ R,∀n ∈ N. It is accordingly evident that Hermite polynomials are
QM and that

M̂ = x+ 2y∂x, (2.0.9)

P̂ = ∂x. (2.0.10)

The second order differential equation satisfied by Hn(x, y) can therefore be
written in terms of the relevant product, namely

M̂P̂ = (x+ 2y∂x) ∂x, (2.0.11)
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yielding

x ∂xHn(x, y) + 2 y ∂2
xHn(x, y) = nHn(x, y). (2.0.12)

Regarding the generating function, by using eqs. (2.0.7)-(2.0.9), we find

∞∑
n=0

tn

n!
Hn(x, y) = et(x+2y∂x)1. (2.0.13)

The use of the Weyl rule (1.5.9) [57] yields∗

et(x+2y∂x)1 = e−
1
2

[tx,2yt∂x]etxe2yt∂x1 = ext+yt
2

, (2.0.14)

thus providing the quoted generating function (1.2.5).
In eq. (2.0.14) the last exponential operator disappears because

e2 y t ∂x1 = 1. (2.0.15)

We may however ask how the previous operator identities should be modified
if, instead of a constant, it acts on a generic function of the variable x.
We have noted (2.0.6)-(2.0.9) that

(x+ 2y∂x)
n 1 = Hn(x, y) (2.0.16)

but, if we relax the assumption that the operator on the left is acting on unity,
the result is however slightly more complicated.
We first note that (series expansions-(1.2.5))

∞∑
n=0

tn

n!
(x+ 2y∂x)

n = eyt
2+xte2ty∂x =

∞∑
m=0

tm

m!
Hm(x, y)

∞∑
s=0

(2ty)s

s!
∂sx =

=
∞∑
n=0

tn

n!
N̂n,

N̂n =
n∑
s=0

(
n

s

)
(2y)sHn−s(x, y)∂sx.

(2.0.17)

Equating the same like power ”t” terms, we end up with the so called
Burchnall identity [57]

(x+ 2y∂x)
n =

n∑
s=0

(
n

s

)
(2y)sHn−s(x, y)∂sx. (2.0.18)

∗We remind that [x, ∂x] = −1.
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Accordingly we obtain

(x+ 2y∂x)
n f(x) =

n∑
s=0

(
n

s

)
(2y)sHn−s(x, y)f (s)(x), (2.0.19)

where f (s)(x) denotes the sth-derivative of the function f(x) and therefore eq.
(2.0.19) reduces to eq. (2.0.16) if f(x) is a constant.

In the forthcoming sections we provide a description of the orthogonal
properties of HP within the so far developed operational framework.

2.1 Hermite Polynomial Orthogonal Proper-

ties and the Operational Formalism

In this section we discuss the orthogonal nature of the two-variable HP
using the rules we have established in the previous section. The point of
view we describe is slightly different from the conventional treatment and
is developed to obtain a more general definition of the concepts, underlying
the orthogonal nature of different polynomial families, we will employ in the
course of this thesis.

Lemma 6. Along with the definition of QM, we can also introduce functions
expanded on quasi monomials, according to the rule (we omit the vacuum 1,
for conciseness)

f(M̂) =
∞∑
n=0

anM̂
n =

∞∑
n=0

anpn(x), (2.1.1)

which can be understood as an expansion over the quasi monomial basis
pn(x),∀x ∈ R.

The meaning of eq. (2.1.1) can be worded as it follows.

Proposition 7. Any function having a Mac Laurin expansion on the ordi-
nary monomial basis, can be associated to a corresponding function which
can be expanded basis on its QM counterpart.

Therefore, once we have established a correspondence between f(M̂) and
a function of x, we have found the expansion of that function on the QM
basis. In terms of HP we find
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Example 15. ∀x, y ∈ R (see [SL5] and (2.0.16))

ey∂
2
xex =

∞∑
n=0

ey∂
2
xxn

n!
=
∞∑
n=0

(x+ 2y∂x)
n

n!
=
∞∑
n=0

Hn(x, y)

n!
= ex+y, (2.1.2)

or (see below (2.1.15) for further details)

ey∂
2
xe−x

2

=
∞∑
n=0

(−1)ney∂
2
xx2n

n!
=
∞∑
n=0

(−1)n

n!
H2n(x, y) =

1√
1 + 4y

e−
x2

1+4y .

(2.1.3)

The second serie has a limited convergence radius | y |< 1

4
as further dis-

cussed later.

It must be now clarified that the previous statements does not allow us
to conclude that QM polynomials are “naturally” orthogonal. It must be
stressed that the previous analysis does not allow any conclusion on the Or-
thogonality properties of theHn(x, y) polynomials. To get general statements
within such a respect, we develop a more elaborated treatment reported be-
low. We clarify this point by discussing a specific example.

Example 16. Let us accordingly assume that a function f(x) can be expanded
as

f(x) =
∞∑
n=0

anHn(x, y), (2.1.4)

where an are the coefficients of the expansion. It is evident that, being f a
function of one variable only, y should be regarded as a parameter. Let us
note that, since Hn(x, y) = ey∂

2
xxn [SL5], we find, from eqs. (2.1.1)-(2.1.2),

e−y∂
2
xf(x) =

∞∑
n=0

anx
n. (2.1.5)

To ensure the existence of a Gauss-Weierstrass transform (1.2.2) of f(x), we
assume that y be a negative defined parameter by setting y = − | y |,∀y ∈ R,
thus, writing eq. (2.1.5) (by applying (1.2.2) at eq. (2.1.5) and through a
variable change) as

∞∑
n=0

anx
n =

1

2
√
π | y |

∫ ∞
−∞

e−
(x−ξ)2

4|y| f(ξ)dξ. (2.1.6)
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It is therefore evident that

∞∑
n=0

anx
n =

1

2
√
π | y |

∫ ∞
−∞

e
xξ

2|y|−
x2

4|y|

(
e−

ξ2

4|y|f(ξ)

)
dξ =

=
1

2
√
π | y |

∞∑
m=0

xm

m!

∫ ∞
−∞

Hm

(
ξ

2 | y |
,− 1

4 | y |

)(
e−

ξ2

4|y|f(ξ)

)
dξ

(2.1.7)

and, by equating x-like power, we obtain for the expansion coefficients

am =
1

2m!
√
π | y |

∫ ∞
−∞

Hm

(
ξ

2 | y |
,− 1

4 | y |

)
e−

ξ2

4|y|f(ξ)dξ. (2.1.8)

It is accordingly evident that the function

um (x,− | y |) =
1

2m!
√
π | y |

Hm

(
x

2 | y |
,− 1

4 | y |

)
e−

x2

4|y| (2.1.9)

is bi-orthogonal to Hm (x,− | y |), namely∫ ∞
−∞

um (x,− | y |)Hn (x,− | y |) dx = δm,n. (2.1.10)

We note that, within the present context, | y | is only a parameter and

that, setting e.g. | y |= 1

2
, we obtain the ordinary Hermite functions of quan-

tum harmonic oscillator.

It is worth noting that, to ensure the condition (2.1.10), it is necessary that
the Re (− | y |) be positive.

Even though trivial, we provide a further example of expansion associated
with the shifted HP following defined.

Example 17. Let the operational rule (either y and z are parameters) [SL5]

Hn(x, y; z) := Hn(x− z, y) = e−z∂x+y∂2
xxn. (2.1.11)

The conditions for the expansion on this family of polynomials occurs through
the same procedure as before, we set therefore (the conditions on the sign of
z are not influent)
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f(x) =
∞∑
n=0

anHn (x,− | y |; z) (2.1.12)

and therefore

e|y|∂
2
x+z∂xf(x) =

∞∑
n=0

anx
n. (2.1.13)

Using the same procedure of example 16 we end up with the following
family of bi-orthogonal functions to the shifted HP

un (x,− | y |; z) =
1

2m!
√
π | y |

Hm

(
x− z
2 | y |

,− 1

4 | y |

)
e−

(x−z)2
4|y| , (2.1.14)

which provides the Hermite functions of the shifted harmonic oscillator.

The expansion (2.1.3), on the light of the previous discussion, can be
explained as it follows.

Proof. of eq. (2.1.3). By expanding e−x
2
, we get

ey∂
2
xe−x

2

= ey∂
2
x

∞∑
r=0

(−1)r

r!
x2r, (2.1.15)

interchanging the summation index and the exponential operator, we get

ey ∂
2
xe−x

2

=
∞∑
r=0

(−1)r

r!
ey ∂

2
xx2r =

∞∑
r=0

(−1)r

r!
H2r(x, y). (2.1.16)

From the other side, by using the GWI (1.2.2) we easily infer again the

Glaisher identity (1.4.10) ey ∂
2
xe−x

2
=

1√
1 + 4y

e−
x2

1+4y , which justifies what is

reported in eq. (2.1.3). It is important to stress that, while the transform

integral of ey ∂
2
xe−x

2
converges for any y > −1

4
, the expansion in terms of

two variable Hermite has a limited range of convergence (see later (2.2.10)).
The reasons are subtle and rely on the fact that the interchanging of the
summation and the exponential is not always admitted.

Remark 1. Before closing this section let us note that the expansion of a
monomial in terms of HP is fairly straightforward and is expressed as
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xn =

bn
2
c∑

r=0

an,rHn−2r(x, y), (2.1.17)

which yields the condition

an,r =
n!

(n− 2r)!r!
(−y)r, (2.1.18)

which, being a finite sum, does require the condition y = − | y |.
We can further stress the role of the y parameter in the theory of two

variable Hermite by noting that

a) Being Hn(x, y) solutions of the heat equation [144], they play the role
of the so called heat polynomials, introduced by Widder in ref. [144], where
y is associated with the evolution time;

b) A more subtle meaning can be inferred from the plots reported in Fig.
2.1 in which we have shown the polynomials in an x, y, z space. Within this
context, the operational rule Hn(x, y) = ey∂

2
xxn [SL5] can be understood in a

geometrical sense. The exponential operator transforms an ordinary
monomial into a Hermite type special polynomial. The “evolution”
from an ordinary monomial to the corresponding Hermite is shown by mov-
ing the cutting plane orthogonal to the y axis. For a specific value of the
polynomial degree n, the polynomials lie on the cutting plane, as shown in
the figures.
It is worth stressing that only for negative values of y do the polynomials
exhibit zeros, in accordance with the fact that in this region they realize an
orthogonal set.

60



-5

0

5

x -5

0

5

y

-20 000

-10 000

0

10 000

20 000

(a) H6(x, y) cutted by the plane y = 2.

-5 0 5
-20 000

-10 000

0

10 000

20 000

x

H
6

Hx
,2

L
(b) H6(x, 2).

-5

0

5

x -5

0

5

y

-200

-100

0

100

200

(c) H3(x, y) cutted by the plane y = 2.

-5 0 5
-200

-100

0

100

200

x

H
3

Hx
,2

L

(d) H3(x, 2).

-5

0

5

x -5

0

5

y

-200

-100

0

100

200

(e) H4(x, y) cutted by the plane y = −2.

-5 0 5
-200

-100

0

100

200

x

H
4

Hx
,-

2L

(f) H4(x,−2).

Figure 2.1: Geometrical representation of two-variable Hermite polynomials
in 3D and 2D, for different n and y values [SL1].
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The discussions and the examples we have developed so far show opera-
tional point of view on the theory of special polynomials and open many new
possibilities of interpretations on the nature of the polynomials themselves
as will be further discussed in the forthcoming sections of this chapter.

2.2 An Umbral Point of View on Hermite

Polynomials

In this section we consider the transition from Monomiality to Umbral
interpretation of HP. We noted e.g., in eqs. (1.2.9)-(1.2.16), that the Gaus-
sian function is the umbral image of the cylindrical Bessel function, now we
see that the Newton bynomial realizes the umbral image of HP.

Definition 9. We introduce

θ(z) := θz = y
z
2

(
Γ(z + 1)

Γ
(

1
2
z + 1

) ∣∣∣cos
(π

2
z
)∣∣∣) , ∀z ∈ R, (2.2.1)

the Hermite function vacuum.

Then

Proposition 8. The umbral operator yĥ
r acts on the vacuum θ0 according

to the rule

yĥ
r θ0 := θr, ∀r ∈ R,

θr =
y
r
2 r!

Γ
(
r
2

+ 1
) ∣∣∣cos

(
r
π

2

)∣∣∣ =

{
0 r = 2s+ 1

ys
(2s)!

s!
r = 2s

∀s ∈ Z.
(2.2.2)

Proof. ∀s ∈ Z,∀r, y, z ∈ R, by using the shift operator yĥ = e∂z , we get

yĥ
rθ0 = yĥ

rθ(z)
∣∣∣
z=0

= er∂zθ(z)
∣∣
z=0

= θ(z + r)|z=0 = θz+r|z=0 =

= y
z+r

2

(
Γ(z + r + 1)

Γ
(

1
2
(z + r) + 1

) ∣∣∣cos
(π

2
(z + r)

)∣∣∣)∣∣∣∣∣
z=0

=

=
y
r
2 r!

Γ
(
r
2

+ 1
) ∣∣∣cos

(
r
π

2

)∣∣∣ =

{
0 r = 2s+ 1

ys
(2s)!

s!
r = 2s

= θr.
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The numbers
(2s)!

s!
= 1, 2, 12, 120, 1680, ... are recognized as the quadru-

pal factorial numbers, reported in OEIS sequence A001813.

We remind the following Proposition already stated in [50].

Proposition 9. The Newton bynomial umbral version of Hermite polynomi-
als is accordingly obtained from eq. (2.2.2)

Hn(x, y) =
(
x+ yĥ

)n
θ0, ∀x, y ∈ R,∀n ∈ N. (2.2.3)

Proof. ∀x, y ∈ R,∀n ∈ N,∀s ∈ Z, by the use of Newton bynomial and eq.
(2.2.2) (

x+ yĥ
)n
θ0 =

n∑
r=0

(
n

r

)
xn−ryĥ

rθ0 =
n∑
r=0

(
n

r

)
xn−rys

(2s)!

s!
=

=

bn
2
c∑

s=0

xn−2sys
n!

(n− 2s)!s!
= Hn(x, y)

Corollary 10. The correspondence between umbral (2.2.3) and monomiality
operators (Definition 8) is

M̂ ↔
(
x+ yĥ

)
. (2.2.4)

The generating function of HP is straightforwardly inferred (in according
to (2.0.7) too)

∞∑
n=0

tn

n!
Hn(x, y) =

∞∑
n=0

(
t
(
x+ yĥ

))n
n!

= exteyĥtθ0, ∀t ∈ R, (2.2.5)

which yields the ordinary expression (1.2.5) by noting that

Ossservation 2.

eyĥtθ0 =
∞∑
r=0

tr

r!
yĥ

rθ0 = eyt
2

, ∀y, t ∈ R. (2.2.6)
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Proof. ∀y, t ∈ R, θ0 the vacuum of the yĥ-operator, by using series expansion
and eq. (2.2.2), we obtain

eyĥtθ0 =
∞∑
r=0

tr

r!
yĥ

rθ0 =
∞∑
r=0

tr

r!
ys

(2s)!

s!
=
∞∑
s=0

t2s

s!
ys = eyt

2

. (2.2.7)

The umbral point of view to HP is particularly useful for a straight-
forward derivation of the relevant properties. We provide some examples
through which we establish some of these properties and give an idea of the
implication offered by the present formalism.

We note that

Corollary 11. Regarding the derivation of generating function involving
even index HP, the following identity holds (applying (2.2.3))

∞∑
n=0

tn

n!
H2n(x, y) = et(x+yĥ)

2

θ0. (2.2.8)

Furthermore, on account of the GII (1.2.3) and eq. (2.2.6), we can write

et(x+yĥ)
2

θ0 =
1√
π

∫ ∞
−∞

e−ξ
2+2
√
t (x+yĥ) ξ dξ θ0 =

=
1√
π

∫ ∞
−∞

e−ξ
2

e2
√
txξ
(
e2
√
tξyĥθ0

)
dξ =

=
1√
π

∫ ∞
−∞

e−ξ
2

e2
√
txξe4ytξ2

dξ =
1√

1− 4yt
e

x2t
1−4yt ,

(2.2.9)

thus getting

∞∑
n=0

tn

n!
H2n(x, y) =

1√
1− 4yt

e
x2 t

1−4yt ,

| t |< 1

| 4y |
,

(2.2.10)

which is a result analogous to that already viewed in eq. (2.1.3), within the
framework of the orthogonal properties of two variable Hermite.
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Example 18. By exploiting eq. (2.2.6) we get

e−yx
4

= e−iyĥx
2

θ0, ∀x ∈ R,∀y ∈ R+
0 . (2.2.11)

According to this identity, the super-Gaussian of order 4 can be treated
as an ordinary Gaussian. It is, accordingly, instructive to note that∫ ∞

−∞
e−yx

4

dx =

∫ ∞
−∞

e−iyĥx
2

dx θ0 =

√
π

iyĥ
θ0 (2.2.12)

and, being the integral a real integral (to use ”i” is an artifice), we calculate

√
π
∣∣∣(i− 1

2

)∣∣∣ yĥ− 1
2 θ0 =

√
π

√
2

2

y−
1
4 Γ

(
1

2

)
Γ

(
3

4

) =
1

2 4
√
y

Γ

(
1

4

)
, (2.2.13)

obtaining, therefore, the correct (well known) result integral of the super-
gaussian in eq. (2.2.11).

Example 19. Let

I(α, β) =

∫ ∞
−∞

e−αx
2−βx4

dx, ∀α ∈ R,∀β ∈ R+
0 , (2.2.14)

which can be written as

I(α, β) =

∫ ∞
−∞

e−x
2(α+β ĥ)dx θ0,

Ĥ(α, β) =
(
α + βĥ

)
,

(2.2.15)

which yields

I(α, β) =

√
π

Ĥ(α, β)
θ0 =

√
πĤ− 1

2
(α, β)θ0. (2.2.16)

The previous identity suggests the possibility of defining negative order
HP , in which the index is not constrained to integers but may keep any real
value, so we give
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Definition 10. According to eq. (2.2.3) we define, ∀ν ∈ R+,∀x, y ∈ R, the
Negative Order Hermite (NOH)

H−ν(x, y) =
(
x+ yĥ

)−ν
θ0. (2.2.17)

They are no more polynomials but Hermite functions.

Proposition 10. The relevant NOH-function integral representation can be
written as

H−ν(x, y) =
1

Γ(ν)

∫ ∞
0

sν−1e−sxe−ys
2

ds, ∀x ∈ R,∀y, ν ∈ R+. (2.2.18)

Proof. ∀x ∈ R,∀y, ν ∈ R+, by the use of Laplace transform and eq. (2.2.6),
we obtain

H−ν(x, y) =
1(

x+ yĥ
)ν θ0 =

∫ ∞
0

e−xs
sν−1e−yĥs

Γ(ν)
ds θ0 =

=
1

Γ(ν)

∫ ∞
0

sν−1e−xs
(
e−syĥxθ0

)
ds =

=
1

Γ(ν)

∫ ∞
0

sν−1e−sxe−ys
2

ds.

The use of the same procedure leads to the derivation of the infinite
integral ∀y ∈ R

Iν(x, y | m) =

∫ ∞
0

e−s
m(x+ysm)sν−1ds =

∫ ∞
0

e−s
m(x+−|y|ĥ)sν−1ds θ0 =

=
Γ
(
ν
m

)
m

H− ν
m

(x, y).

(2.2.19)

In these two last sections we have presented the theory of HP in terms
of a non standard procedure, which allows significant degrees of freedom
from the computational point of view and opens new possibilities for the
solution of practical problems. In the next section we extend this wide range
of properties linked to Hermite polynomials/functions by providing various
examples of applicability of the method, which we reassume by calling it
Hemite Calculus.
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2.3 Hermite Calculus

The Hermite calculus investigated so far, useful to treat computations
involving Hermite polynomials and their generalizations as well, can be ex-
panded as follows.

Example 20. ∀α, β ∈ R : α + β > 0,∀γ ∈ R, we consider the integral

I(α, β, γ) =

∫ ∞
−∞

e−(α+β)x2−γxdx, (2.3.1)

which can be evaluated through the GWI (1.2.2), thus getting

I(α, β, γ) =

√
π

α + β
e

γ2

4(α+β) . (2.3.2)

We restyle eq. (2.3.1) in umbral way

I(α, β, γ) =

∫ ∞
−∞

e−αx
2−ĥ(γ,−β)xdx η0, (2.3.3)

where we have introduced the notation

e−ĥ(γ,−β)xη0 =
∞∑
r=0

(−x)r

r!
ĥr(γ,−β)η0 =

∞∑
r=0

(−x)r

r!
Hr(γ,−β), (2.3.4)

based on the use of the umbral identity ([137], [50])

ĥr(γ,−β)η0 = ηr = Hr(γ,−β). (2.3.5)

In the integral in eq. (2.3.3) we have treated the term which can be expended
in terms of Hermite polynomials as a single block and we have enucleated the
variable x raised to the first power.

According to (1.2.2) we can write [50] [126]

I(α, β, γ) =

√
π

α
e
ĥ2

(γ,−β)
4α η0 =

√
π

α

∞∑
r=0

1

r!

(
ĥ2

(γ,−β)

4α

)r

η0, (2.3.6)

which provides us with the correct result for the problem we are studying. The

application of the previous prescription yields, indeed, if

∣∣∣∣βα
∣∣∣∣ < 1
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√
π

α

∞∑
r=0

1

r!

(
ĥ2

(γ,−β)

4α

)r

η0 =

√
π

α

∞∑
r=0

1

r!

1

(2
√
α)2r

H2r(γ,−β) =

=

√
π

α

∞∑
r=0

1

r!
H2r

(
γ

2
√
α
,− β

4α

)
=

√
π

α + β
e

γ2

4(α+β) ,

(2.3.7)

† which is obtained after using the identity (2.2.10).

Properties 4. The umbral operator defined in eq. (2.3.5) satisfies the iden-
tity‡ (see (1.1.7))

ĥmĥr = ĥm+r, (2.3.8)

∀m, r ∈ R. It is also fairly natural to set

∂ĥĥ
rη0 = r ĥr−1η0 = rHr−1(γ,−β). (2.3.9)

Reminding the recurrence (2.0.8) ∂γHr(γ,−β) = rHr−1(γ,−β), the ”deriva-
tive” operator can be identified with

∂ĥ → ∂γ. (2.3.10)

Furthermore since

ĥĥrη0 = ĥr+1η0 = Hr+1(γ,−β) (2.3.11)

and, on account of the recurrence (2.0.8),

Hr+1(γ,−β) = γHr(γ,−β)− 2 β r Hr−1(γ,−β), (2.3.12)

we can also conclude that ĥ itself can be identified with the differential oper-
ator

ĥ = γ − 2 β ∂γ. (2.3.13)

in according to M̂-operator (2.0.9).

It is also worth noting that

†We remind that anHn(x, y) = Hn(ax, a2y) [SL5].
‡The subscript (γ,−β) has been omitted because the identity holds for ĥ operators

with the same basis, hereafter it will be included whenever necessary.
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Lemma 7. ∀x, r, γ, β ∈ R,

∂rxe
−ĥxη0 = (−1)rĥre−ĥxη0 = (−1)r

∞∑
n=0

(−x)n

n!
ĥn+rη0 =

= (−1)r
∞∑
n=0

(−x)n

n!
Hn+r(γ,−β)

(2.3.14)

and, according to the identity [SL5]

∞∑
n=0

tn

n!
Hn+l(x, y) = Hl(x+ 2yt, y)ext+yt

2

, (2.3.15)

we can establish the “rule”

ĥre−ĥxη0 = Hr(γ + 2 β x,−β)e−(γx+βx2). (2.3.16)

We can now make a step further through the

Example 21. Let

I(γ, β) =

∫ ∞
−∞

e−ĥx
2

dx η0, ∀α ∈ R,∀β ∈ R+
0 ,

e−ĥx
2

η0 = e−(γx2+βx4),

(2.3.17)

which, after applying the GWI (1.2.2) writes

I(γ, β) =
√
π ĥ−

1
2η0, (2.3.18)

which makes sense only if we can provide a meaning for ĥ−
1
2 . The most natu-

ral conclusion is that they can be understood as fractional order Hermite,
which for our purposes can be defined as it follows [81]

Hν(x,−y) = y
ν
2
e
x2

4y

√
π

∫ ∞
0

e−
t2

4 tν cos

(
x

2
√
y
t− π

2
ν

)
dt, ∀ν ∈ R, (2.3.19)

or as

Hν(x,−y) = Γ(ν + 1)
∞∑
r=0

xν−2r(−y)r

Γ(ν + 1− 2r)r!
, x >> y, (2.3.20)

which has however a limited range of convergence.
The correctness of eq. (2.3.18) can be readily proved involving either the
definitions (2.3.19) and the (2.3.20) (and it confirm the result obtained in
esample 19 through another operator).
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We will comment in examples 22 and 23 on the extension of the Hermite
polynomials to non-integer index.

Lemma 8. Let us now consider the following repeated derivatives

∂ n
x e
−ĥx2

η0 = (−1)nHn(2 ĥ x,−ĥ)e−ĥx
2

η0 =

= (−1)nn!

[n2 ]∑
r=0

(−1)r(2x)n−2r

(n− 2r)!r!

(
ĥn−re−ĥx

2
)
η0.

(2.3.21)

Thus getting, on account of eq. (2.3.16),

∂ n
x e
−ĥx2

η0 = (−1)nn!

[n2 ]∑
r=0

(−1)r(2x)n−2r

(n− 2r)!r!
Hn−r(γ + 2 βx2,−β)e−(γx2+βx4),

(2.3.22)
in accordance with

∂ n
x e
−(γx2+βx4) = H(4)

n (−2 γx− 4 βx3,−γ − 6 βx2,−4 βx,−β)e−(γx2+βx4).
(2.3.23)

Example 22. In ref. [27] the following integral

J(a, b, c) =

∫ ∞
−∞

e−(ax4+bx2+cx)dx, ∀b, c ∈ R, ∀α ∈ R+
0 ,

Re(a) > 0,

(2.3.24)

has been considered, within the framework of problems regarding the non-
perturbative treatment of the anharmonic oscillator. A possible perturbative
treatment is that of setting

J(a, b, c) =
∞∑
n=0

(−1)n

n!
gn(a) [Hn(c,−b) +Hn(−c,−b)] ,

gn(a) =

∫ ∞
0

xne−ax
4

dx =
1

4
a−

n+1
4 Γ

(
n+ 1

4

)
,

(2.3.25)

which, as noted in [27], is an expansion with zero radius of convergence in
spite of the fact that J(a, b, c) is an entire function for any real or complex
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value of b, c.

The use of our point of view allows to write

J(a, b, c) =

∫ ∞
−∞

e−ĥ(b,−a)x
2−cxdx η0 =

√
π

ĥ
e
c2

4ĥη0 =
√
π
∞∑
s=0

1

s!

( c
2

)2s

ĥ−(s+ 1
2)η0.

(2.3.26)
We have omitted the subscript (b,−a) in the r.h.s. of eq. (2.3.26) to avoid
a cumbersome notation. The meaning of the operator ĥ raised to a negative
exponent is easily understood as

ĥ−(s+ 1
2)η0 = H−(s+ 1

2)(b,−a), (2.3.27)

where the negative index Hermite polynomials are expressed in terms of the
parabolic cylinder functions Dn according to the identity [1]

H−n(x,−y) = (2y)−
n
2 e

x2

8yD−n

(
x√
2y

)
. (2.3.28)

The use of eq. (2.3.28) in eq. (2.3.26) finally yields the same series
expansion obtained in ref. [27]

J(a, b, c) =
√
π
∞∑
s=0

1

s!

( c
2

)2s

(2a)−
1
2(s+ 1

2) e
b2

8aD−(s+ 1
2)

(
b√
2a

)
, (2.3.29)

which is convergent for any value of b, c and a > 0.

Example 23. Regarding the use of non-integer Hermite polynomials it is
evident that the definition adopted in eq. (2.3.19) can be replaced by the use
of the parabolic cylinder function, it is therefore worth noting that the use of
the properties of the Dn functions allows the following alternative form for
eq. (2.3.18) (see ref. [142] and eq. (2.3.28))

I(γ, β) =
√
π (2 β)−

1
4 e

γ2

8βD− 1
2

(
γ√
2β

)
=

=

√
γ

2
√

2β
(2 β)−

1
4 e

γ2

8βK 1
4

(
γ2

8β

)
,

D− 1
2
(z) =

√
z

2π
K 1

4

(
1

4
z2

)
,

(2.3.30)

where Kν(z) is a modified Bessel function of the second kind (see
Chapter 5).
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A further example of application of the method developed so far is pro-
vided by

Example 24.∫ ∞
0

e−(βx2n+γxn)dx =

∫ ∞
0

e−ĥ(γ,−β)x
n

dx η0 =
1

n
Γ

(
1

n

)
ĥ
− 1
n

(γ,−β)η0 =

=
1

n
Γ

(
1

n

)
(2β)−

1
2n e

γ2

8βD− 1
n

(
γ√
2β

)
.

(2.3.31)

The use of this family of polynomials allows to cast the integral in eq.
(2.3.26) in the form

J(a, b, c) =

∫ ∞
−∞

e 4ĥ(−c,−a)x−bx2

dx ε0 =

√
π

b
e

( 4ĥ(−c,−a))
2

4b ε0, (2.3.32)

where

(
4ĥ(−c,−a)

)n
ε0 := εn = H(4)

n (−c,−a) = (−1)nn!

[n4 ]∑
r=0

cn−4r(−a)r

(n− 4r)!r!
, (2.3.33)

with H
(4)
n (c,−a) being a fourth order Hermite Kampé de Fériét [4] poly-

nomial.
The series expansion of the right hand side of eq. (2.3.32) in terms of
fourth order Hermite converges in a much more limited range than the series
(2.3.29) and has been proposed to emphasize the possibilities of the method
we have proposed so far.

The bynomial umbral procedure emphasized so far can be extended to
Higher Order Hermite Polynomials as shown in Appendix B.1.

Example 25. According to our formalism the Pearcey integral, widely stud-
ied in optics, is easily reduced to a particular case of eq. (2.3.24), within the
framework of diffraction problems [92], namely

J(1, x,−iy) =

∫ ∞
−∞

e−(t4+xt2)+iytdt =

√
π

ĥ(x,−1)

e
− y2

4ĥ(x,−1) η0, ∀x, y ∈ R

(2.3.34)
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and can be expressed in terms of parabolic cylinder functions, as indicated in
example 23. It is perhaps worth stressing that, in the literature a converging
series for the Pearcey integral is given in the form [23]

J(1, x,−iy) =

∫ ∞
−∞

e−t
4−ĥ(iy,−x)tdt η0 =

∫ ∞
0

e−t
4
(
eĥ(iy,−x)t + eĥ(−iy,−x)t

)
dt η0 =

= 2
∞∑
n=0

(−1)ng2n(1)a2n(x, y),

(2.3.35)

with

a0(x, y) = 1,

a1(x, y) = y,

an(x, y) =
1

n
(y an−1(x, y) + 2 x an−2(x, y)) ,

(2.3.36)

which is reconciled with our previous result, in terms of two variable Hermite
polynomials, provided that one recognizes

J(1, x,−iy) =
∞∑
n=0

(−1)n

n!
gn(1) [Hn(−iy,−x) +Hn(iy,−x)] . (2.3.37)

In this section we have provided some hint on the use of the Hermite
calculus to study integral forms with specific application in different field of
research. In Chapter 3 we will show how the method can be extended to a
systematic investigation of the Voigt functions and to their relevant general-
izations [109].

A further important application is the use of the method within the frame-
work of evolutive PDE. In order to start, we consider the following straight-
forward example.

Example 26. Let, ∀x, α, β ∈ R,∀t ∈ R+
0 ,{

∂tF (x, t) = (α∂x + β∂2
x)F (x, t)

F (x, 0) = f(x),
(2.3.38)

whose (formal) solution is easily obtained as
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F (x, t) = e(αt)∂x+(βt)∂2
xf(x). (2.3.39)

The use of the formalism developed so far allows to write the rhs of eq.
(2.3.39) in the form

F (x, t) = eĥ(αt, βt)∂xf(x)η0, (2.3.40)

by the use of standard exponential rules we obtain

F (x, t) = f
(
x+ ĥ(αt, βt)

)
η0, (2.3.41)

which is still a formal solution unless we provide a meaning for the rhs of eq.
(2.3.41). Let us therefore use the Fourier transform method to write

f
(
x+ ĥ(αt, βt)

)
η0 =

1√
2π

∫ ∞
−∞

f̃(k)eikx+ikĥ(αt, βt)dk η0 =

=
1√
2π

∫ ∞
−∞

f̃(k)eik(x+αt)−k2βtdk,

(2.3.42)

which is a kind of Gabor transform [71]. It is evident that the same result
can be obtained with ordinary means, we have used this example to prove the
correctness and flexibility of the method we propose.

Let us now specialize the result to the case f(x) = xn and write

f
(
x+ ĥ(αt, βt)

)
η0 =

(
x+ ĥ(αt, βt)

)n
η0 =

n∑
s=0

(
n

s

)
xn−sĥs(αt, βt)η0,

= Hn(x+ αt, βt)

(2.3.43)

which is just the derivation from a different point of view of the following
operational identity [SL5]

eκ∂x+λ∂2
xxn = Hn(x+ κ, λ), ∀x, κ, λ ∈ R. (2.3.44)

The possibilities for the applicability of the integration method discussed
in this section arise if, inside the integrand, an exponential generating func-
tion is recognized.

To clarify this point we note that the integral
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f(a, b, c) =

∫ ∞
−∞

e−ax
2+
√
x2+bx+cdx,

b2 − 4c < 0,

a > 1,

(2.3.45)

can be written as

f(a, b, c) =

√
π

a
e
R̂2

4a =

√
π

a

∞∑
n=0

1

n!

(
1

4a

)n
R2n(b, c), (2.3.46)

provided that

e
√
x2+bx+c = eR̂x =

∞∑
n=0

xn

n!
R̂n,

R̂n = Rn(b, c),

(2.3.47)

where Rn(b, c) are polynomials of the parameter b, c.

Even though such a polynomials expansion can be obtained using differ-
ent procedure, we have tested the validity of our ansatz using the following
integral definition

Rm(b, c) =
m!

2π

∫ 2π

0

e−imφe
√
e2iφ+beiφ+cdφ, (2.3.48)

which has been used to benchmark the identity (2.3.46), with the full numer-
ical integration of (2.3.45).

2.4 The Negative Derivative Operator Method

and the Associated Technicalities

We have already stressed that the theory of fractional derivatives has very
venerable roots. More than two centuries ago Euler started his studies on
this subject [105] and his achievements provided a powerful and universal
frame for the solution of problems, involving fractional derivatives either in
pure and applied mathematics.
We have also underscored that, to date, the fractional derivative studies have
been merged within a wider context, including the wealth of knowledge of
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the special functions and with such a comprehensive tool as the operational
method.

Even though we have already presented the formalism of fractional derivative
operator, in which the exponent is any positive or negative real number, we
devote this section to the properties of derivative operators with negative in-
teger exponents, whose relevant formalism has been sporadically discussed in
the mathematical literature in relation with various problems, ranging from
integral equations to applications in laser physics [35, 87]. We will see, in
the following, that such a formalism, originated by [117], is fairly rich and
has interesting consequences, when merged with the umbral procedure we
are developing here.

Operational methods, expanded within the context of the fractional deriva-
tive formalism, have opened new possibilities in the application of Calculus.
Even classical problems, with well-known solutions, may acquire a different
flavor, if viewed within such a perspective which, if properly pursued, may
allow further progresses disclosing new avenues for their study and general-
izations.
It is indeed well known that the operation of integration is the inverse of that
of derivation; however such a statement, by itself, does not enable a formal-
ism to establish rules to handle integrals and derivatives on the same footing.

An almost natural environment to place this specific issue is the formalism of
real order derivatives, in which the distinction between integrals and deriva-
tives becomes superfluous.
The use of the formalism associated with the fractional order operators offers
new computational tools as e.g. the extension of the concept of integration
by parts. Within such a context we get

Proposition 11. The integral of a function f ∈ C∞ can be written in terms
of the series [117]∫ x

0

f(ξ)dξ =
∞∑
s=0

(−1)s
xs+1

(s+ 1)!
f (s)(x), ∀x ∈ R, (2.4.1)

where f (s)(x) denotes the sth-derivative of the integrand function.

To proof eq. (2.4.1) we give the following
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Definition 11. ∀x ∈ R,∀f ∈ C∞, let∫ x

0

g(ξ)f(ξ)dξ = 0D̂
−1
x (g(x)f(x)) ,

αD̂
−1
x s(x) =

∫ x

α

s(ξ)dξ,

g(x) = 1.

(2.4.2)

αD̂
−1
x is the negative derivative operator.

Then

Proof. We rewrite eq. (2.4.1) according to Definition 11 and by the use of
a slightly generalized form of the Leibniz formula, written as

0D̂
−1
x (g(x)f(x)) =

∞∑
s=0

(
−1

s

)
g(−1−s)(x)f (s)(x), (2.4.3)

we provide the proof after taking g(x) = 1 and after noting that

(
−1

s

)
= (−1)s,

g(−1−s)(x) =
xs+1

(s+ 1)!
.

(2.4.4)

The interesting element of such an analytical tool is that it allows the
evaluation of the primitive of a function in terms of an automatic procedure,
analogous to that used in the calculus of the derivative of a function. At
the same time it marks the conceptual, even though not formal, difference
between the two operations. The integrals give rise to a computational pro-
cedure involving, most of the times, an infinite number of steps. Eq. (2.4.3)
becomes useful if e.g. the function f(x) has peculiar properties under the
operation of derivation, like being cyclical, vanishing after a number of steps
or other.

The formalism, we have just envisaged can be combined, e.g., with the
properties of the special polynomials to find useful identities. In the case of
two variable HP , Hn(x, y), satisfying the property [SL5]
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Properties 5.

∂sxHn(x, y) =
n!

(n− s)!
Hn−s(x, y),

∂syHn(x, y) =
n!

(n− 2s)!
Hn−2s(x, y),

(2.4.5)

we obtain the following definite integrals

Example 27. ∀x, y ∈ R, we get∫ x

0

Hn(ξ, y)dξ =
n∑
s=0

(−1)s xs+1

(s+ 1)!

n!

(n− s)!
Hn−s(x, y) =

=
n∑
s=0

x

(s+ 1)

(
n

s

)
(−x)sHn−s(x, y),∫ y

0

Hn(x, η)dη =
n∑
s=0

(−1)s ys+1

(s+ 1)!

n!

(n− 2s)!
Hn−2s(x, y)

(2.4.6)

and

∫ x

0

Hn(ξ, y) cos(ξ)dξ =
n∑
s=0

(−1)s
cos
(
x+ s

π

2

)
(s+ 1)!

n!

(n− s)!
Hn−s(x, y),

∫ y

0

Hn(x, η) cos(η)dη =
n∑
s=0

(−1)s
cos
(
y + s

π

2

)
(s+ 1)!

n!

(n− 2s)!
Hn−2s(x, y).

(2.4.7)

Furthermore, by taking into account that (generalization of eq. (1.2.6))
[SL5]

∂sx e
ax2+bx = Hs(2ax+ b, a)eax

2+bx, ∀a, b, x ∈ R (2.4.8)

and reminding that (−1)nHn(x, y) = Hn(−x, y) [SL5], we find

Example 28.∫ x

0

eaξ
2+bξdξ =

∞∑
s=0

xs+1

(s+ 1)!
Hs(−2ax− b, a)eax

2+bx (2.4.9)

and
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∫ x

0

eaξ
2+bξ cos(ξ)dξ =

∞∑
s=0

cos
(
x+ s

π

2

)
(s+ 1)!

Hs(−2ax− b, a)eax
2+bx. (2.4.10)

The right hand side of eq. (2.4.9) can be viewed as the primitive of the
erfc function (see Chapter 3).

We can now merge umbral and negative derivative methods to get further
results.

The use of the properties of the Gaussian functions under repeated deriva-
tives, as e.g. the generalized form of HP (1.2.6) ∂nx e

ax2
= Hn(2ax, a)eax

2
,

allows the derivation of its Bessel umbral counterpart identity (see later
Chapter 5), namely

Example 29. Let J0(x) the 0-order Bessel function ∀x ∈ R, by using eq.
(1.2.9) and the Jn(x)-umbral image (5.1.10) (proved in Chapter 5) we get

∂nx J0(x) = ∂nx e
−ĉ(x2 )

2

ϕ0 = Hn

(
−ĉx

2
,− ĉ

4

)
e−ĉ(

x
2 )

2

ϕ0 =

= (−1)nn!

bn
2
c∑

r=0

(−1)rxn−2rĉn−r

2n−2r2r(n− 2r)!r!

∞∑
s=0

(−1)s
(
x
2

)2s
ĉs

s!
ϕ0 =

= (−1)nn!

bn
2
c∑

r=0

(−1)r
(
x
2

)−r
2r(n− 2r)!r!

∞∑
s=0

(−1)s
(
x
2

)2s+(n−r)

s!(s+ (n− r))!
=

= (−1)nn!

bn
2
c∑

r=0

(−2)−rx−r

r!(n− 2r)!
Jn−r(x).

(2.4.11)

We can therefore “translate” the identity (2.4.9) as

∫ x

0

J0(ξ)dξ =
∞∑
s=0

xs+1

(s+ 1)!

s! bn2 c∑
r=0

(−2)−rx−r

r!(s− 2r)!

 Js−r(x). (2.4.12)

Further integral transforms can be framed within the same context.

Example 30. The well-known identities [1] ∀x ∈ R+
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∫ ∞
0

J0

(
2
√
xu
)

sin(u)du = cos(x),∫ ∞
0

J0

(
2
√
xu
)

cos(u)du = sin(x),

(2.4.13)

can be proved by following the method illustrated so far. They can indeed be
easily stated as follows

∫ ∞
0

J0

(
2
√
xu
)
eiudu =

∫ ∞
0

e−(ĉx−i)udu ϕ0 =
1

ĉx− i
ϕ0 = i

∞∑
r=0

(−iĉx)rϕ0 =

= −ie−ix.
(2.4.14)

Furthermore,

Example 31. Reminding the Lemma 2, which provides J0 (2
√
x) = C0(x) =∑∞

r=0

(−x)r

r!2
, where C0(x) is the 0-order Tricomi-Bessel function, satisfying

the identity ∀x ∈ R,∀s ∈ R+
0 [133]

∂sx C0(x) = (−1)sCs(x),

Cs(x) =
∞∑
r=0

(−x)r

r!(r + s)!
,

(2.4.15)

we find

∫ ∞
0

usCs(xu) sin(u)du = (−1)s cos
(
x+ s

π

2

)
,∫ ∞

0

usCs(xu) cos(u)du = (−1)s sin
(
x+ s

π

2

) (2.4.16)

and, by a straightforward application of eqs. (1.2.9)-(1.2.12), we also obtain∫ ∞
0

C0(xu)J0(u)du = J0(x). (2.4.17)

In the forthcoming section we use the same formalism to introduce the
Laguerre polynomial families.
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2.5 Laguerre Polynomials and the Relevant

Umbral Forms

In this section we see how the different concepts and computational tools,
developed in the previous sections, can be merged to provide a “non stan-
dard” point of view to the theory of the two variable Laguerre polynomials
(LP), defined by the series (see [41] and references therein)

Ln(x, y) = n!
n∑
r=0

(−1)ryn−rxr

(n− r)!r!2
, ∀x, y ∈ R,∀n ∈ N. (2.5.1)

Proposition 12. On account of the fact that, by Definition 11,

0D̂
−r
x 1 =

xr

r!
, ∀x ∈ R+

0 , (2.5.2)

we can cast eq. (2.5.1) in the form

Ln(x, y) = n!
n∑
r=0

(−1)ryn−r0D̂
−r
x

(n− r)!r!
=
(
y − 0D̂

−1
x

)n
(2.5.3)

(the 1 on the right side of the operator has been omitted for brevity).

The LP have therefore been transformed in a Newton bynomial involving
a negative derivative operator.

Properties 6. It is fairly natural to infer from the operational definition in
eq. (2.5.3) that

a) (
y − 0D̂

−1
x

)(
y − 0D̂

−1
x

)n
=
(
y − 0D̂

−1
x

)n+1

, (2.5.4)

b) being 0D̂
−1
x ∂x = 1̂, it is easily checked by recursivity that

− ∂xx∂x
(
y − 0D̂

−1
x

)n
= nLn−1(x, y) (2.5.5)

and that [
−∂xx∂x, y − 0D̂

−1
x

]
= 1. (2.5.6)

Then, we can provide

81



Proposition 13. According to Definition 8, eqs. (2.5.4)-(2.5.5) define the
multiplicative and derivative operators of LP , namely

M̂ = y − D̂−1
x , (2.5.7)

P̂ = −∂xx∂x. (2.5.8)

In particular the eq. (2.5.8) is referred, in the relevant mathematical litera-
ture, as Laguerre derivative l∂x.

A number of consequences can be drawn from the previous formalism.

Properties 7. We have

i) Differential equation satisfied by Laguerre operators

−
((
y − D̂−1

x

)
∂xx∂x

)
Ln(x, y) = nLn(x, y), (2.5.9)

which yields

y x Z
′′

+ (y − x)Z ′ + nZ = 0,

Z = Ln(x, y).
(2.5.10)

Even though not explicitly mentioned the two variable Laguerre reduces
to their ordinary counterpart [2] for y = 1.

ii) Laguerre heat equation (LHE)

The following identity naturally follows from the previous identities
[SL5] 

∂yLn(x, y) = −∂xx∂xLn(x, y)

Ln(x, 0) =
(−x)n

n!
.

(2.5.11)

It is evident that eq. (2.5.11) provides the further operational definition
of LP

Ln(x, y) = e−y∂xx∂x
(−x)n

n!
, (2.5.12)

which can be checked after the use of the (surprising) identity
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(∂xx∂x)
s = ∂sxx

s∂sx, (2.5.13)

in turn proved by induction.

Eq. (2.5.11) is an initial value problem analogous to the heat equation
satisfied by the HP , this justifies its definition of LHE.
In example 32 we will discuss relevant solutions involving different ini-
tial condition.

iii) Associated generating function(s) as straightforward conse-
quence of the envisaged formalism

We find indeed

∞∑
n=0

tnLn(x, y) =
1

1−
(
y − D̂−1

x

)
t

=
1

1− yt

(
1

1 + tD̂−1
x

1−yt

)
=

=
1

1− yt

∞∑
r=0

(−1)r

(1− yt)r
D̂−rx .

(2.5.14)

Finally, by the use of eq. (2.5.2), we find

∞∑
n=0

tnLn(x, y) =
1

1− yt
e−

xt
1−yt ,

| yt |< 1.

(2.5.15)

Other generating functions are obtained by combining elementary alge-
braic rules and those associated with the negative derivative operator,
like e.g.

∞∑
n=0

tnLn(x, y) =
∞∑
n=0

tn
(
y − D̂−1

x

)n
= eyte−tD̂

−1
x = eyt

∞∑
r=0

(−t)r

r!
D̂−rx ,

(2.5.16)
thus allowing the conclusion

∞∑
n=0

tnLn(x, y) = eyt
∞∑
r=0

(−tx)r

r!2
= eytC0(xt). (2.5.17)
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Example 32. Let us now apply the previous results to the solution of the
LHE {

∂yF (x, y) = −∂xx∂x F (x, y)

F (x, 0) = e−x.
(2.5.18)

The use of the evolution operator method yields

F (x, y) =
1

1− y
e−

x
1−y , (2.5.19)

which has a limited convergence radius, fixed by | y |< 1.

In the case of a generic initial function F (x, 0) = g(x), the solution of
the LHE reads (see Appendix (B.1.17) for the relevant proof)

F (x, y) = e
x
y

∫ ∞
0

e−sC0

(
x

y
s

)
g(−xs)ds, (2.5.20)

which plays the same role of the Gauss- Weierstrass transform and can be
exploited to infer the LP orthoganal properties.

Before proceeding further we comment on the geometrical properties of
LP, by taking advantage from eqs. (2.5.11), the procedure is analogous to
that already discussed for HP and we find indeed what is shown in Figs. 2.2.
The previous formulas suggest geometrical representations for the two-variable
LP, which are displayed in the graphics. The exponential operator trans-

forms an ordinary monomial
(−x)n

n!
into a Laguerre type polynomial. The

monomial-to-polynomial transition is shown by moving the cutting plane or-
thogonal to the y axis. For a specific value of the polynomial degree n, the
polynomials lie on the cutting Ln(x, y) plane.
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Figure 2.2: Geometrical representation of two-variable Laguerre polynomials
in 3D and 2D, for different n and y values [SL1].
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It is evident that either for Laguerre and Hermite polynomials the expo-
nential operator acting on the monomial is a kind of shift in the y variable
and indeed we have

e−y2∂xx∂xLn(x, y1) = Ln(x, y1 + y2),

ey2∂2
xHn(x, y1) = Hn(x, y1 + y2).

(2.5.21)

Furthermore, to recover monomials from HP and LP it will be enough
to set

ey∂xx∂xLn(x, y) = Ln(x, 0) =
(−x)n

n!
,

ey∂
2
xHn(x, y) = Hn(x, 0) = xn.

(2.5.22)

In the forthcoming section we discuss the transition towards the Umbral
treatment.

2.6 The Umbral Version of Laguerre and Her-

mite Associated Polynomials

Most of the results we have derived in the previous section can be deduced
using the umbral formalism as it results evident from the following§

Proposition 14. ∀x, y ∈ R,∀n ∈ N, by using eq. (1.1.6) and the same
procedure of Proposition 9, we provide

Ln(x, y) = (y − ĉx)nϕ0. (2.6.2)

The use of the previous proposition allows a significant simplification of
the theory of LP and eq. (2.6.2) will be largely exploited in the forthcoming
chapters. We note that such a point of view has opened new avenues in the
derivation of Lacunary Generating Functions [11] and for the relevant com-
binatorial interpretation [129].

§We note that in similar way we can write from eq. (1.1.6)

Ln(x, y) =

n∑
s=0

(
n

s

)
yn−s (−ĉx)

s
ϕ 0 =

n∑
s=0

(−1)sn!

(s!)
2

(n− s)!
yn−s xs. (2.6.1)
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Let us note that eq. (2.6.2) suggests that the definition can be extended
to negative real value of the index. In this case will not deal with polynomials
any more but with Laguerre functions.

Proposition 15. We provide the integral form of negative order LP

L−ν(x, y) =
1

Γ(ν)

∫ ∞
0

sν−1e−syC0(−sx)ds, ∀ν ∈ R+, ∀x, y ∈ R. (2.6.3)

Proof. By applying Laplace transform and eq. (1.2.12) we get

L−ν(x, y) = (y − ĉx)−νϕ0 =
1

Γ(ν)

∫ ∞
0

sν−1e−syeĉxsϕ0ds

=
1

Γ(ν)

∫ ∞
0

sν−1e−syC0(−sx)ds,

(2.6.4)

Corollary 12. In similar way, by applying identity (1.2.10), we can recast
(2.6.3) as

L−ν(x, y) =
1

Γ(ν)

∫ ∞
0

sν−1e−syJ0

(
2
√
−xs

)
ds. (2.6.5)

It has been shown in [2] that the negative order LP satisfy the same
recurrences and differential equation of their polynomial counterpart.

Example 33. It is evident that the derivation of integrals of the type

∫ ∞
−∞

e−ax
2

J0(bx)dx =

∫ ∞
−∞

e
−x2

(
a+ b2

4
ĉ
)
dx ϕ0 =

√
π

(
a+

b2

4
ĉ

)− 1
2

ϕ0 =

=
√
πL− 1

2

(
−b

2

4
, a

)
(2.6.6)

are a straightforward consequence of the previous formalism.

Eq. (2.6.6) is particularly interesting since can also be interpreted in
terms of two variable generalized Bessel functions (see Chapter 3).

A further point deserving attention is the definition of Associated La-
guerre polynomials (ALP ), which within the present framework are in-
troduced as
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Definition 12. We give a slightly different definition of the two-variable
Associated Laguerre polynomials, ∀x, y ∈ R,∀n ∈ N,∀α ∈ R,

Λ(α)
n (x, y) := ĉα(y − ĉx)nϕ0 = n!

n∑
r=0

(−1)ryn−rxr

(n− r)!r!Γ(r + α + 1)
, (2.6.7)

linked to the ordinary definition¶ [2] by

L(α)
n (x, y) =

Γ(n+ α + 1)

n!
Λ(α)
n (x, y). (2.6.9)

Corollary 13. The structural similarity between HP and LP due to the
“unifying” formalism developed so far, suggests (see eqs. (2.2.2)-(2.2.3)) the
definition of Associated Hermite polynomials (AHP ) as

Hn(x, y | p) = yĥ
p
(
x+ yĥ

)n
θ0 = n!

n∑
r=0

(r + p)!y
r+p

2 xn−r

Γ
(
r+p

2
+ 1
)

(n− r)!r!

∣∣∣cos
(

(r + p)
π

2

)∣∣∣ .
(2.6.10)

According to the previous definition we can state the following

Corollary 14. We provide the index-duplication formula

H2n(x, y) =
(
x+ yĥ

)n (
x+ yĥ

)n
θ0 = n!

n∑
s=0

xn−s

(n− s)!s!y
ĥs
(
x+ yĥ

)n
=

= n!
n∑
s=0

xn−s

(n− s)!s!
Hn(x, y | s)

(2.6.11)

and argument duplication formula

Hn(2x, y) =

[(
x+

yĥ

2

)
+

(
x+

yĥ

2

)]n
θ0 =

=
n∑
s=0

(
n

s

) s∑
r=0

(
s

r

)
xr

2s−r
Hn−s

(
x,
y

4
| s− r

)
.

(2.6.12)

¶Ordinary AHP

L(m)
n (x, y) = (n+m)!

∞∑
r=0

(−1)ryn−rxr

(n− r)!r!(r +m)!
. (2.6.8)
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It is furthermore easily checked that

xn =
[(
x+ yĥ

)
− yĥ

]n
θ0 =

n∑
r=0

(
n

r

)
(−1)rHn−r(x, y | r) (2.6.13)

or similarly

xn =
[(
x+ yĥ

)
− yĥ

]n
θ0 =

n∑
r=0

(
n

r

)
(−1)n−rHr(x, y | n− r) (2.6.14)

and that

Hn+m(x, y) =
(
x+ yĥ

)m (
x+ yĥ

)n
θ0 =

m∑
r=0

(
m

r

)
xm−rHn(x, y | r).

(2.6.15)

The last identity is a reformulation of the Nilsen Theorem, concerning
the sum of the indices of HP [66]. The previous results ((2.6.12)-(2.6.15))
occur in the literature in different forms [66].
Even though not explicitly mentioned, the Hermite umbra can be raised to
any real power and this allows noticeable freedom in guessing possible gen-
eralizations. A fairly direct example is provided by the following extension.

Lemma 9. ∀α, β ∈ R

Hn(x, y | β;α) = yĥ
β
(
x+ yĥ

α
)n
θ0, (2.6.16)

yielding a family of polynomials with generating function

∞∑
n=0

tn

n!
Hn(x, y | β;α) = exty

β
2 eα,β

(
y
α
2 t
)
,

eα,β(x) =
∞∑
r=0

Γ(αr + β + 1)xr

Γ
(
αr+β

2
+ 1
)
r!

∣∣∣∣cos

(
αr + β

2
π

)∣∣∣∣ .
(2.6.17)

Their properties can easily be studied and they are framed within the con-
text of the Sheffer family. They can accordingly be defined through the oper-
ational rule

Hn(x, y | β;α) = y
β
2 eα,β

(
y
α
2 ∂x
)
xn. (2.6.18)
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2.7 A Note on Operator Ordering and La-

guerre Umbral Operators

In Chapter 1 we have touched on the problem of operator ordering arising
in the solution of PDE when umbral exponential functions (UEF) containing
sum of non commuting operators are involved. We have also argued that
the problem of finding appropriate ordering forms is, in these cases, com-
plicated by the fact that UEF ’s do not possess the semi group property of
the ordinary exponential function (as it has been noticed in application 1.5.1
and as we will see later in paragraph 4.2), which should be properly redefined.

The problem of merging ordering procedures and the umbral formalism
has been introduced in ref. [SL5] and further elaborated in [SL14]-[SL12].
The break-through of the procedure may be shown using a fairly straightfor-
ward example, provided by a Laguerre-derivative based PDE [SL5], namely

Example 34. Let, ∀x, α, β ∈ R,∀t ∈ R+
0 ,{

l∂tF (x, t) = −(αx− β ∂x)F (x, t),

F (x, 0) = f(x),
(2.7.1)

where we indicate with l∂t := ∂tt ∂t the laguerre derivative (l-derivative)
(2.5.8). We remind the property (2.5.13) l∂

n
t = ∂ nt t

n∂ nt , ∀n ∈ R‖ and we
naturally introduce the Laguerre exponential (l-exponential) (a ”compro-
mise” between ordinary exponential and Laguerre function) [62, 54, SL5]

le(η) :=
∞∑
r=0

η r

(r!)2 , ∀η ∈ R, (2.7.2)

or in umbral version (by using (1.1.6))

le(x) =
∞∑
r=0

(x) r

(r!)2 = eĉ xϕ0. (2.7.3)

The function le(η) is a 0-order Bessel Tricomi function [133]∗∗ and satisfies
the ”Laguerre”-eigenvalue equation ∀λ ∈ R
‖Albeit we are not making any explicit reference to fractional derivatives, we quote this

example to underscore the generality of the procedure we envisage, whose operator nature
allows a fairly straightforward extension to the fractional case
∗∗It can be expressed in terms of the 0-order modified Bessel function (see Chapter 5)

through the identity le(η) = I0(2
√
η).
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l∂t (le(λ t)) = λ (le(λ t)) , (2.7.4)

indeed, since l-derivative satisfies ordinary series integration theorem, we get

l∂t (le(λ t)) = l∂t

∞∑
r=0

(λ t)r

r!2
=
∞∑
r=0

l∂t
(λ t)r

r!2
= λ

∞∑
r=1

(λ t)r−1

(r − 1)!2
= λle(λ t)

(which corroborates the interpretation of its role as that of a l-exponential)
and furthermore

eκ l∂t
tn

n!
=
∞∑
r=0

κr

r!
l∂
r
t

tn

n!
=
∞∑
r=0

κr

r!
∂rt t

r∂rt
tn

n!
=
∞∑
r=0

(
n

r

)
κrxn−r

(n− r)!
(2.7.5)

obtained after expanding the l-exponential and by applying the property of the
l-derivative operator (2.5.13).

The solution of eq. (2.7.1) then can be written using the evolution operator
formalism in which the exponential is replaced by

F (x, t) = le (−t (αx− β ∂x)) (2.7.6)

or, in umbral form, as

F (x, t) = e−ĉ t (αx−β ∂x)f(x)ϕ0. (2.7.7)

The (pseudo) exponential evolution operator cannot be disentangled into the
product of two exponentials, because the operators in the argument of the
exponential are not commuting. However by applying the Weyl ordering rule
(1.5.6) (see application 1.5.1), we obtain

F (x, t) = e−
(ĉt)2

2
αβe−ĉ t α xeĉβ t ∂xf(x)ϕ0 = e−

(ĉt)2

2
αβe−ĉ t α xf(x+ ĉβ t)ϕ0.

(2.7.8)
It is important to note that the operational ordering brings into play a further
term depending on the square of the umbral operator ĉ, which commutes with
the differential operators x, ∂x.

Assuming for simplicity f(x) = 1, we find that

F (x, t) = e−
(ĉt)2

2
αβe−ĉ t α xϕ0. (2.7.9)

The example we have discussed is sufficient to show how that the umbral
formalism naturally yields the solution of evolution problems in-
volving Laguerre derivative and non-commuting operators.
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Albeit eq. (2.7.9) is just providing the solution for a mathematical prob-
lem (without any particular meaning except that of being associated with a
Laguerre evolution problem) it is worth speculating a little more on it. After
expanding the exponential containing x, we find

F (x, t) =
∞∑
n=0

(ĉtαx)n

n!
e−

(ĉt)2

2
αβϕ0 =

∞∑
n=0

(α tx)n

n!
le

(2)
n

(
−αβ t

2

2

)
, (2.7.10)

where le
(m)
n (x) is the Bessel like function so defined [62, 54, SL5]

le
(m)
n (x) =

∞∑
r=0

xr

r! Γ(mr + n+ 1)
. (2.7.11)

The results obtained so far have extended to the Laguerre derivative
case, analogous conclusions contained in ref. [SL12]-[SL14] where, among
the other things, the fractional Poisson distribution has been defined, within
the context of the coherent states generated in the study of a Fractional
Schrödinger equation, driving the process of one photon emission-absorption
dynamics.

Ossservation 3. The same problem translated to a Laguerre-Schrödinger
equation yields the following result (see eqs. (1.5.13)-(1.5.15))

|Ψ(t) 〉 =
∞∑
n=0

(ĉ Ω t)n√
n!

e−
(ĉΩ t)2

2 ϕ0| n 〉. (2.7.12)

The probability of finding the state |Ψ(t) 〉 into a ”n” state is given by the
square amplitude reported below

| 〈 n|Ψ(t) 〉 |2=
(ĉ Ω t)2n

n!
e−(ĉ Ω t)2

ϕ0 =
Xn

n!
le

(2)
2n (−X) ,

X = (Ω t)2 ,

(2.7.13)

which is a normalized Laguerre-Poisson “distribution” with mean value
and variance, respectively given by

〈 n 〉 =
X

2
,

σ2
n =

1

4!
(12− 5X)X.

(2.7.14)
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The quotes are due to the fact that eq. (2.7.13) cannot be considered a prob-
ability distribution because it is not positively defined for all x values.

This last statement may appear rather surprising, since we have defined a
square amplitude. It should be however understood that the “square” of the
scalar product in eq. (2.7.13) is not a number but an operator, specified by
its action on ϕ0 and therefore it is not necessarily positive defined.

The examples we have discussed so far are sufficiently general to allow
further mathematical extension, which will be discussed in the forthcoming
sections.

The problems associated with the operator ordering in the context of the
umbral formalism open a new and important Chapter, we have just grasped
the surface of the problem, further comments will be provided in the following
applications.

2.8 Applications

2.8.1 The Complex Galilei Group and the Principle of
Monomiality

Without entering the specific details of the physical aspects of Galilei
(G−) group, we remind that it is the space-time symmetry group of non-
relativistic quantum mechanics [19]. The generators of the (complex) G-
group are straightforwardly obtained by noting that (we consider the case of
(1 + 1) dimension only)

a) The time and spatial shift generators are associated with the respective
first derivatives

P̂0 = −i∂t,
P̂z = −i∂z.

(2.8.1)

b) The Galilean boost (namely the generator of Galilean transformation
is specified [108]

K̂ = z + 4 i t ∂z. (2.8.2)

The commutation relations between the group generators are given below
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[P0, Pz] = 0,[
P̂0, K

]
= 4 i P̂z,[

P̂z, K
]

= −i.

(2.8.3)

Furthermore, the Schrödinger operator

Ŝ = −P̂0 + 2P̂ 2
z , (2.8.4)

is easily seen to commute with all the G-group generator. A rather näıve
consequence of such a statement is that, if the function Φ(z, t) is a solution
of the Schrödinger equation, namely

Ŝ Φ(z, t) = 0, (2.8.5)

then any operator Ŵ , commuting with Ŝ, generates further solutions of the
same equation, we have indeed

[
Ŵ , Ŝ

]
Φ(z, t) = 0→ Ŵ

(
Ŝ Φ(z, t)

)
− Ŝ

(
ŴΦ(z, t)

)
= 0. (2.8.6)

According to eq. (2.8.5) we get

Ŝ (Ψ(z, t)) = 0,

Ψ(z, t) = ŴΦ(z, t).
(2.8.7)

The function Ψ, defined through the action of the operator Ŵ on Φ, is a
further solution of the Schrödinger problem.

It is also evident that we can realize the operator as a Ŵ function of the
generators of the G-group, therefore

Ψ1(z, t) = ei t0 P̂0Φ(z, t) = Φ(z, t+ t0),

Ψ2(z, t) = ei t0 P̂zΦ(z, t) = Φ(z + z0, t),
(2.8.8)

are (trivial) examples of additional solutions.

The exponenziation of the operator K̂ yields an additional solution

94



Ψ3(z, t) = ei λ K̂Φ(z, t) = e2 i λ2 t+i λ zΦ(z − 4λt, t) (2.8.9)

and we find also

Ψ4,n(z, t) = K̂nΦ(z, t), (2.8.10)

which by the virtue of the Burchnall identity reads

Ψ4,n(z, t) =
n∑
s=0

(
n

s

)
(4it)sHn−s(x, 2it)Φ

(s)(z, t). (2.8.11)

The examples we have just provided yields an idea of the wealth of con-
sequences associated with the above “conception” of special polynomials.

In the forthcoming section we will use the present formalism in an appli-
cation regarding the so called Free Electron Laser high gain equation.

2.8.2 Two variable Hermite Polynomials, Volterra In-
tegral Equation Solution and Application to Free
Electron Laser Equation

Free Electron Laser (FEL) devices can be framed within the family of
coherent radiation devices, originated by the Klystron. The unifying mecha-
nism is that of an electron beam density bunching, induced by an appropriate
energy modulation. In the case of FEL the energy modulation is realized
through an undulator magnet, providing a transverse component of the elec-
tron motion and the consequent coupling to a co-propagating electromagnetic
wave [SL3, SL4, SL16].

The FEL is a device capable of transforming the kinetic energy of a
beam of electrons into electromagnetic radiation with laser-like properties.
The FEL lasing mechanism does not rely on the stimulated emission by
an atomic or molecular ensemble in which a population inversion has been
realized. No quantum energy gap limits in principle the tunability of the
device, which extends over the e.m. spectrum, from microwaves to X-ray, by
“simply” tuning the energy of the e-beam from MeV to GeV region.

The FEL dynamics in the unsaturated regime is ruled by an equation of
the type [38]
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∂τ a = i π g0

∫ τ

0

τ ′e−i ν τ
′− (πµετ

′)2
2 a(τ − τ ′) dτ ′,

a(0) = 1,

(2.8.12)

where a represents the laser field amplitude, g0 the small signal gain coeffi-
cient, ν is linked to the laser frequency and the coefficient µε is a parameter
regulating the effects of the inhomogeneous broadening due to the electrons’
energy distribution.

It is an integro-differential equation of Volterra type. The kernel of the
integral part is not trivial, eq. (2.8.12) cannot indeed been solved analyti-
cally, unless µε = 0, as shown in the forthcoming section.

In this section we discuss and compare different forms of solution, based
on perturbative methods, including the concepts relevant to the Hermite cal-
culus developed in the previous sections.

In order of providing an idea of the point of view we are going to develop,
we can write eq. (2.8.12) in a slightly different form, more suitable for our
purposes,

∂τ a = V̂ (τ) a,

V̂ (τ) = i π g0

∫ τ

0

τ ′e−i ν τ
′−τ ′∂τ−(πµε)2τ ′2dτ ′.

(2.8.13)

The solution can accordingly be obtained by the iteration

∂τ an(τ) = V̂ na0,

a(τ) =
∞∑
n=0

an(τ),

a0 = a(0) = 1,

(2.8.14)

where the n− th term of the previous expansion (namely the Volterra series)
can also be cast in the explicit form [64, 70]

∂τ an = i π g0

∫ τ

0

τ ′e−i ν τ
′− (πµετ

′)2
2 an−1(τ − τ ′) dτ ′,

a0 = 1.

(2.8.15)
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For later convenience we call n the principal expansion index.

Even though the method is efficient and fastly converges the integrals
cannot be done analytically but requires a numerical treatment, which in-
creases the computation times when a larger number of term is involved.
We show how the wise use of generalized forms of multivariable polynomials
opens new avenues for the solution of eq. (2.8.12) and of Volterra type equa-
tions more in general.
A way to overcome the computation of integrals in analytical terms is pro-
vided by two variable HP (1.2.4) which, by the use of the relevant generating
function (1.2.5), yields

∂τan = i π g0

∞∑
m=0

1

m!

∫ τ

0

τ ′(m+1)Hm

(
−i ν,−(π µε)

2

2

)
an−1(τ − τ ′) dτ ′.

(2.8.16)
The Hermite expansion index m is therefore nested into the principal index
n. The integration procedure is now straightforward and we get

1. First order solution

a1 = i π g0

∞∑
m=0

Hm

(
−i ν,− (π µε)2

2

)
m!

∫ τ

0

dτ ′
∫ τ ′

0

τ ′′(m+1)dτ ′′, (2.8.17)

which yields

a1 = i π g0

∞∑
m1=0

αm1τ
m1+3,

αm1 =
Hm1

m1!(m1 + 2) (m1 + 3)
.

(2.8.18)

The arguments of the Hermite have been omitted to avoid cumbersome
expressions.

2. Second order solution

a2 = (i π g0)2
∞∑

m2=0

Hm2

m2!

∫ τ

0

dτ ′
∫ τ ′

0

τ ′′(m2+1)a1(τ ′ − τ ′′)dτ ′′, (2.8.19)

which after some algebra yields
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a2 = (i π g0)2
∞∑

m1,m2=0

αm1,m2τ
m1+m2+6,

αm1,m2 = αm1

m1+3∑
s=0

(
m1 + 3
s

)
Hm2

m2!(m2 + s+ 2)(m2 +m1 + 6)
=

=
(−1)s Hm1Hm2

m2!m1!(m1 + 2) (m1 + 3)(m2 +m1 + 6)
·

·
m1+3∑
s=0

(
m1 + 3
s

)
(−1)s

(m2 + s+ 2)
.

(2.8.20)

We can use the previous two contributions to check whether the results
we obtain concerning e.g. the FEL gain agree with analogous conclu-
sions already given in the literature.

3. Higher order solution

The interesting aspect of the present nested procedure is that the nth

order can be computed in a modular way just looking at the symmetries
of the expansion itself. The nth order term indeed reads

an = (i π g0)n
∞∑

m1,..mn=0

αm1,..mnτ
(
∑n
r=1mr+3n),

αm1,..mn = αm1,..mn−1

(
∑n−1
r=1 mr+3 (n−1))∑

s=0

( ∑n−1
r=1 mr + 3 (n− 1)

s

)
·

· (−1)sHmn

mn!(mn + s+ 2) (
∑n

r=1 mr + 3n)
.

(2.8.21)

The square modulus of the function a at τ = 1 reads namely

G(ν, µε) = ‖a‖2 − 1 (2.8.22)

(we have subtracted the initial condition for convenience).
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The computation procedure has been implemented in Mathematica but
doesn’t rely on its symbolic capabilities only and thus can be implemented
in any computer language, unless the analitical result is requested. In this
case the calculation has beeen done using a computing a tool with symbolic
capabilities.
The derivation of

G(ν, µε) = ‖a0 + a1 + a2 + ..+ an‖2 − 1 (2.8.23)

requires the calculation of the norm of the quadratic sum of n+ 1 terms, of
which one is constant (unity for a0) and n, according to the method outlined
in previous section, are the HP expansion as in eqs. (2.8.18), (2.8.20) and
(2.8.21). The expansion has to be truncated for computational reasons and
it is easy to implement, by the literal point of view, but the performance
is poor. The jth expansion, in fact, requires the evaluation of M j terms (if
all expansions are truncated at the M th term) for every j = 1 . . . n, that is
Mn+1 − 1

M − 1
terms in total, which can be quite demanding. Algorithmic opti-

mizations are thus needed.
It can be noted that some HP are the same in different occurrencies, and
could be evaluated once and then stored for the next order.
The first optimization is to build a lookup table containing the HP or to
define functions that remember their own values (which is a feature offered
by Mathematica to implement transparently lookup tables).
The second optimization is to do index or exponent reordering with the aim
to move factors in or out of the summation to avoid repetitions of the calcu-
lus, like in the r.h.s of eq. (2.8.20).
The comparison is reported in Fig. 2.3 for a 2nd order gain function, where
the present procedure (at different truncation levels) is confronted with those
from a complete numerical integration and no differences are foreseeable. The
truncation of the Hermite expansion obviously affects the speed and the ap-
proximation of the gain curve.
The method allows also taking into account the broadening effect as shown
in Fig. 2.4. It has to be noted that for higher broadening effects an higher
truncation level is needed to achieve a good approximation, as shown in Figs.
2.4c-2.4d.
The Hermite expansion approach let the integrals found in eq. (2.8.15) be-
come polynomials and thus very easy to solve automatically. They are, of
course, high in number but tractable also by a symbolic processor.
It is therefore possible to obtain, with the same degree of approximation, but
with longer calculation times than the numeric case, also the full analytical
expression for the curve.
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Figure 2.3: Comparison between complete numerical integration with no
broadening effects (µε = 0) G(ν, 0) =|| a ||2 −1 with g0 = 5 at the end
time τ = 1, performed by Mathematica, and Hermite solution G(ν, 0) =
‖a0 + a1 + a2‖2 − 1 at different truncation levels (M = 10,M = 15,M =
20,M = 25).
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(a) µε = 0.1, M = 10

-10 -5 0 5 10
-2

0

2

4

6

8

10

12

Ν

G
HΝ

,Μ
Ε
L

Hermite

Numerical

(b) µε = 0.1, M = 25
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(c) µε = 0.7, M = 10
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Figure 2.4: Comparison between complete numerical integration with dif-
ferent broadening effects (µε = 0.1, µε = 0.7) G(ν, µε) =|| a ||2 −1 with
g0 = 5 at the end time τ = 1, performed by Mathematica, and Her-
mite solution G(ν, µε) = ‖a0 + a1 + a2‖2 − 1 at different truncation levels
(M = 10,M = 25).
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The method we have described is however general enough to be applied to
Volterra like equations with different kernels, provided that a corresponding
expansion in terms of a suitable polynomial family be allowed.

To clarify the previous statement we consider the equation

∂τ a(τ) = iπg0

∫ τ

0

τ ′e−iντ
′

(1− iατ ′)(1− iβτ ′)
a(τ − τ ′)dτ ′. (2.8.24)

In this case the problem can be solved by the use of a two variable Legendre
like polynomials Pn(x, y) (which we will see better in the next Chapter) with

theirs generating function
∑∞

n=0 t
nPn(x, y) =

1

1 + x t+ y t2
. The solution

of the problem (2.8.24) looks therefore like the expression derived for eq.
(2.8.12) with the two variable Legendre polynomials replacing the Hermite,
namely

∂τ an(τ) = iπg0

∞∑
mn=0

Pmn (−i (α + β) ,−αβ)

∫ τ

0

τ ′(mn+1)an−1(τ − τ ′)dτ ′.

(2.8.25)

2.8.3 Volterra Integral Equation, FEL and Negative
Derivative Formalism

In accordance with the formalism of paragraph 2.4, the repeated integra-
tion can be viewed as the n − th power of the negative derivative operator,
namely

D̂−nx f(x) =

∫ x

0

dx1f(x1)

∫ x1

0

dx2f(x2)· · ·
∫ xn−1

0

dxnf(xn). (2.8.26)

The use of the Cauchy repeated integral formula yields a way to express the
series of integrals on the rhs of the previous equation in a fairly compact
form, thus yielding

D̂−nx f(x) =
1

(n− 1)!

∫ x

0

(x− ξ)n−1f(ξ)dξ. (2.8.27)

Let us therefore consider eq. (2.8.12) in which we assume that the pa-
rameter µε is vanishing
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∂τa(τ) = iπg0

∫ τ

0

τ ′e−iντ
′
a(τ − τ ′)dτ ′. (2.8.28)

From the physical point of view, eq. (2.8.28) rules the evolution of a FEL
amplitude, in which the inhomogeneous broadening effects, associated with
the electron beam energy spread, are negligible.

If we make the change of variable τ − τ ′ = ξ, eq. (2.8.28) can be cast in the
form

eiντ∂τa(τ) = iπg0

∫ τ

0

(τ − ξ) eiνξa(ξ)dξ. (2.8.29)

The use of the of negative derivative formalism allows to write

eiντ∂τa(τ) = iπg0D̂
−2
τ

(
eiντa(τ)

)
, (2.8.30)

by keeping the second derivative of both sides we end up with the third order
differential equation

∂3
τa(τ) + 2iν∂2

τa(τ)− ν2∂τa(τ) = iπg0a(τ),

∂2
τa(τ) |τ=0= 0,

∂τa(τ) |τ=0= 0,

a(τ) |τ=0= a(0),

(2.8.31)

which can be solved by standard means.
When the inhomogeneous contributions are included, the integral equation
cannot be reduced to an ordinary differential equation, notwithstanding the
application of the method allows interesting applications. We note indeed
that

eiντ∂τa(τ) = iπg0

∫ τ

0

(τ − ξ) eiνξe−
1
2

[πµε(τ−ξ)]2a(ξ)dξ, (2.8.32)

by expanding at the first order the exponential inside the integral kernel we
find

eiντ∂τa(τ) = iπg0

∫ τ

0

(τ − ξ) eiνξ
[
1− 1

2
(πµε)

2 (τ − ξ)2

]
a(ξ)dξ, (2.8.33)

which in terms of higher order negative derivatives reads

103



eiντ∂τa(τ) = iπg0D̂
−2
τ

[
eiντ

(
1− 3 (πµε)

2 D̂−2
τ

)]
a(τ). (2.8.34)

The last equation evidently reduces to a fifth order ordinary differential equa-
tion by keeping the fourth derivative with respect to time of both sides. The
order increases by keeping further terms in the exponential expansion.

The study of these specific problems goes beyond the scope of this thesis
and will not be further discussed, we note however that the use of these
techniques, as well as those reported in previous section, may provide a
fairly helpful tool in many topics of practical nature concerning the physics
of FEL.
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Chapter 3

Special Polynomials and
Umbral Operators

In this Chapter we underline the deep link which connects the umbral
operators with a wide family of orthogonal polynomials. We provide a wide
range of integral or PDE results in terms of special polynomials easily treat-
able if in umbral forms.

The original parts of the Chapter, containing their adequate bibliography,
are based on the following original papers.

[SL10] G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “On an
umbral treatment of Gegenbauer, Legendre and Jacobi polynomials”, Inter-
national Mathematical Forum, vol. 12, 2017, no. 11, pp. 531-551.

[SL5] D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Mathemati-
cal Methods for Physics”, invited Monograph by World Scientific, Singapore,
2017, in press.

? M. Artioli, G. Dattoli, S. Licciardi, R.M. Pidatella; “Hermite and La-
guerre Functions: A unifying point of view”, work in progress.

? C. Cesarano, G. Dattoli, S. Licciardi; “Generating Functions for Lacu-
nary Legendre and Legendre-like Polynomials”, work in progress.
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3.1 On an Umbral Treatment of Gegenbauer,

Legendre and Jacobi Polynomials

Special polynomials, ascribed to the family of Gegenbauer, Legendre, and
Jacobi and of their associated forms, can be expressed in an operational way,
which allows a high degree of flexibility for the formulation of the relevant
theory.

In the following we develop the study of the properties of the Gegenbauer
polynomials [2] and of their generalized forms in terms of umbral operators.
We introduce the main concepts, associated with the technique we are going
to deal with, starting from a very simple example.

Example 35. We consider, ∀x ∈ R : x > −1, the elementary function

e(ν)(x) = (1 + x)−ν , Re(ν) > 0. (3.1.1)

According to the use of standard Laplace transform identities (1.3.4), the
function (3.1.1) can be rewritten as

e(ν)(x) =
1

Γ(ν)

∫ ∞
0

e−ssν−1e−sxds. (3.1.2)

By following ref. [46], we use the operational rule (1.1.16) (α)x ∂x f(x) =
f(αx) to write

e(ν)(x) =
1

Γ(ν)

∫ ∞
0

e−ssν−1sx ∂xe−xds. (3.1.3)

We can therefore recast the function (3.1.1) as

1

Γ(ν)

∫ ∞
0

e−ssν−1sx ∂xe−xds =

(
1

Γ(ν)

∫ ∞
0

e−ssν−1sx ∂xds

)
e−x =

= Γ̂ν e
−x =

∞∑
r=0

(−1)r

r!
(ν)r x

r,

Γ̂ν =
Γ(ν + x ∂x)

Γ(ν)
,

(ν)r =
Γ(ν + r)

Γ(ν)
, ∀r ∈ R+

0 .

(3.1.4)

The procedure of bringing the exponential outside the sign of integration,
thus defining the operator Γ̂ν, is allowed only for the values of |x| < 1 for
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which the series, containing the Pochhammer symbol (ν)r, converges. The
series appearing in (3.1.4) is recognized as the Newton bynomial, even though
obtained in an ”involved” albeit useful way for the purposes of the present
intent. In the spirit of the umbral calculus we reinterpret the function e(ν)(x)
as an ordinary exponential function, by introducing

Definition 13. The operator γ̂ is defined as

γ̂ rν0 := (ν)r , (3.1.5)

with ν0 the vacuum.

Accordingly, we can cast the function e(ν)(x) in the form

e(ν)(x) = e−γ̂ xν0, (3.1.6)

thus formally treating it as an exponential (namely a transcendental function)
even though the series (3.1.4) has a limited range of convergence |x| < 1.

As explained below, we take advantage from the previous exponential
umbral restyling of the function in (3.1.1) to construct a new formalism
useful for the study of various family o special polynomials.

Proposition 16. By keeping the derivative of both sides of eq. (3.1.6) with
respect to the x variable and using the ordinary rules of calculus, we obtain
∀x ∈ R, Re(ν) > 0 the identity∗

∂xe
(ν)(x) =

(
∂xe
−γ̂ x) ν0 = −γ̂ e−γ̂ xν0 =

∞∑
r=0

(−1)r+1γ̂ r+1x
r

r!
ν0 =

= −
∞∑
r=0

(−1)r (ν)r+1

xr

r!
= −ν e(ν+1)(x),

(3.1.8)

which follows as a consequence of [2]

(ν)r+1 = ν (ν + 1)r (3.1.9)

∗ The same identity can be obtained from eq. (3.1.2) which yields

∂xe
(ν)(x) = − 1

Γ(ν)

∫ ∞
0

e−ssνe−sxds = −Γ(ν + 1)

Γ(ν)
e(ν+1)(x). (3.1.7)

The umbral identity we have derived is not limited by any convergence restriction.
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and more generally, ∀m, r ∈ R+
0 .

(ν)r+m = (ν)m(ν +m)r. (3.1.10)

We can accordingly state the rule

(
∂mx e

−γ̂ x) ν0 = (−1)m
(
γ̂me−γ̂ x

)
ν0 =

= (−1)m (ν)m e
(ν+m)(x).

(3.1.11)

Before proceeding further it is worth clarifying a point, which will be
more thoroughly treated later in Chapter 4. Even though the formalism we
have developed allows to treat not trivial functions in terms of elementary
exponential functions, some properties like the semigroup identities as-
sociated with the exponential case are not easily associated with e(ν)(x). We
find indeed that

Ossservation 4. Albeit the following chain of identities is correct ∀x, y ∈ R

e(ν)(x+ y) = e−γ̂ (x+y)ν0 = e−γ̂ xe−γ̂ yν0, (3.1.12)

it is also true that
e(ν)(x+ y) 6= e(ν)(x) e(ν)(y). (3.1.13)

To overcome such an apparently paradoxical conclusion, we clarify that
the concept of semi-group has to be properly framed within the appropriate
algebraic context . In defining the semigroup and, thereby, the associated
identities, the corresponding binary operations between x and y need to be
defined.

The associative binary operation (ABO) ex+y = exey = eyex is a
consequence of the fact that (x+y)n =

∑n
r=0

(
r
n

)
xn−ryr. This means that we

can define the opportune ABO if we modify the Newton bynomial as follows.

Definition 14. Let B(x, y) the Beta-function (1.0.5), we define a modified
Newton bynomial

(x⊕ν y)n : =
n∑
r=0

(
n

r

) {
(ν)n
(ν)r

}−1

xn−ryr,{
(ν)m
(ν)p

}
=

(ν)m
(ν)m−p (ν)p

=
B(ν +m, ν)

B(ν +m− p, ν + p)
.

(3.1.14)

Then, the corresponding ABO is
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e(ν)(y) e(ν)(x) =
∞∑
r=0

(ν)r
r!

(−y)r
∞∑
s=0

(ν)s
s!

(−x)s =

=
∞∑
n=0

(−1)n

n!
(ν)n

(
n∑
r=0

(
n

r

){
(ν)n
(ν)r

}−1

xn−ryr

)
=

= e(ν)(x⊕ν y).

(3.1.15)

Accordingly we conclude that the proper environment for the algebraic
semi-group property of the umbral exponential discussed in this section is
the use of associative operations of the type (3.1.15).

The reliability of the formalism we are developing can be further checked
by deriving integrals involving the pseudo Gaussian function as

Example 36. If we have a function of the type

e(ν)(x2) = e−γ̂ x
2

ν0 = (1 + x2)−ν , ∀x ∈ R, (3.1.16)

according to the rules we have stipulated along with the properties of the
ordinary Gaussian function (1.2.2), we can state that† [75]

∫ +∞

−∞
e(ν)(x2) dx =

∫ +∞

−∞
e−γ̂ x

2

dx ν0 =

=

√
π

γ̂
ν0 =

√
π (ν)− 1

2
=
√
π

Γ

(
ν − 1

2

)
Γ (ν)

,

Re(ν) >
1

2
.

(3.1.17)

It must be stressed that the integral in eq. (3.1.17) is extended to all the
real axis and therefore the umbral representation should be representative of
the function on the r.h.s. of eq. (3.1.16) and not of the relevant series ex-
pansion

∑∞
r=0(−1)r (ν)r

x2 r

r!
, having radius of convergence |x| < 1.

To clarify this point, we note that, by exploiting again the Laplace trans-
form method and (1.2.2), we can alternatively write the integral (3.1.17) as

†This (well known) result is a byproduct of the outlined technique, but it could be also
derived as a consequence of the (RMT) (see section A.2).
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∫ +∞

−∞

1

(1 + x2) ν
dx =

∫ +∞

−∞
dx

[
1

Γ(ν)

∫ ∞
0

e−ssν−1e−s x
2

ds

]
=

=

√
π

Γ(ν)

∫ ∞
0

e−ssν−
3
2ds =

√
π

Γ
(
ν − 1

2

)
Γ (ν)

,

(3.1.18)

which confirms the reliability of use of the previously stated umbral rules.

By pushing further the formalism, we can take advantage from the wealth
of properties of Gaussian integrals, by getting e.g.

Example 37.

∫ +∞

−∞
e(ν)(a x2 + i b x) dx =

√
π

aγ̂
e−γ̂

b2

4 a ν0 =

√
π

a

Γ

(
ν − 1

2

)
Γ(ν)

1(
1 +

b2

4 a

)ν− 1
2

,

Re(ν) >
1

2
, Re(a) > 0.

(3.1.19)

Let us now consider a further application of the previous procedure, by
keeping the successive derivatives (with respect to the variable x) of the
pseudo Gaussian function, namely

Example 38. We introduce, ∀n ∈ N,∀x ∈ R, Re(ν) > 0,

e(ν)
n (x2) := ∂nxe

(ν)(x2). (3.1.20)

We take advantage from the analogy with the properties of ordinary Gaus-
sians, from the associated identity (1.2.6) ∂nxe

a x2
= Hn(2 a x, a) ea x

2
and

from (1.2.5), we adapt eq. (3.1.6) to the pseudo-Gaussian case and we find

e(ν)
n (x2) = Hn(−2 γ̂ x, −γ̂) e−γ̂ x

2

ν0 =

= (−1)nn!

[n2 ]∑
r=0

(−1)r(2x)n−2 r

(n− 2 r)! r!
(γ̂n−re−γ̂ x

2

) ν0.
(3.1.21)

On account of eq. (3.1.11) we note that(
γ̂n−re−γ̂ x

2
)
ν0 = (ν)n−r e

(ν+n−r)(x2). (3.1.22)
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If we now introduce the two variable polynomials

K(ν)
n (ξ, η) := n!

bn
2
c∑

r=0

(ν)n−r ξ
n−2 rηr

(n− 2 r)! r!
, ∀ξ, η ∈ R,∀n ∈ N, Re(ν) > 0,

(3.1.23)
we can recast eq. (3.1.21) in the non operatorial form

e(ν)
n (x2) = (−1)nK(ν)

n

(
2x

1 + x2
,− 1

1 + x2

)
1

(1 + x2)ν
. (3.1.24)

For ξ = 2x, y = −1 the polynomials (3.1.23) reduce to the ordinary Gegen-
bauer polynomials, namely‡

K(ν)
n (2x, −1) = n!C(ν)

n (x). (3.1.26)

Furthermore, the identity

(−1)n e(−ν)(x2) e(ν)
n (x2) = K(ν)

n

(
2x

1 + x2
,− 1

1 + x2

)
(3.1.27)

can be viewed as the associated Rodriguez formula [2].

It is also worth stressing that the use of the relation (2.4.8) ∂nxe
a x2+b x =

Hn(2 a x+ b, a) ea x
2+b x and the discussed formalism yield the result

e(ν)
n (a x2 + b x) =

= (−1)nK(ν)
n

(
2 a x+ b

1 + a x2 + b x
,− a

1 + a x2 + b x

)
1

(1 + a x2 + b x)ν
.

(3.1.28)

The results we have presented in this introduction disclose one of the
advantages of the formalism which allows the derivation of the properties of
Gegenbauer polynomials from those of Hermite. Further consequences of this
point of view will be discussed in the following sections.

‡We remind the Definition of Gegenbauer polynomials given in [1]

C(ν)
n (x) =

bn2 c∑
k=0

(−1)k
Γ(n− k + ν)

Γ(ν)k!(n− 2k)!
(2x)n−2k. (3.1.25)
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3.1.1 Gegenbauer Polynomials

The study of the properties of the Gegenbauer polynomials is based on
two variable Hermite polynomials of order 2. It is natural to conclude that
higher order HP ar tailor suited to define generalized forms of Gegenbauer
polynomials.

Proposition 17. Let, ∀x, y ∈ R,∀n,m ∈ N,

H(m)
n (x, y) = n!

b n
m
c∑

r=0

xn−mryr

(n−mr)! r!
,

∞∑
n=0

tn

n!
H(m)
n (x, y) = ext+yt

m

,

(3.1.29)

the higher order two variable Hermite polynomials (see section B.1) [4], then,
according to our formalism, we can identify

K(ν,m)
n (ξ, η) = H(m)

n (γ̂ ξ, γ̂ η) ν0 (3.1.30)

and obtain

∞∑
n=0

tn

n!
K(ν,m)
n (−ξ, −η) = e(ν)(ξ t+ η tm) =

1

(1 + ξ t+ η tm)ν
, | t |< 1.

(3.1.31)
The repeated derivatives of functions like e(ν)(axm + bx) can be expressed

by using the properties of the higher order Hermite Kampé de Fériét poly-
nomials and of their generalized forms. The use of the following identity
involving multivariable HP (see ref. [SL5])

∂nxe
P (x) = H(m,m−1, ... ,2)

n

(
P ′(x),

P ′′(x)

2
,
P ′′′(x)

3!
, ... ,

P (m)(x)

m!

)
eP (x),

P (x) = a xm + b x,

(3.1.32)

can be exploited, along with eq. (3.1.32), to get (see also eq. (3.1.21))
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∂nxe
(ν)(a xm + b x) = e(ν)

n (a xm + b x) =

= H(m,m−1, ... ,2)
n

(
−γ̂ P ′(x), −γ̂ P

′′(x)

2
, −γ̂ P

′′′(x)

3!
, ... , −γ̂ P

(m)(x)

m!

)
·

· e−γ̂ P (x)

ν0 =

= K(ν,m,m−1, ... ,2)
n

(
− P ′(x)

P (x) + 1
, − P ′′(x)

2(P (x) + 1)
, − P ′′′(x)

3!(P (x) + 1)
, ... ,

− P (m)(x)

m!(P (x) + 1)

)
1

(P (x) + 1)ν
,

(3.1.33)

where

K(ν,m,m−1, ... ,2)
n (x1, x2, x3, ... , xm) =

=
1

Γ(ν)

∫ ∞
0

e−ssν−1H(m,m−1, ... ,2)
n (x1s, x2s, x3s, ... , xms)ds,

H(m,m−1, ... ,2)
n (x1, x2, x3, ... , xm) = n!

b n
m
c∑

r=0

xrmH
(m−1, ... ,2)
n−mr (x1, ... , xm−1)

(n−mr)!r!
∞∑
n=0

tn

n!
H({m})
n ({x}) = e

∑m
s=1 xst

s

,

{m} = m,m− 1, ... , 2; {x} = x1, x2, ... , xm.

(3.1.34)

The same method allows some progress in the derivation of Gegenbauer
generating functions and indeed, by exploiting eq. (2.3.15), we find

∞∑
n=0

tn

n!
K

(ν)
n+l(−ξ, −η) = Hl(−γ̂ (ξ + 2 η t), −γ̂ η) e−γ̂ (ξ t+η t2)ν0 =

=

(−1)lK
(ν)
l

(
(ξ + 2 η t)

1 + ξ t+ η t2
, − η

1 + ξ t+ η t2

)
(1 + ξ t+ η t2)ν

,

| t |<

∣∣∣∣∣ξ −
√
ξ2 − 4η

2η

∣∣∣∣∣,
(3.1.35)
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which can be easily derived from the corresponding case of the Hermite poly-

nomials
∑∞

n=0

tn

n!
Hn+l(x, y) = Hl(x+ 2yt, y)ext+yt

2
[SL5] .

All the previous results can be obtained by the use of the Laplace trans-
form method. The integral transforms are indeed not an alternative, but the
rigorous support of the umbral methods we are developing.

3.1.2 Jacobi Polynomials

In the previous section we have exploited a, likely, powerful tool to deal
with a plethora of problems concerning the theory of special functions, whose
relevant technicalities can accordingly be reduced be to straightforward ex-
ercises in elementary calculus.

Let us now take a step further, by introducing the following polynomials.

Definition 15. We define a new family of two variable polynomials ∀ξ, η, α, β ∈
R, ∀n ∈ N

1

n!
R(α, β)
n (ξ, η) := ĉα1 ĉ

β
2 [ĉ1ξ + ĉ2η]n ϕ 1,0 ϕ 2,0, (3.1.36)

where the operators ĉ labelled by two different index act on two different vacua
as

ĉ ν1 ĉ
µ
2 ϕ 1,0 ϕ 2,0 = (ĉ ν1 ϕ 1,0) (ĉµ2 ϕ 2,0) =

1

Γ ( ν + 1)
.

1

Γ (µ+ 1)
. (3.1.37)

Corollary 15. According to the previous definition we obtain the following
explicit form for the polynomials defined in eq. (3.1.36)

R(α, β)
n (ξ, η) = (n!)2

n∑
s=0

ξ n−sη s

[(n− s)! ] s! Γ(n− s+ α + 1) Γ(s+ β + 1)
.

(3.1.38)

The relevant properties can easily be derived by the use of elementary
algebraic manipulations. It is indeed easily checked that

Properties 8.

1

(n+ 1)!
R

(α, β)
n+1 (ξ, η) = [ĉ1ξ + ĉ2η] ĉα1 ĉ

β
2 [ĉ1ξ + ĉ2η]n ϕ1, 0ϕ2, 0 =

=
1

n!

(
ξ R(α+1, β)

n (ξ, η) + η R(α, β+1)
n (ξ, η)

) (3.1.39)
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and that

∂ξR
(α, β)
n (ξ, η) = n2R

(α+1, β)
n−1 (ξ, η),

∂ηR
(α, β)
n (ξ, η) = n2R

(α, β+1)
n−1 (ξ, η).

(3.1.40)

Furthermore we can determine its generating functions by the use analo-
gous elementary procedures. We obtain for example

Properties 9.

∞∑
n=0

tn

(n!)2R
(α, β)
n (ξ, η) = ĉα1 ĉ

β
2 e

t (ĉ1ξ+ĉ2η)ϕ1, 0ϕ2, 0, ∀t ∈ R (3.1.41)

and, if we note that, by generalizing Tricomi-Bessel function (2.4.15) ∀ν ∈
R : Re(ν) > 0, we get

ĉνe−ĉ xϕ0 =
∞∑
r=0

(−x)rĉr+ν

r!
ϕ0 = Cν(x),

Cν(x) =
∞∑
r=0

(−1)rxr

r! Γ(r + ν + 1)
,

(3.1.42)

which are linked to the cylindrical Bessel functions by (see eq. (1.2.10) in
generalized form)

Cν(x) =

(
1

x

) ν
2

Jν(2
√
x), (3.1.43)

we can write the generating function (3.1.41) in terms of a product of Bessel
functions§ ∀t ∈ R

∞∑
n=0

tn

(n!)2R
(α, β)
n (ξ, η) = Cα(−ξ t)Cβ(−η t) =

=
1√

(ξ αη β) tα+β
Iα

(
2
√
ξ t
)
Iβ
(
2
√
η t
)
.

(3.1.44)

Definition 16. The polynomials R
(α, β)
n (ξ, η), ∀ξ, η, α, β ∈ R, ∀n ∈ N, can be

used to define the ordinary Jacobi polynomials (JP) ∀x ∈ R [2] through
the identity

§Where Iν(x) = (−i)νJν(ix) is the first kind modified Bessel function (see Chapter 5).
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P (α, β)
n (x) =

Γ(n+ α + 1) Γ(n+ β + 1)

(n!)2 R(α, β)
n (ξ(x), η(x)) ,

ξ(x) :=
x− 1

2
,

η(x) :=
1 + x

2
.

(3.1.45)

Properties 10. The relevant recurrences are obtained from eqs. (3.1.39),
(3.1.40) and write

(n+ 1)P
(α, β)
n+1 (x) =

1

2
x
[
(n+ β + 1)P (α+1, β)

n (x) + (n+ α + 1)P (α, β+1)
n (x)

]
+

− 1

2

[
(n+ β + 1)P (α+1, β)

n (x)− (n+ α + 1)P (α, β+1)
n (x)

]
(3.1.46)

and

d

dx
P (α, β)
n (x) =

Γ(n+ α + 1) Γ(n+ β + 1)

2 (n− 1)!2
·

·
(
R

(α+1, β)
n−1 (ξ(x), η(x)) +R

(α, β+1)
n−1 (ξ(x), η(x))

)
=

=
1

2

[
(n+ β)P

(α+1, β)
n−1 (x) + (n+ α)P

(α, β+1)
n−1 (x)

]
=

=
n+ α + β + 1

2
P

(α+1, β+1)
n−1 (x).

(3.1.47)

Properties 11. The relevant generating function can be written as

∞∑
n=0

tn

Γ(n+ α + 1) Γ(n+ β + 1)
P (α, β)
n (x) =

(
2√

2(x− 1)t

)α(
2√

2(x+ 1)t

)β

·

· Iα(
√

2 (x− 1) t) Iβ

(√
2 (x+ 1) t

)
.

(3.1.48)

We can now deduce further consequences from the previous umbral restyling
of the Jacobi polynomials, e.g.
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Proposition 18. The index doubling ”theorem” can derived by noting that

R
(α, β)
2n (ξ, η) = (2n)! ĉα1 ĉ

β
2 [ĉ1ξ + ĉ2η]n [ĉ1ξ + ĉ2η]n ϕ1, 0ϕ2,0 =

=
(2n)!

n!

n∑
s=0

(
n

s

)
ξn−sηsR(n−s+α, s+β)

n (ξ, η)
(3.1.49)

which, on account of eq. (3.1.45), yields

P
(α, β)
2n (x) =

n!

(2n)!
Γ(2n+ α + 1) Γ(2n+ β + 1)

n∑
s=0

(
n

s

)
(ξ(x))n−s (η(x))s ·

· P
(n−s+α, s+β)
n (x)

Γ(2n− s+ α + 1) Γ(n+ s+ β + 1)
.

(3.1.50)

Furthermore, an analogous procedure yields the following

Proposition 19. The argument duplication formula is

P (α, β)
n (2x) =

Γ(n+ α + 1) Γ(n+ β + 1)

n!

n∑
s=0

(
n

s

)(x
2

)s s∑
r=0

(
s

r

)
·

· (n− s)!P (s−r+α, r+β)
n−s (x)

Γ(n− r + α + 1) Γ(n− s+ r + β + 1)
.

(3.1.51)

It is evident that the method is so straightforward that all the previous
identities can easily be generalized, as touched on in the following.

Proposition 20. The associated Laguerre polynomials (2.6.7)-(2.6.9)(
L

(α)
n (x, y)− Λ

(α)
n (x, y)

)
further confirm the mutual link with the Jacobi

family and we find indeed that
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R(α,β)
n (ξ, η) = (n!)2

n∑
s=0

(−1)sL
(α)
n−s(−ξ, ξ + η) L

(β)
s (η, ξ + η)

Γ(n− s+ α + 1)Γ(s+ β + 1)
,

P (α, β)
n (x) =

Γ(n+ α + 1) Γ(n+ β + 1)

n!
ĉα1 ĉ

β
2 ·

·
[(
y + ĉ1

x− 1

2

)
−
(
y − ĉ2

x+ 1

2

)]n
ϕ1, 0ϕ2, 0 =

= Γ(n+ α + 1)Γ(n+ β + 1)
n∑
s=0

(−1)sL
(α)
n−s

(
1− x

2
, y

)
L

(β)
s

(
x+ 1

2
, y

)
Γ(n− s+ α + 1) Γ(s+ β + 1)

.

(3.1.52)

We have covered some of the properties of Jacobi polynomials by employ-
ing a minimal computational effort, we have fixed the formalism we are going
to use and have provided an idea of the consequences which can be drawn
by means of these methods.

3.1.3 Legendre Polynomials

The Legendre polynomials are a particular of Jacobi [2] and can be iden-
tified as

Corollary 16. By according to the positions in (3.1.45) ∀x ∈ R,∀n ∈ N, we
get

Pn(x) = P (0, 0)
n (x) = R(0,0)

n (ξ, η). (3.1.53)

Their properties can be therefore derived as a consequence of those of the
Rn polynomials in the particular case of α = β = 0. Let us therefore go back
to eq. (3.1.52) and note that

Properties 12.

1

n!
Pn(x) =

[
ĉ1
x− 1

2
+ ĉ2

x+ 1

2

]n
ϕ1, 0ϕ2,0,

1

n!
Pn(0) =

(
− ĉ1

2
+
ĉ2

2

)n
ϕ1, 0ϕ2,0 =

1

n!
Rn

(
−1

2
,

1

2

)
=

=
(−1)n

2nn!

n∑
s=0

(−1)s
(

n!

s! (n− s)!

)2

,

Pn(1) = Rn(0, 1) = 1,

Pn(−1) = Rn(−1, 0) = (−1)n.

(3.1.54)
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The use of the auxiliary polynomials Rn is a fairly important tool to state
further identities, as e.g.

Pn(λx) = n!

[
ĉ1
λx− 1

2
+ ĉ2

λx+ 1

2

]n
ϕ1, 0ϕ2,0 =

= n!

[
λ

(
ĉ1
x− 1

2
+ ĉ2

x+ 1

2

)
+ ĉ1

λ− 1

2
+ ĉ2

−λ+ 1

2

]n
ϕ1, 0ϕ2,0 =

= (n!)2

n∑
s=0

λn−s
s∑
r=0

ξ(λ)s−rη(−λ)rP
(s−r, r)
n−s (x)

(s− r)!r!(n− r)!(n− s+ r)!
.

(3.1.55)

Furthermore we obtain

Pn+m(x) = (n+m)!

[
ĉ1
x− 1

2
+ ĉ2

x+ 1

2

]n+m

ϕ1, 0ϕ2,0 =

= n!m!
m∑
s=0

(
n+m

s

)
ξ(x)m−sη(x)sP

(m−s, s)
n (x)

(m− s)!(n+ s)!

(3.1.56)

and

Pn(x+ y) = (n!)2

n∑
s=0

(y
2

)s s∑
r=0

P
(s−r, r)
n−s (x)

(s− r)!r!(n− r)!(n− s+ r)!
. (3.1.57)

The previous identity cannot be considered an “addition theorem” in the strict
sense, but rather a Taylor series expansion.

The next step is the derivation of the differential equation satisfied by the
Legendre polynomials.

Proposition 21. By the use of eqs. (3.1.46), (3.1.47) we get

nPn−1(x) =

[
(1− x2)

d

dx
+ nx

]
Pn(x)

(n+ 1)Pn+1(x) =

{
(2n+ 1) x−

[
(1− x2)

d

dx
+ nx

]}
Pn(x).

(3.1.58)

By combining the previous recurrences, we can introduce the following oper-
ators
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N̂− = (1− x2)
d

dx
+ n̂ x,

N̂+ = −(1− x2)
d

dx
+ (n̂+ 1 )x,

(3.1.59)

defined in such a way that

N̂−Pn(x) = nPn−1(x),

N̂+Pn(x) = (n+ 1)Pn+1(x),
(3.1.60)

where n̂ is a kind of number operator “counting” the index of the Legendre
polynomial, namely

n̂ Pm+k(x) = (m+ k)Pm+k(x). (3.1.61)

According to the previous definitions we find

N̂+N̂−Pn(x) =

[
−(1− x2)

d

dx
+ (n̂+ 1)x

] [
(1− x2)

d

dx
+ n̂x

]
Pn(x) =

=

[
−(1− x2)

d

dx
+ nx

] [
(1− x2)

d

dx
+ nx

]
Pn(x) = n2Pn(x),

(3.1.62)

which explicitly yields the following second order equation satisfied by the
Legendre polynomials written in the form(

d

dx
(1− x2)

d

dx

)
Pn(x) + n (n+ 1)Pn(x) = 0. (3.1.63)

In the forthcoming section we extend the umbral formalism to make fur-
ther progress by including the properties of the associated Legendre polyno-
mials and the theory of Spherical Harmonics.

3.1.4 Generalized Forms

In this section we explore generalized forms of the presented polynomials
families.

Proposition 22. Let us consider the evaluation of the following repeated
derivatives ∀m ∈ N,∀α, β, a, b ∈ R,∈ Re(ν) > 0,∀x ∈ R : Q(x) > −1
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F (ν)
m (x) =

(
d

dx

)m(
eP (x)

(1 +Q(x))ν

)
,

P (x) = αx2 + βx,

Q(x) = ax2 + bx.

(3.1.64)

The use of the umbral procedure (3.1.6) allows a significant simplification of
the relevant algebra. By setting indeed

eP (x)

(1 +Q(x))ν
= eP (x)e(ν)(Q(x)) = eP (x)−γ̂Q(x)ν0 = e(α−γ̂a)x2+(β−γ̂b)xν0,

(3.1.65)
we find, applying eq. (2.4.8) ,

F (ν)
m (x) = Hm (2(α− γ̂a)x+ (β − γ̂b), α− γ̂a) eP (x)−γ̂Q(x)ν0. (3.1.66)

The use of the so far developed rules yields

F (ν)
m (x) = m!

bm
2
c∑

r=0

1

(m− 2r)!r!

m−2r∑
s=0

(
m− 2r

s

)
Am−2r−sBs·

·
r∑
q=0

(
r

q

)
(−1)s+qαr−qaq(ν)s+q e

(ν+s+q)(Q(x))eP (x)

A = 2αx+ β;

B = 2ax+ b

(3.1.67)

or, in a more compact form

F (ν)
m (x) = Ω(ν)

m

(
P
′
(x),

P
′′
(x)

2
;

Q
′
(x)

(1 +Q(x))
,

Q
′′
(x)

2(1 +Q(x))

)
eP (x)

(1 +Q(x))ν

Ω(ν)
m (x, y;u, z) =

m∑
s=0

(
m

s

)
(−1)sHm−s(x, y)K(ν)

s (u,−z).

(3.1.68)

It is now worth to explore more accurately the role of the K
(ν)
n (., .) poly-

nomials introducted in section 3.1. To this aim we consider the following
particular case
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Example 39. Let ν = 1
2
, by using eq. (3.1.24), we get

e
( 1

2
)

n (x2) = (−1)nK
( 1

2
)

n

(
2x

1 + x2
,− 1

1 + x2

)
1

(1 + x2)
1
2

, (3.1.69)

furthermore, by recalling the identity (3.1.34)

K
( 1

2
)

n (a, b) =
1√
π

∫ ∞
0

e−ss−
1
2Hn(as, bs)ds (3.1.70)

and, reminding eq. (1.2.8) Hn(x, y) = y
n
2Hn

(
x
√
y
, 1

)
, we can easily infer

that, ∀t ∈ R : 1− at− bt2 > 0,

∞∑
n=0

tn

n!
K

( 1
2

)
n (a, b) =

1√
1− at− bt2

, (3.1.71)

which is the generating function of Legendre polynomials for a = 2x,
b = −1. Moreover the use of the identity (1.2.8) yields

(1 + x2)
n+1

2 e
( 1

2
)

n (x2) = (−1)nn!Pn

(
x√

1 + x2

)
, (3.1.72)

which can be extended to the cases involving the generalized Legendre forms.

The same procedure can be applied to derive the following generating
function for ordinary Legendre.

Example 40. ∀n, l ∈ N,∀x ∈ R,∀t ∈ R : (1− 2xt+ t2)l+1 > 0, we find

∞∑
n=0

(
n+ l

l

)
tnPn+l(x) =

Pl

(
x− t√

1− 2xt+ t2

)
(1− 2xt+ t2)

l+1
2

. (3.1.73)

It is also a particular case of eq. (3.1.35).

Corollary 17. According to the above point of view, the mth derivative of
the Pn(x) can therefore be easily calculated, thus finding

(
d

dx

)m
Pn(x) =

2m√
π(n−m)!

∫ ∞
0

e−ssm−
1
2Hn−m(2xs,−s)ds =

=
1√
π

bn−m
2
c∑

r=0

(−1)r2n−2rxn−m−2rΓ(n− r + 1
2
)

(n−m− 2r)!r!
.

(3.1.74)
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On the other side the successive derivatives of the Legendre polynomials
can be obtained from (3.1.54) and yields the following link with the Jacobi
polynomials

(
d

dx

)m
Pn(x) =

1

2m
(n!)2

(n−m)!
(ĉ1 + ĉ2)m

[
ĉ1
x− 1

2
+ ĉ2

x+ 1

2

]n−m
ϕ1, 0ϕ2,0 =

=
(n!)2

2m

m∑
s=0

(
m

s

)
P

(m−s, s)
n−m (x)

(n− s)!(n−m+ s)!
.

(3.1.75)

We now discuss a further alternative formulation of the theory of Legendre
polynomials, using a formalism touched in [48], which will be embedded with
the technique developed until now.

Ossservation 5. We notice that we can obtain a similar result at (2.2.2) by
introducing a new family of polynomials ∀x, y ∈ R,∀n ∈ N

Πn(x, y) =
(

(x+ yĥc)
nθ0

)
ϕ0, (3.1.76)

where (by using the ĉ-operator (1.1.6))

(
yĥ

r
c θ0

)
ϕ0 =

y
r
2 r!

Γ
(
r
2

+ 1
) ∣∣∣cos

(
r
π

2

)∣∣∣ ĉ r2ϕ0 =
y
r
2 r!

Γ
(
r
2

+ 1
)2

∣∣∣cos
(
r
π

2

)∣∣∣ .
(3.1.77)

According to the above definition (by following the proof of Proposition 9),
we obtain the explicit expression for the Π polynomials as

Πn(x, y) = Hn(x, ĉ y)ϕ0 = n!

bn
2
c∑

k=0

xn−2 kyk

(k!)2 (n− 2 k)!
. (3.1.78)

They are essentially hybrid Laguerre-Hermite polynomials (including
the operator yĥ di Laguerre and the operator ĉ di Hermite) satisfying the
”heat” equation {

l∂yG(x, y) = −∂2
xG (x, y)

G(x, 0) = xn,
(3.1.79)

with l∂y l-derivative (2.5.8). We note that the polynomials (3.1.78) can be
defined through the operational rule (by using (1.1.20))
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Πn(x, y) = C0(−y ∂2
x)x

n (3.1.80)

or also (by applying (1.2.10))

Πn(x, y) = J0 (2i
√
y ∂x)x

n (3.1.81)

and the Legendre polynomials can be identified with the particular case

Pn(x) = Πn

(
x, −1− x2

4

)
. (3.1.82)

The procedure suggests that the negative order hybrid functions can be
written as

Π−ν(x, y) =
(

(x+ yĥc)
−νθ0

)
ϕ0 =

1

Γ(ν)

∫ ∞
0

sν−1e−sxJ0 (2is
√
y) ds.

(3.1.83)
Infinite integrals containing e.g. products of Bessel and exponential functions,
like (2.6.6), can therefore be expressed in terms of negative order Π functions.
We find for example that

S(a, b) =

∫ ∞
0

e−axJ0(bx)dx = Π−1

(
a,−b

2

4

)
. (3.1.84)

Finally, from the previous identities we find the Legendre generating
function, ∀t ∈ R,

∞∑
n=0

tn

n!
Pn(x) = ex t−ĉ

1−x2

4
t2ϕ0 = ex tJ0

[
t
√

1− x2
]
. (3.1.85)

We can now derive a further consequence from the above equation and
from the umbral definition of the Legendre polynomials (3.1.54), according to
which we find

∞∑
n=0

tn

n!
Pn(x) =

∞∑
n=0

tn
[
ĉ1
x− 1

2
+ ĉ2

x+ 1

2

]n
ϕ1,0 ϕ2,0 =

=
1

1− t
[
ĉ1
x−1

2
+ ĉ2

x+1
2

]ϕ1,0 ϕ2,0.

(3.1.86)

The use of standard Laplace transform identities yields

124



1

1− t
[
ĉ1
x−1

2
+ ĉ2

x+1
2

] [ϕ1,0 ϕ2,0] =

∫ ∞
0

e−ses t (ĉ1
x−1

2
+ĉ2

x+1
2 )ds ϕ1,0 ϕ2,0 =

=

∫ ∞
0

e−sC0

(
1− x

2
s t

)
C0

(
−1 + x

2
s t

)
ds,

(3.1.87)

which once confronted with (3.1.85) yields

∫ ∞
0

e−sC0

(
1− x

2
s t

)
C0

(
−1 + x

2
s t

)
ds =

= extJ0

(
t
√

1− x2
)
.

(3.1.88)

Before closing this part we underline as, for the proposed umbral defi-
nition of the Gegenbauer polynomials, we can adopt an analogous point of
view by noting that the use of the operational identity

M(a x, b y) = ax ∂xby ∂yM(x, y), (3.1.89)

based on the Euler dilation operator [93], allows the following reshuffling of
eq. (3.1.34)

K(ν)
n (ξ, η) =

1

Γ(ν)

∫ ∞
0

e−ssν−1sξ ∂ξ+η ∂η dsHn( ξ, η) (3.1.90)

and the use of the properties of the Gamma function eventually leads to the
following operational definition of the Gegenbauer polynomials

K(ν)
n (ξ, η) = Γ̂ν Hn(ξ, η),

Γ̂ν =
Γ(ν + ξ ∂ξ + η ∂η)

Γ(ν)
.

(3.1.91)

The operator Γ̂ν is therefore a differential realization of its umbral counter-
part γ̂.

3.2 Voigt Functions

The Hermite and Laguerre functions are the extension of the correspond-
ing polynomials to negative and/or real indices. In this paragraph we apply
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the proposed method for the study of the Voigt functions which find sev-
eral applications in spectroscopy [132] and are defined by the convolution of
Gaussian and Lorentzian distributions. Apart from its interest in Physics,
they have raised a certain interest in Mathematics for their relation with a
number of special functions.

In this section, we explore the relevant link with the Hermite functions
and study the associated consequences within the context of the formalism
so far developed.

Definition 17. We denote the Voigt funtions (VF) by K(x, y, z), L(x, y, z)
and define them in terms of the integral representations [107] ∀x, z ∈ R,∀y ∈
R+

K(x, y, z) =
1√
π

∫ ∞
0

e−xξ−yξ
2

cos (zξ) dξ ,

L(x, y, z) =
1√
π

∫ ∞
0

e−xξ−yξ
2

sin (zξ) dξ

(3.2.1)

(the definition in [107] includes two variables only (x, z) and assumes y = 1
4
).

If we introduce the complex VF

E(x, y, z) =
1√
π

∫ ∞
0

e−(x−iz)ξ−yξ2

dξ (3.2.2)

and define V F in eq. (3.2.1) as the relevant real and imaginary parts, we
can easily conclude that it is expressible in terms of ”erfc” function. We can
indeed exploit eqs. (2.2.17)-(2.2.18) to end up with the identity

E(x, y, z) =
1√
π

∫ ∞
0

e−(x−iz)ξ−yξ2

dξ =
1√
π
H−1(x− iz, y) =

=
1√
π

(
x− iz + yĥ

)−1

θ0 =
1

2
√
y
e

(x−iz)2
4y erfc

(
x− iz
2
√
y

)
.

(3.2.3)

We obtain the relevant derivatives by the use of the well known properties
of the Hermite functions and find that

Properties 13. ∀m ∈ N

∂mz E(x, y, z) =
im m!√

π
H−(m+1)(x− iz, y). (3.2.4)
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The procedure we have envisaged allows to unify many of the previous
analyses [110] aimed at getting different way of expressing the VF in forms
suitable for various specific applications.

Furthermore, we note that, by using the following

Definition 18. We define Voigt (V-) transform of a function f(z)

V f̂(x, y; z) =

∫ ∞
0

e−xt−yt
2

f(zt) dt (3.2.5)

(which can be viewed as a generalized form of transform).

we can get

Proposition 23.

V f̂(x, y; z) =
∞∑
n=0

anH−(n+1)(x,−y)zn,

f(z) =
∞∑
n=0

an
zn

n!
.

(3.2.6)

Proof. If we use of the identity (1.1.16) tz∂zf(z) = f(tz), Laplace transform
and the technique of Example 20, we can write

V f̂(x, y; z) =

∫ ∞
0

e−xt−yt
2

tz∂z dt f(z) = Γ (z∂z + 1)H−(z∂z+1)(x,−y)f(z).

(3.2.7)
By expanding the function f(z) in series and by using the property f (z∂z) z

n =
f(n)zn [SL5], we can finally write

V f̂(x, y; z) =
∞∑
n=0

anH−(n+1)(x,−y)zn,

f(z) =
∞∑
n=0

an
zn

n!
.

Corollary 18. According to the present formalism the VF (3.2.1) is the
V-transform (3.2.5) of the circular functions, thus reading
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K(x, y, z) =
∞∑
n=0

(−1)nH−(2n+1)(x,−y)z2n,

L(x, y, z) = z
∞∑
n=0

(−1)nH−(2n+2)(x,−y)z2n.

(3.2.8)

Remark 2. Let us furthermore note that the V-transform of a 0-order cylin-
drical Bessel function is

V f̂(x, y; z) =
∞∑
n=0

(2n)!

n!2
(−1)nH−(2n+1)(x,−y)

(z
2

)2n

. (3.2.9)

The generalization of the V -functions proposed in ref. [127] can be viewed as
V -transforms of different families of functions.

In Chapter 2 we have noted that Hermite functions of negative order
can be defined by means of infinite integrals yielding the relevant integral
representation, however the use of the formalism we are proposing may be
useful in a wider context as e.g. for evaluation of definite integrals as shown
below

∫ x

0

ξν−1e−aξ−bξ
2

dξ =

∫ x

0

ξν−1e−(a+−|b|ĥ)ξdξ θ0 =

=
1(

a+ −|b|ĥ
)ν γ (ν,(a+ −|b|ĥ

)
x
)
θ0 =

=
∞∑
n=0

(−1)nHn(a,−b)xν+n

n!(ν + n)
,

γ(ν, x) =

∫ x

0

ξν−1e−ξdξ

(3.2.10)

with γ(ν, x) being the incomplete gamma function [2].

The discussion we have developed yields a fairly interesting mean employ-
ing symbolic methods for computational purposes. The technique we have
proposes is, in some sense, self generating, namely it can be mounted as a
kind of chinese box tool yielding as illustrated below.

Example 41. Let us therefore consider the following V-transform
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V f̂µ(x, y, z) =

∫ ∞
0

tµ−1e−xt−yt
2

J0(zt) dt, (3.2.11)

which, according to the previous discussion, can formally be written as

V f̂µ(x, y, z) =

∫ ∞
0

tµ−1+z∂ze−xt−yt
2

dt J0(z) =

=
∞∑
n=0

Γ (2n+ µ)

n!2
(−1)nH−(2n+µ)(x,−y)

(z
2

)2n

= e−ĝ ( z2)
2

Ψ0,

ĝn Ψ0 =
Γ (2n+ µ)

n!
H−(2n+µ)(x,−y).

(3.2.12)

This umbral form can be exploited, e.g., to derive the integral

∫ ∞
−∞

V f̂µ(x, y, z) dz = 2
√
πĝ−

1
2 Ψ0 = 2

√
π

Γ (µ− 1)

Γ
(

1
2

) H−(µ−1)(x,−y) (3.2.13)

as also checked by a direct integration of eq. (3.2.11), namely

∫ ∞
−∞

V f̂µ(x, y, z) dz =

∫ ∞
0

t µ−1e−xt−yt
2

(∫ ∞
−∞

J0(zt) dz

)
dt =

= 2

∫ ∞
0

t µ−2e−xt−yt
2

dt.

(3.2.14)

The methods we have envisaged are, accordingly to the previous exam-
ples, eligible for an applicative tool in a wide range of applications, e.g. to
treat the Free Electron Laser high gain equation [SL3]. To further stress
this point of view, we consider the generalization of the functions by noting
that the formalism offers noticeable degrees of freedom yielding a significant
amount of new directions along it can be developed and applied.

3.3 Chebyshev, Lacunary Legendre and

Legendre-type Polynomials

In this section, we go back to the integral representation method [2] which
allows the framing of different special polynomials and functions, as well, in
terms of multivariable Hermite polynomials [SL5] and of other polynomials
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belonging to standard and generalized forms of Legendre and Legendre like
type. We deal in particular with Chebyshev, Legendre, Jacobi. . . [53].

An example of interplay between two variable Chebyshev polynomials
of the second kind (CP) Un(x, y) [2] and Hermite polynomials is provided
by the following

Proposition 24. Let

Un(x, y) =
1

n!

∫ ∞
0

e−sHn(−s x,−sy)ds, ∀x, y ∈ R,∀n ∈ N, (3.3.1)

the integral representation [2] of the Chebyshev polynomials of the
second kind Un(x, y) then, by applying eqs. (1.2.4)-(1.2.5)-(1.0.1), we can
recast the explicit definition of Un(x, y) as

Un(x, y) = (−1)n
bn

2
c∑

r=0

(n− r)!xn−2r(−y)r

(n− 2 r)! r!
. (3.3.2)

Corollary 19. Multiplying both sides of eq. (3.3.1) by tn and then by sum-
ming up over the index n, we obtain the well known generating function
of second kind Chebyshev polynomials, namely

∞∑
n=0

tnUn(x, y) =
∞∑
n=0

tn

n!

∫ ∞
0

e−sHn(−s x,−s y)ds =

∫ ∞
0

e−s (1+xt+yt2)ds =

=
1

1 + x t+ y t2
,

Re(1 + x t+ y t2) > 0.

(3.3.3)

Using furthermore the generating function [SL5] (2.3.15) and employing the
same procedure as before we also easily find that

∞∑
n=0

tn
(n+ l)!

n!
Un+l(x, y) = l!

Ul

(
x+ 2 y t

1 + x t+ y t2
,

y

1 + x t+ y t2

)
(1 + x t+ y t2)

(3.3.4)

and indeed we get from eq. (3.3.1)

∞∑
n=0

tn
(n+ l)!

n!
Un+l(x, y) =

∫ ∞
0

e−s (1+xt+yt2)Hl(−(x+ 2y t)s,−sy) ds,

(3.3.5)
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which after redefining the integration variable as s (1 + x t + y t2) = σ and
using again (3.3.1), yields the result reported in eq. (3.3.3).

It is evident that the procedure we have outlined can easily be extended
to generalized forms of Chebyshev polynomials U

(m)
n (x, y) indeed, through

the use of lacunary Hermite polynomials (see Appendix B.1), we can state

Corollary 20. We introduce the lacunary Legendre polynomials [83, 26]

U (m)
n (x, y) =

1

n!

∫ ∞
0

e−sH(m)
n (−s x,−s y)ds =

= (−1)n
b n
m
c∑

r=0

(−1)(m−1)r(n− (m− 1) r)! xn−mryr

(n−m r)! r!
,

∞∑
n=0

tnU (m)
n (x, y) =

1

1 + x t+ y tm
,

∀m ≥ 2, Re(1 + x t+ y tm) > 0.

(3.3.6)

For this more general case too, the use of the properties of lacunary HP
can be usefully exploited to explore those of lacunary CP. To this aim we
note e.g. that

Proposition 25. Let, ∀m, l ∈ N, t ∈ R,

∞∑
n=0

tn

n!
H

(m)
n+l(x, y) = H

(m,m−1,...,1)
l

{p(n)
m (x, y; t)

n!

}
n=1,...,m

 epm(x,y; t),

H(p,p−1,...,1)
n (x1, ..., xp) = n!

bn
p
c∑

r=0

H
(p−1,p−2,...,1)
n−p r (x1, ..., xp−1)xrp

(n− p r)!r!
,

pm(x, y; t) = x t+ y tm,

p(n)
m (x, y; t) = ∂nt pm(x, y; t), n ≤ m

(3.3.7)

the Rainville generating function [53], where H
(p,p−1,...,1)
n (x1, ..., xp) are p-

variable complete (non lacunary) Hermite polynomials with generating func-
tion [SL5]

∞∑
n=0

tn

n!
H(p,p−1,...,1)
n (x1, ..., xp) = e

∑p
s=1 xst

s

. (3.3.8)
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Then,

∞∑
n=0

tn
(n+ l)!

n!
U

(m)
n+l (x, y) = l!

U
(m,m−1,...)
l

(
p

(1)
m (x,y;t)

1+pm(x,y;t)
, 1

2
p

(2)
m (x,y; t)

1+pm(x,y;t)
, ..., 1

m!
p

(m)
m (x,y;t)

1+pm(x,y;t)

)
1 + pm(x, y; t)

(3.3.9)
where the complete p-variable Chebyshev polynomials are specified, by means
of the Laplace transform

U (p,p−1,...,1)
n (x1, ..., xp) =

1

n!

∫ ∞
0

e−sH(p,p−1,...,1)
n (−x1s, ...,−xps)ds, (3.3.10)

straightforwardly yielding the generating function

∞∑
n=0

tnU (p,p−1,...,1)
n (x1, ..., xp) =

1

1 +
∑p

s=1 xst
s
, Re

(
1 +

p∑
s=1

xst
s

)
> 0.

(3.3.11)

The formalism associated with generalized Chebyshev polynomials is fairly
flexible, therefore if we are interested in the successive derivatives of a rational
function, we find

Corollary 21.

∂mt

(
1

1 + p2(x, y; t)

)
= ∂mt

∫ ∞
0

e−se−s x t−s y t
2

ds =

=

∫ ∞
0

e−sHm

(
−sp(1)

2 (x, y; t) , −s
2
p

(2)
2 (x, y; t)

)
e−s x t−s y t

2

ds =

= m!

Um

(
p

(1)
2 (x,y;t)

1+p2(x,y;t)
, 1

2

p
(2)
2 (x,y;t)

1+p2(x,y;t)

)
1 + p2(x, y; t)

,

(3.3.12)

which yields a kind of Rodriguez formula for Chebyshev type polynomials, as
reported below

(1 + p2(x, y; t)) ∂mt

(
1

1 + p2(x, y; t)

)
= m!Um

(
p

(1)
2 (x, y; t)

1 + p2(x, y; t)
,
1

2

p
(2)
2 (x, y; t)

(1 + p2(x, y; t))

)
,

(3.3.13)
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which should be confronted with an analogous expression valid for the Higher
order Hermite polynomials

∂mt
(
epn(x,y;t)

)
= H(n,n−1,...,1)

m

{p(s)
n (x, y; t)

s!

}
s=1,...,p

 epn(x,y;t). (3.3.14)

The formalism we have just discussed shows how the properties of Hermite
polynomials and of its generalized forms is a powerful tool to deal with other
families of polynomials. In the forthcoming section we apply the obtained
results to Chebyshev polynomials family.

3.3.1 Umbral Methods and Chebyshev Polynomials

According to the bynomial umbral formalism used in section 2.2 about
HP, the definition of the two variable Chebyshev polynomials can be given
as

Proposition 26. We recast the two variable Chebyshev polynomials in inte-
gral umbral bynomial terms as

Un(x, y) =
1

n!

∫ ∞
0

e−s (−x s+ (−y s)ĥ )nθ0 ds, (3.3.15)

or in umbral form as

Un(x, y) =
1

n!
(−x f̂ + (−y f̂)ĥ)nβ0θ0, (3.3.16)

where f̂ rβ0 := βr = r!.

Proof. To proof eq. (3.3.15) is enough to substitute HP with bynomial
umbral expression (2.2.2). About eq. (3.3.16), by using eqs. (2.2.2), Newton
bynomial and f̂ -operator, we get

Un(x, y) =
1

n!

n∑
r=0

(
n
r

)
(−x f̂)n−r

[
(−y f̂)ĥ

] r
β0θ0 =

=
1

n!

n∑
r=0

(
n
r

)
(−x)n−r f̂n−r(−y f̂)

r
2

∣∣∣cos
(
r
π

2

)∣∣∣ β0 =

=
1

n!

n∑
r=0

(
n
r

)
(−x)n−r f̂n−

r
2 (−y )

r
2

∣∣∣cos
(
r
π

2

)∣∣∣ β0 =

= (−1)n
bn

2
c∑

r=0

(n− r)!xn−2r(−y)r

(n− 2 r)! r!
.
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Corollary 22. According to such a definition we find

∂xUn(x, y) = − f̂

(n− 1)!
(−x f̂ + (−y f̂)ĥ)n−1β0. (3.3.17)

which yields

∂mx Un(x, y) = (−1)m
f̂m

(n−m)!
(−x f̂ + (−y f̂)ĥ)n−mβ0, m < n,

∂nxUn(x, y) = (−1)nn!.

(3.3.18)

3.3.2 Legendre and Legendre-like Polynomials

It is almost natural to note that the polynomials defined through the
integral representation, ∀x, y ∈ R,∀n ∈ N, [2]

Pn(x, y) =
(−1)n√

π

bn
2
c∑

r=0

Γ
(
n− r + 1

2

)
xn−2r(−y)r

(n− 2 r)! r!
=

=
1

n!Γ
(

1
2

) ∫ ∞
0

e−ss−
1
2Hn(−s x,−sy)ds

(3.3.19)

are generated by

∞∑
n=0

tnPn(x, y) =
1√

1 + x t+ y t2
(3.3.20)

and, upon replacing x→ −2x, y = 1, are recognized as Legendre polyno-
mials [138].

All the results of the previous section can be naturally transposed to this
family of polynomials thus finding e.g.

Lemma 10.

∂mt
1√

1 + p2(x, y; t)
= m!

Pm

(
p

(1)
2 (x, y; t)

1 + p2(x, y; t)
,

1

2!

p
(2)
2 (x, y; t)

1 + p2(x, y; t)

)
√

1 + p2(x, y; t)
, ∀m ∈ N

(3.3.21)
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or by its extension to the lacunary forms, namely

∂nt
1√

1 + pm(x, y; t)
= n!

Pn

{ 1

s!

p
(s)
m (x, y; t)

1 + pm(x, y; t)

}
s=1,...,n


√

1 + pm(x, y; t)
. (3.3.22)
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Chapter 4

Umbral Trigonometries

In this Chapter we develop a new point of view to introduce families of
functions, which can be identified as generalization of the ordinary trigono-
metric or hyperbolic functions. They are defined using a procedure based
on umbral methods, inspired to the Bessel Calculus of Cholewinsky and
Haimo [33]. We propose further extensions of the method and of the rele-
vant concepts as well and obtain new families of integral transform allowing
the framing of the previous concepts within the context of generalized Borel
tranforms.

The original parts of the Chapter, containing their adequate bibliography,
are based on the following original papers.

[SL6] G. Dattoli, S. Licciardi, E. Di Palma, E. Sabia; “From circular
to Bessel functions: a transition through the umbral method”, Fractal Fract,
1(1), 9, 2017.

[SL15] G. Dattoli, S. Licciardi, E. Sabia; ”Generalized Trigonometric
Functions and Matrix Parameterization”; Int. J. Appl. Comput. Math, pp.
1-14, 2017.

[SL13] G. Dattoli, S. Licciardi, F. Nguyen, E. Sabia; “Evolution equations
involving Matrices raised to non-integer exponents”; Modeling in Mathemat-
ics, Atlantis Transactions in Geometry, vol 2. pp. 31-41, J. Gielis, P. Ricci,
I. Tavkhelidze (eds), Atlantis Press, Paris, Springer 2017.

[SL14] G. Dattoli, S. Licciardi, R.M. Pidatella; “Theory of Generalized
Trigonometric functions: From Laguerre to Airy forms“; arXiv: 1702.08520,
2017, submitted for publication to Electronic Journal of Differential Equa-
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tions (EJDE) 2017.

? G. Dattoli, S. Licciardi, E. Sabia; ”New Trigonometries”, work in
progress.

4.1 From Circular to Bessel Function

The formalism we have outlined so far suggests the existence of a thread,
linking different families of special functions and polynomials. Albeit the
same results can be obtained using a conventional (non-umbral) procedure,
we stress that the protocol we have proposed is flexible, direct, straightfor-
ward and naturally suited for this type of problems. In addition the method
offers new possibility for the introduction of auxiliary polynomials [46] which
are all framed, by the use of purely algebraic manipulations, in a context
which can be understood as that of a generalized trigonometry.

4.1.1 The Umbral Version of the Trigonometric Func-
tions

The first step in this direction is a redefinition of the ordinary circular
functions in an umbral fashion. We indeed prove that they are a manifesta-
tion of the Gauss function if we take the freedom of writing as follows.

Proposition 27. We consider the umbral operator (1.3.13) of Definition 5,

α, βd̂
κψ0 =

Γ(κ+ 1)

Γ(ακ+ β)
, for α = 2, β = 1, then we can recast the ordinary

cosine, ∀x ∈ R, as

cos(x) := e−2,1d̂ x2

ψ0. (4.1.1)

To improve the writing we indicate 2,1d̂ = Ĉ

cos(x) = e−Ĉ x
2

ψ0. (4.1.2)

Proof. By expanding eq. (4.1.2) we recover the Taylor series expansion of
the cos-function

e−Ĉ x
2

ψ0 =
∞∑
r=0

(−1)rx2 r

r!
Ĉ rψ0 =

∞∑
r=0

(−1)rx2 r

(2 r)!
. (4.1.3)
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It is easy to check the consistency of the definition (4.1.2) with the el-
ementary properties of the trigonometric functions, by keeping indeed the
derivative with respect to x, we find

Corollary 23.

∂xe
−Ĉ x2

ψ0 = −2xĈe−Ĉ x
2

ψ0 = −2x
∞∑
r=0

(−1)r
(r + 1)!

(2r + 2)!

x2r

r!
=

= −
∞∑
r=0

(−1)r
x2r+1

(2r + 1)!
= − sin(x).

(4.1.4)

It is interesting to recover the cyclical law of the successive derivatives of
the circular functions by using the present formalism. To this aim, we remind
the identity (1.2.6) ∂nxe

−ax2
= Hn(−2ax,−a)e−ax

2
= (−1)nHn(2ax,−a)e−ax

2

and, by keeping successive derivatives of both sides of eq. (4.1.2), we find

Corollary 24.

∂nxe
−Ĉx2

ψ0 = (−1)nHn(2Ĉx,−Ĉ)e−Ĉx
2

ψ0 =

= (−1)nn!

[n2 ]∑
r=0

(−1)r
(2x)n−2r

(n− 2r)!r!
cos (x;n− r) =

= (−1)nn!

[n2 ]∑
r=0

(−1)r
x

(n− 2 r)! r!

jn−r−1(x)

(2x)r
=

= cos
(
x+ n

π

2

)
(4.1.5)

Within the present context, cos and sin functions are the 0-th and 1-st
order cases of a more general class of functions, defined as

Definition 19. We define the class of function ∀x ∈ R∀n ∈ N

cos(x;n) := Ĉ ne−Ĉ x
2

ψ0 =
∞∑
r=0

(−1)r

r!

(n+ r)!

[2 (n+ r)] !
x2 r. (4.1.6)

They can be identified with the spherical Bessel functions [85] according to
the identity

cos(x;n+ 1) :=
jn(x)

2n+1xn
. (4.1.7)
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This last result is an interesting yet unexpected outcome of our formalism,
indicating how the umbral procedure, we have developed, offers a natural way
of connecting circular and Bessel type functions, through the use of
the exponential function.

Ossservation 6. The differential equation satisfied by the functions (4.1.6)
can be derived from those of circular Bessel [1] according to the identities

Zn(x) = cos(x;n),

jn−1(x) = 2nxn−1Zn(x),

x Z ′′n(x) + 2nZ ′n(x) + xZn(x) = 0.

(4.1.8)

Regarding the integrals of functions (4.1.6), we find

Corollary 25. By the use of GWI (1.2.2) we obtain∫ +∞

−∞
cos(x;n) dx =

∫ +∞

−∞

[
Ĉne−Ĉx

2

ψ0

]
dx = Ĉn

∫ +∞

−∞
e−Ĉx

2

dxψ0 =

=

√
π

Ĉ
Ĉ nψ0 =

√
π Ĉ n− 1

2ψ0 =
√
π

Γ

(
n+

1

2

)
Γ(2n)

.

(4.1.9)

Further insight into the ”genesis” of the trigonometric functions can be
obtained by applying again the Gauss transform method (1.2.2) as follows.

Definition 20. ∀x ∈ R we define the function

c
( 1

2)
0 (x) = e−Ĉ

1
2 xψ0 =

∞∑
r=0

(−x)r

r!
Ĉ

r
2ψ0 =

=
∞∑
r=0

Γ
(r

2
+ 1
)

(r!)2 (−x)r

(4.1.10)

a Bessel trigonometric function .

Then

Proposition 28. ∀x ∈ R

e−Ĉ x
2

ψ0 =
1√
π

∫ +∞

−∞
e−ξ

2
[
e−2i Ĉ

1
2 x ξψ0

]
d ξ =

=
1√
π

∫ +∞

−∞
e−ξ

2

c
( 1

2)
0 (2 i x ξ) d ξ.

(4.1.11)
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We note that keeping the successive derivatives of the function defined in
eq. (4.1.10) we find

Proposition 29. ∀p ∈ N

∂pxc
( 1

2)
0,0 (x) : = ∂pxc

( 1
2)

0 (x) = ∂px

[
e−Ĉ

1
2 xψ0

]
= (−1)p

[
Ĉ

p
2 e−Ĉ

1
2 xψ0

]
=

= (−1)p
∞∑
r=0

Γ
(
r+p

2
+ 1
)

r! (r + p)!
(−x)r,

(4.1.12)

which can be associated with the special function

c(ν)
µ,α(x) =

∞∑
r=0

Γ (ν r + α + 1)

r! Γ(r + µ+ 1)
(−x)r (4.1.13)

and therefore

∂pxc
( 1

2)
0, 0 (x) = (−1)pc

( 1
2)

p, p
2
(x). (4.1.14)

Ossservation 7. The origin of the functions (4.1.13) can easily be traced

back to the Tricomi-Bessel functions (1.1.2) Cβ(x) =
∑∞

r=0

(−x)r

r!Γ(r + β + 1)
and are recognized to be associated with an extension of the Borel transform
of the functions (4.1.15) (see section 1.1.1), namely [46]

c(ν)
µ, α(x) =

∫ ∞
0

e−ssαCµ(sνx) ds. (4.1.15)

We derive, as straightforaward exercise, the associated infinite integrals,
by considering two paradigmatic examples.

The first is rather artificial and concerns the evaluation of the following
integral

Example 42.∫ ∞
−∞

e−a x
2

c(ν)
µ,α(bx)dx =

∫ ∞
−∞

[
e−a x

2−χ̂(ν)
µ, α b xζ0

]
dx =

=

√
π

a
e
b2

4a

(
χ̂

(ν)
µ, α

)2

ζ0,(
χ̂(ν)
µ, α

)r
ζ0 =

Γ (ν r + α + 1)

Γ(r + µ+ 1)
.

(4.1.16)

Accordingly, we eventually get
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∫ ∞
−∞

e−a x
2

c(ν)
µ,α(b x) dx =

√
π

a

∞∑
r=0

b2r

(4a)rr!

Γ (2 r ν + α + 1)

Γ (2 r + µ+ 1)
. (4.1.17)

A further and more familiar example, näıve consequence of this procedure,
is the evaluation of the Fresnel integral [1]

C(x) =

∫ +∞

x

cos
(
ξ2
)
d ξ, ∀x ∈ R, (4.1.18)

for x = 0. The use of the identities (4.1.2) yields

Example 43. By applying a variable change,

C(0) =

∫ +∞

0

[
e−Ĉ x

4

ψ0

]
dx =

(
1

4

∫ ∞
0

e−yy
1
4
−1dy

)
Ĉ−

1
4ψ0 =

=
1

4

Γ

(
1

4

)
Γ

(
3

4

)
Γ

(
1

2

) =
1

2

√
π

2
.

(4.1.19)

The previous results have emerged in quite a natural fashion from our
formalism. Other means, of more conventional nature, can be applied, albeit
with more computational effort.

4.1.2 Laguerre Polynomials and Trigonometric Func-
tion

In this section we provide a link betweeen trigonometric-like functions
and Laguerre polynomials. Before proceeding in this direction we need the
definition of further auxiliary tools. The strategy we follow is that of in-
troducing an appropriate family of polynomials providing a bridge between
Laguerre and trigonometric functions. To this aim, we replace in eq. (2.6.2)
ĉ with Ĉ, thus defining a new family of polynomials suited for our purposes.

Definition 21. ∀x, y ∈ R,∀n ∈ N, we introduce λn(x, y) polynomials as

λn(x, y) :=
[
(y − Ĉ x)nψ0

]
=

n∑
s=0

(
n

s

)
(−1)s yn−sxsĈ sψ0 =

=
n∑
s=0

(−1)ss!

(2 s)!

(
n

s

)
yn−sxs = n!

n∑
s=0

(−1)s

(2 s)!(n− s)!
yn−sxs.

(4.1.20)

They are umbrally equivalent to Ln(x, y).
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A straightforward application of our procedure yields

Proposition 30. The λn(x, y) generating functions, ∀t ∈ R :| t |< 1
y
,

∞∑
n=0

tnλn(x, y) =
∞∑
n=0

tn
[
(y − Ĉ x)nψ0

]
=

1

(1− y t)

[
1 +

Ĉ x t

1− yt

]ψ0 =

=
1

1− y t

[
∞∑
r=0

(
− Ĉxt

1− yt

)r

ψ0

]
=

1

1− yt
e0

(
x t

1− y t

)
,

e0(x) =
∞∑
r=0

(−1)r
r!

(2 r)!
xr

(4.1.21)

and∗ ∀t ∈ R

∞∑
n=0

tn

n!
λn(x, y) = ey t

[
e−x Ĉ tψ0

]
= eyt cos(

√
xt). (4.1.22)

Furthermore, the λn polynomials (4.1.20) are easily shown to satisfy the
recurrences [SL6]

Properties 14.

∂yλn(x, y) = nλn−1(x, y),

∆̂λn(x, y) = nλn−1(x, y),

∆̂ = −4x
1
2∂xx

1
2∂x = −2 (1 + 2x ∂x) ∂x

(4.1.23)

which, once combined, yield the differential equation
∂yλn(x, y) = ∆̂λn(x, y)

λn(x, 0) = (−1)n
n!

(2n)!
xn.

(4.1.24)

It, accordingly, allows the following operational definition

λn(x, y) = ey ∆̂λn(x, 0), (4.1.25)

which can be further handled to get

ey ∆̂e0(x) =
1

1− y
e0

(
x

1− y

)
. (4.1.26)

∗The generating function (4.1.22) indicates that the λn(x, y) belong to the family of
Appél polynomials in the y variable [4], this is a characteristic shared with the Ln(x, y).
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Eqs. (4.1.21) - (4.1.26) are closely symilar to analogous identities satisfied
by the Laguerre polynomials [2, 111]. In particular eq. (4.1.24) is a kind of
heat equation involving the differential operator ∆̂. To complete the analogy
with Laguerre polynomials family (2.6.7) we introduce the associated λ-
polynomials specified by

Definition 22. We define the associated λ-polynomials as

λ(ν)
n (x, y) := Ĉν (y − Ĉ x)nψ0 =

=
n∑
s=0

(−1)s
(
n

s

)
yn−sxsĈν+sψ0 =

= n!
n∑
s=0

(−1)s
Γ(ν + s+ 1)

s! (n− s)!Γ(2 (ν + s) + 1)
yn−sxs.

(4.1.27)

Corollary 26. The relevant generating function, by applying eq. (4.1.6),
writes

∞∑
n=0

tn

n!
λ(ν)
n (x, y) = ey t cos

(√
x t; ν

)
. (4.1.28)

Before proceeding further we note that the λ-polynomials are linked to
other family of polynomials playing an important role in analysis

Ossservation 8. The polynomials

hn(x) =
n∑
k=0

(
n+ k
n− k

)
(−x)k , ∀x ∈ R,∀n ∈ N, (4.1.29)

are orthogonal polynomials with weight function

ρ(x) =
1

2 π

√
4− x
x

, (4.1.30)

and are involved other in the theory of Catalan numbers and of the solu-
tion of the Hausdorff moment problem [32].

The hn(x) can be readily written in terms of the integral transform of
polynomials λn(x, y) according to the identity

hn(x) =
1

n!

∫ ∞
0

e−ξξ nλn(x ξ, 1) dξ. (4.1.31)

143



Before concluding this section, we introduce the following λ based Bessel
functions, defined by the generating function

+∞∑
n=−∞

tnλJn(x, y) = e
(y−Ĉ x)

2 (t− 1
t )ψ0 = e

y
2 (t− 1

t ) cos

(√
x

2

(
t− 1

t

))
,

(4.1.32)
which are characterized by the Anger type identity [2]

+∞∑
n=−∞

einθ (λJn(x, y)) = eiy sin(θ) cos
(√

ix sin(θ)
)
, (4.1.33)

which can be exploited in problems involving non linear oscillations, ruled
by differential equations of the type

Z Z
′′

+ Z
′2

+
Z

2
= 0. (4.1.34)

Ossservation 9. By keeping y = 0, we find λJn(x, 0), which can be cast in
the following series form

λJn(x, 0) =
+∞∑
r=0

(−1)3r+n(2r + n)!

r!(r + n)![2(2r + n)]!

(x
2

)2r+n

. (4.1.35)

In the case of n = 0, abusing our umbral notation and by recalling the
rule of the Gaussian successive derivatives, write

∂nx λJ0(x, 0) = (−1)nHn

(
ĉ Ĉ2 x

2
, − ĉ Ĉ

2

4

)
e−ĉ (−Ĉ

x
2 )

2

ψ0ϕ0. (4.1.36)

The Bessel and circular umbral operators (ĉ and Ĉ) act on the ”vacua” (ψ0−
ϕ0).

The last examples, regarding artificial construction of Bessel type func-
tions, have been aimed at further stressing that, even though complicated
in their explicit representation in terms of series, the operational method
greatly simplifies the study of the relevant properties.

4.2 From Laguerre to Airy Forms

The cylindrical Bessel are generalizations of the trigonometric functions,
while the associated modified forms are an extension of the relevant hyper-
bolic counterparts [2]. Such an academic identification is non-particularly
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deep and might be useful for pedagogical reasons or as a guiding element
to study their properties as e.g. those relevant to the asymptotic forms.
We must however underline that Bessel and trigonometric/hyperbolic func-
tions share some resemblances only, but they do not display any full cor-
respondence. The search for functions which are ”true” generalizations of
the trigonometric (t-) or hyperbolic (h-) forms is however recurrent in the
mathematical literature. The attempts in this direction can be ascribed to
different strategies, roughly speaking the geometrical [72] and the analyti-
cal [68] point of views. The first is based on definitions extending to higher
powers the Pythagorean identity of ordinary trigonometric functions, such a
program identifies new trigonometries, with their own geometrical interpre-
tation on elliptic curves and with different numbers playing the role of π [72].
The second invokes the analogy with series expansions, differential equations
and the theory of special functions. The generalized t-h functions, defined
within these two contexts, are different. In particular those belonging to the
geometric strategy can be recognized as elliptic functions, including Jacobi
and Weierstrass forms.

In this section we develop a systematic procedure within the framework
of the analytical point of view.

We look for ”true” generalizations, in the sense that the functions we
define allow a one to one mapping onto the properties of the elementary t-
h functions, like addition or duplication theorems. To this aim we exploit
the methods provided so far about the understanding of Bessel functions
as umbral manifestation of Gauss or of exponential functions [SL5]. These
conceptual tools, as well as the ideas developed by Cholewinsky and Reneke
in ref. [34], provide the elements underlying the formalism of this section,
aimed at exploring in depth the identification of trigonometric functions as-
sociated with Bessel functions, by getting the proper algebraic environment
to establish the relevant properties.

Our starting point is the particular following partial differential equation
in which we use the results discussed in Chapter 2.

Example 44. We consider, ∀x, y ∈ R, the initial conditions problem
l∂xF (x, y) = l∂yF (x, y)

F (x, 0) = x n

F (0, y) = y n,

(4.2.1)
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where l∂ξ is the l-derivative (2.5.8).

It is easily checked that the solution of eq. (4.2.1), when x, y > 0, can be cast
in the form [SL14]

Λn(x, y) =
n∑
r=0

(
n

r

)2

x n−ry r, (4.2.2)

where Λn(x, y) is an example of hybrid polynomial, introduced in ref. [55].

For reasons which will be clear in the following, we introduce the following
notation, borrowed from ref. [68].

Definition 23. We define the composition rule ∀x, y ∈ R,∀n ∈ N

Λn(x, y) =
n∑
r=0

(
n

r

)2

x n−ry r := (x⊕l y) n (4.2.3)

the Laguerre bynomial sum (lbs).

It is evident that such a notion is an extension of the Newton Bynomial,
which can be generated by the action of the shifting exponential operator on
an ordinary monomial, namely

e y ∂x x n =
∞∑
r=0

y r

r!
∂ r
x x

n =
n∑
r=0

y r

r!

n!

(n− r)!
x n−r = (x+ y) n. (4.2.4)

Corollary 27. An analogous rule for the generation of lbs can be achieved
by replacing the exponential function with the l-exponential (2.7.2) le(η) =∑∞

r=0
η r

(r!)2 (it is a 0-order Bessel-Tricomi function and satisfies the l-eigenvalue

equation (2.7.4) l∂x (le(λx)) = λ (le(λx))) and the ordinary derivative with
the l-derivative, satisfying the identity (2.5.13) l∂

n
η = ∂ n

η η
n ∂ n

η . Accordingly
we find

le(y l∂x)x
n =

∞∑
r=0

yr

(r!)2∂
r
xx

r∂rx x
n =

n∑
r=0

yr

(r!)2

(n!)2

[(n− r)!]2
xn−r =

=
n∑
r=0

(
n

r

)2

xn−ryr = (x⊕l y)n.

(4.2.5)

According to the previous identities we can also state that
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Properties 15.

le(y l∂x) le(x) = le(y) le(x),

le(y l∂x) le(x) = le(x⊕l y).
(4.2.6)

The above identities allow the derivation of the following ”semi-group”
property of the l-exponential

le(y) le(x) = le(x⊕l y). (4.2.7)

Definition 24. In full analogy with the ordinary Euler formulae we introduce
the l-trigonometric (l-t) functions through the identity

le(i x) = lc(x) + i ls(x), (4.2.8)

where l-t cosine and sine functions are specified by the series†

lc(x) =
∞∑
r=0

(−1)rx2r

(2 r)!2
,

ls(x) =
∞∑
r=0

(−1)rx2r+1

(2 r + 1)!2
.

(4.2.9)

Fig. 4.1 provides the plot of ls(x) vs lc(x) in a Lissajous-like diagram.

It is easily checked that [SL14]

Properties 16. ∀α ∈ R, l-t cosine and sine satisfy the identities

l∂x [lc(αx)] = −α ls(αx),

l∂x [ls(αx)] = α lc(αx)
(4.2.10)

and therefore the ”harmonic” equation

(l∂x)
2 [lc(αx)] = −α2

lc(αx),

(l∂x)
2 [ls(αx)] = −α2

ls(αx).
(4.2.11)

It is worth noting that

† The l-h functions are defined by the corresponding series expansion

lch(x) =
∑∞
r=0

x2r

[(2 r)!]2
, lsh(x) =

∑∞
r=0

x2r+1

[(2 r+1)!]2
.
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Figure 4.1: Fish-like Lissajous diagram of l-t functions, ls(x) vs lc(x).

Proposition 31. Laguerre and ordinary trigonometric functions are linked
by the Borel type transforms (1.1.18) [SL14]

∫ ∞
0

e−tlc(xt)dt = cos(x),∫ ∞
0

e−tls(xt)dt = sin(x).

(4.2.12)

The use of the dilatation operator identity (1.1.16)-(1.1.19) yields the follow-
ing identifications

lc(x) = (Γ(x ∂x + 1))−1 cos(x),

ls(x) = (Γ(x ∂x + 1))−1 sin(x).
(4.2.13)

We note that

le(i x) = lc(x) + i ls(x) =

= (Γ(x ∂x + 1))−1 ei x.
(4.2.14)

The use of the properties (4.2.7) allows the derivation of the following
addition theorems for the functions in eqs. (4.2.9) .

Proposition 32. ∀x, y ∈ R, the composition rules of l-t cosine and sine are
stated as

lc(x⊕l y) = lc(x)lc(y)− ls(x) ls(y),

ls(x⊕l y) = lc(x)ls(y) + ls(x) lc(y).
(4.2.15)

148



Proof. The proof of the second identity is given by noting that

le(i x) e(i y) = [lc(x) + i ls(x)] [lc(y) + i ls(y)] =

= [lc(x)lc(y)− ls(x) ls(y)] + i [lc(x)ls(y) + ls(x) lc(y)]
(4.2.16)

and since

le(i x) le(i y) = le(i (x⊕l y)) = lc(x⊕l y) + i ls(x⊕l y), (4.2.17)

we can equate real and imaginary parts to infer the identities (4.2.15).
The first equation is analogous.

It is evident that, according to the procedure we have proposed, the prop-
erties of ordinary trigonometric functions are extended to their l-counterparts,
provided that the ordinary sum is replaced by the composition rule specified
in eq. (4.2.3).

Proposition 33. The formalism allows the derivation of the corresponding
duplication formulae, which can be stated by defining the following product
rule

(x⊕l x)n =
(2n)!

(n!)2
xn := (2⊗l x)n , (4.2.18)

which, along with eq. (4.2.15), yields

lc(2⊗l x) = (lc(x))2 − (ls(x))2 ,

ls(2⊗l x) = 2 lc(x)ls(x).
(4.2.19)

Furthermore the sum can be iterated as

(x⊕l (x⊕l x))n = (3⊗l x)n ,

(x⊕l (...l (x⊕l x)))k = (n⊗l x)k
(4.2.20)

and, accordingly, we can state the following extension of the De Moivre for-
mulae

[lc(x) + i ls(x)]n = lc (n⊗l x) + i ls (n⊗l x) . (4.2.21)

It is worth stressing some of the properties of the composition rule (4.2.3)
.
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Properties 17.

a) (x⊕l y)n = (y ⊕l x)n,

b) (1⊕l 1)n =
(2n)!

(n!)2 ,

c) (1⊕l (−1))n =
i n n!((
n
2

)
!
)2

(1 + (−1)n)

2
=


0, n = 2k + 1, k ∈ N,
i n n!((
n
2

)
!
)2 , n = 2k, k ∈ N,

d) (i⊕l (−i))n =
(−1)n n!((

n
2

)
!
)2

(1 + (−1)n)

2
=


= 0, n = 2k + 1, k ∈ N,

=
(−1)n n!((

n
2

)
!
)2 , n = 2k, k ∈ N.

(4.2.22)

It is furthermore worth noting that

e) le(x) = lim
n→∞

(
1⊕l

( x
n2

))n
, (4.2.23)

which provides the quantity

le := le(1) =

(
1⊕l

(
1

n2

))n
= 2.279585302336067 . . . (4.2.24)

which is a kind of Laguerre-Napier number le, presumably trascendent.

Ossservation 10. The previous identities, albeit trivial, are important to ap-
preciate the structural differences with respect to their ordinary counterparts,
for example eq. (4.2.22) implies that

le(i x) le(−i x) 6= 1 (4.2.25)

and therefore that

[lc(x)]2 + [ls(x)]2 6= 1. (4.2.26)

Ossservation 11. We observe that correspondent results can be obtained by
starting from different special functions. If we consider e.g. the Mittag-Leffler

function (1.3.1) for β = 1, Eα,1 =
∑∞

r=0

xr

Γ(αr + 1)
, we notice that

Eα,1(x+ y) 6= Eα,1(x)Eα,1(y) (4.2.27)
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and therefore, to realize the semigroup properties, we extend the Newton byno-
mial as

(x⊕mlα y)n :=
n∑
r=0

(
n

r

)
α

xn−ryr,

(
n

r

)
α

:=
Γ(αn+ 1)

Γ (α (n− r) + 1) Γ(αr + 1)
,

(4.2.28)

which allows the conclusion

Eα,1(x⊕mlα y) = Eα,1(x)Eα,1(y). (4.2.29)

The associated sin and cos-like functions defined by

Cα,1(x) =
Eα,1(ix) + Eα,1(−ix)

2
,

Sα,1(x) =
Eα,1(ix)− Eα,1(−ix)

2 i

(4.2.30)

also implying that

Eα,1(ix) = Cα,1(x) + i Sα,1(x) (4.2.31)

and they are characterized by the addition formulae

Cα,1(x⊕mlα y) = Cα,1(x)Cα,1(y)− Sα,1(x)Sα,1(y),

Sα,1(x⊕mlα y) = Sα,1(x)Cα,1(y) + Cα,1(x)Sα,1(y),
(4.2.32)

resembling those of their circular counterpart. It is furthermore worth noting
that, as we noted yet in Lemma 5, if α = n ∈ N, the ML function satisfies
the eigenvalue equation

nn
(
x
n−1
n

d

dx

)n
En,1(λx) = λEn,1(λx). (4.2.33)

It is therefore evident that by introducing the ML derivative operator

mlD̂x = nn
(
x1− 1

n
d

dx

)n
, (4.2.34)

we find
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En,1

(
y mlD̂x

)
En,1(x) = En,1 (x⊕mlα y) . (4.2.35)

Accordingly, the operator En,1

(
y mlD̂x

)
is a shift operator in the sense that

it provides a shift of the argument of the ML function according to the com-
position rule established in eq. (4.2.28).

In the forthcoming sections we will go deeper into the theory of these
families of functions and we will be able to better appreciate the similitudes
and the differences with the ordinary forms.

4.2.1 Generalized Trigonometric Functions, Ordinary
and Higher Order Bessel Functions

The Bessel functions are characterized by a continuous variable and by
a real or complex index. A fairly natural extension of the function defined
by eqs. (4.2.9) is therefore provided by the l-t functions, associated with the
α-order Bessel like function (2.7.11), for m = 1, then

Corollary 28. We get the function

leα(η) =
∞∑
r=0

η r

r! Γ(r + α + 1)
, (4.2.36)

which is an eigenfunction of the operator [SL14]

(α, l)∂x = ∂xx ∂x + α ∂x = x−α∂xx
α+1∂x. (4.2.37)

We can now proceed as in the previous section, by noting that the poly-
nomials

Λn(x, y;α) :=
n∑
r=0

(
n

r

)
Γ(n+ α + 1)

Γ(n− r + α + 1) Γ(r + α + 1)
x n−ry r =

= (x⊕(α, l) y) n
(4.2.38)

are solutions of the equation

(α, l)∂xln(x, y;α) = (α, l)∂yln(x, y;α). (4.2.39)

We further define the composition rule

leα(y (α, l)∂x)x
n = (x⊕(α, l) y)n (4.2.40)
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and prove that

leα(y (α, l)∂x) leα(x) = leα(x⊕(α, l) y),

leα(y ) leα(x) = leα(x⊕(α, l) y).
(4.2.41)

Finally, by a slight extension of the discussion of the introductory section,
we define the l-t functions of α-order as

(α, l)c(x) =
∞∑
r=0

(−1)rx2r

[(2 r)!] Γ(α + 2r + 1)
,

(α, l)s(x) =
∞∑
r=0

(−1)rx2r+1

[(2 r + 1)!] Γ(α + 2r + 2)
,

(4.2.42)

which are shown to satisfy the addition theorems (4.2.15) for the composition
rule (4.2.40) .

Corollary 29. The procedure can be further extended by the use of Humbert
Bessel like functions, which are defined by the series [36]

leα, β(η) =
∞∑
r=0

ηr

r! Γ(r + α + 1) Γ(r + β + 1)
. (4.2.43)

They satisfy the differential equation

[∂η (α + η ∂η) (β + η ∂η)] leα,β(η) = leα, β(η) (4.2.44)

and are therefore eigenfunctions of the operator

(α, β, l)∂η = ∂ηη ∂ηη ∂η + (α + β) l∂η + αβ ∂η, (4.2.45)

whose r-order derivative is

(α, β, l)∂
r
ηx

n =
n!(n+ α)!(n+ β)!

(n− r)!(n− r + α)!(n− r + β)!
xn−r. (4.2.46)

By following the same procedure as before, we introduce the composition rule

(
x⊕(α, β, l) y

)n
=

=
n∑
r=0

(
n

r

)
Γ(n+ α + 1) Γ(n+ β + 1) x n−ry r

Γ(n− r + α + 1) Γ(r + α + 1) Γ(n− r + β + 1) Γ(r + β + 1)
,

(4.2.47)
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so that the associated l-t functions, defined as,

(α, β, l)c(x) =
∞∑
r=0

(−1) rx 2r

(2 r)!Γ(α + 2r + 1) Γ(β + 2 r + 1)
,

(α, β, l)s(x) =
∞∑
r=0

(−1) rx 2r+1

(2 r + 1)!Γ(α + 2r + 2) Γ(β + 2 r + 2)
,

(4.2.48)

are straightforwardly shown to satisfy the differential equations

(α, β, l)∂η
[

(α, β, l)c(λx)
]

= −λ
[

(α, β, l)s(λx)
]
,

(α, β, l)∂η
[

(α, β, l)s(λx)
]

= λ
[

(α, β, l)c(λx)
] (4.2.49)

and the addition theorems based on the extension of the definition of sum
specified in eq. (4.2.6) and (4.2.41).

We have shown that the concept of l-t function is a fairly natural con-
sequence of the notion of Laguerre derivative, of its extensions and of the
associated eigenfunctions, which belong to Bessel like forms. In the follow-
ing we will show how to frame the Cholewinsky-Reneke l-h functions within
the present framework. Before entering this specific aspect of the problem
we introduce some consequences of the previous formalism on the theory of
diffusion equation associated to the Laguerre derivative and to its general-
ization.

4.2.2 Bessel Diffusion Equations

This short section, in which we discuss some evolutive equations based
on the operators introduced in the previous sections, is an apparent detour
from the main stream of the section.

Laguerre type diffusive equations like [13]{
∂τF (x, τ) = l∂xF (x, y)

F (x, 0) = f(x),
(4.2.50)

can be formally solved as

F (x, τ) = eτ l∂xf(x). (4.2.51)

To make the above solution meaningful it is necessary to specify how to calcu-
late the action of the exponential operator containing the Laguerre derivative
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on the function f(x). We discuss therefore, as introductory example, the case
in which f(x) = ex, and proceed as follows:

1. We note that the exponential can be written as an integral transform
of the Tricomi function

ex =

∫ ∞
0

e−tle(x t) dt. (4.2.52)

2. We use the properties (4.2.6) to end up with

eτ l∂xex =

∫ ∞
0

e−t (1−τ)
le(x t) dt =

1

1− τ
e

x
1−τ . (4.2.53)

More in general, whenever

f(x) =

∫ ∞
0

f̃(t)le(x t) dt, (4.2.54)

the solution of the problem (4.2.50) can be cast in the form

F (x, τ) =

∫ ∞
0

f̃(t) et τ le(x t) dt (4.2.55)

and f̃(t) is the l-transform of the function f(x).

Before going further with the above formalism, we note that the equation{
∂τF (x, τ) = (α, β, l)∂xF (x, y)

F (x, 0) = f(x)
(4.2.56)

can be solved in an analogous way provided that we replace le(x) with

leα, β(x ) in eq. (4.2.55).

In the case in which we consider equations of the type{
l∂τF (x, τ) = l∂xF (x, y)

F (x, 0) = f(x),
(4.2.57)

the solution of the problem can be obtained as

F (x, τ) = le(τ l∂x)f(x) = f(x⊕l τ). (4.2.58)

Further comments on the previous statements will be provided in the
following section.
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4.3 Pseudo-Hyperbolic Functions and

Generalized Airy Diffusion Equations

As already stressed the study of generalized forms of trigonometric and of
hyperbolic functions is an old “leit motiv” in the mathematical literature.
On the eve of the seventies of the last century Ricci introduced [117] a family
of pseudo hyperbolic functions (PHF), which will be proven of notice-
able importance for the topics we are discussing.

Definition 25. According to ref. [117] the PHF of order 3 are defined by
the series

[k,3]e (x) =
∞∑
r=0

x3 r+k

(3 r + k)!
,

k = 0, 1, 2.

(4.3.1)

On account of the properties of the cubic roots of the unit [1]

ω̂p = e
2 i p π

3 , p = 0, 1, 2,

ω̂3
p = 1, p = 0, 1, 2,

ω̂2
p + ω̂p = −1, p = 1, 2,

(4.3.2)

we can state [56] the following

Definition 26. We define the Euler-like exponential formulae ∀x ∈ R

eω̂ x =
2∑

k=0

ω̂k [k,3]e(x),

[k,3]e(x) =
1

3

2∑
p=0

ω̂kp e
ω̂px.

(4.3.3)

Proposition 34. The PHF of order 3 are eingenfunctions of the cubic op-
erator

(∂x)
3

[k,3]e(λx) = λ3
[k,3]e(λx) (4.3.4)

and can be exploited to generalize the exponential translation operator
as

[k,3]T̂ (y) = [k,3]e(y ∂x). (4.3.5)
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Corollary 30. In the case of k = 0 the action of this operator on an ordinary
monomial is given by

[0,3]T̂ (y)x3n =
1

3

[
eω̂0 y ∂x + eω̂1 y ∂x + eω̂2 y ∂x

]
x3n =

=
1

3

2∑
α=0

(x+ ω̂αy)3n = (x⊕[0,3] y)3n.
(4.3.6)

Corollary 31. By direct use of the series expansion definition of the function

[0,3]e (x) , we end up with‡

[0,3]e (y ∂x)x
3n =

∞∑
r=0

y3r

(3r)!
∂3r
x x

3n =

=
n∑
r=0

(
3n

3r

)
y3rx3 (n−r) = (x⊕[0,3] y)3n.

(4.3.7)

It is therefore evident that the following further identities can be stated

[0,3]e (y ∂x) [0,3]e(x) = [0,3]e(x⊕0 y),

[0,3]e (y ∂x) [0,3]e(x) = [0,3]e(y) [0,3]e(x)
(4.3.8)

which, once merged, yield

[0,3]e (x) [0,3]e(y) = [0,3]e(x⊕[0,3] y). (4.3.9)

In this way we have obtained a result allowing the introduction of t-h like
functions according to the paradigm developed so far.

By a straightforward generalization of the discussion developed in these
last sections, we introduce the generalized h-functions defined as

Proposition 35. We define the generalized h-functions

[0,3]ch (x) =
1

2

(
[0,3]e(x) + [0,3]e (−x)

)
=
∞∑
r=0

x 6 r

(6 r)!
,

[0,3]sh (x) =
1

2

(
[0,3]e(x)− [0,3]e (−x)

)
=
∞∑
r=0

x 6 r+3

(6 r + 3)!

(4.3.10)

‡A straightforward consequence of eq. (4.3.6) is that (see also ref. [34])

(1⊕[0,3] 1)3n =
1

3

(
23n +

(
1 + e

2iπ
3

)3n
+
(

1 + e
4iπ
3

)3n)
=

1

3

(
23n + (−1)n2

)
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and easily state that the relevant addition theorems read

[0,3]ch
(
α⊕[0,3] β

)
= [0,3]ch(α)[0,3]ch(β) + [0,3]sh(α)[0,3]sh(β),

[0,3]sh
(
α⊕[0,3] β

)
= [0,3]ch(α)[0,3]sh(β) + [0,3]sh(α)[0,3]ch(β).

(4.3.11)

Analogous conclusions can be reached for [k,m]e(x), k = 0, . . . ,m− 1.

To obtain the link with the topics discussed so far, we consider a particular
case of the function defined in eq. (4.2.43), namely [SL14]

Example 45. We consider the function

leα− 1
3
,− 2

3

((η
3

)3
)

=
∞∑
r=0

η3r

33rr! Γ
(
r + α + 2

3

)
Γ
(
r + 1

3

) . (4.3.12)

The associated Laguerre derivative can be written in terms of the oper-
ator

αϑ̂ = (α− 1
3
,− 2

3
, l)∂( η3 )

3 = ∂ηη
−3α∂ηη

3α∂η, (4.3.13)

appearing in the generalized Airy equation

∂tF (x, t) = αϑ̂ F (x, t), (4.3.14)

studied in ref. [34].

The function in eq. (4.3.12) is equivalent, apart from an unessential
normalizing factor, to the function exploited by Cholewinsky and Reneke [34]
to study the solution of eq. (4.3.14) which is linked, in particular, to the
following expression

Gα(η) = Γ

(
1

3

)
Γ

(
α +

2

3

)
leα− 1

3
,− 2

3

((η
3

)3
)
. (4.3.15)

We can make the previous results more transparent by using the identity

1

(3n)!
Γ

(
n+

2

3

)
=

Γ
(

1
3

)
Γ
(

2
3

)
33nn! Γ

(
n+ 1

3

) , (4.3.16)

which allows to recast eq. (4.3.15) in the form

Gα(η) =
1

B
(

2
3
, α
) ∞∑
r=0

B
(
r + 2

3
, α
)
η3r

(3r) !
, (4.3.17)
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where B(x, y) is the Beta-function (1.0.6), and derive the identity

αϑ̂ Gα(λ η) = λ3Gα(λ η). (4.3.18)

Finally, the use of the Euler dilatation operator yields the following integral
transform defining the function (4.3.15) in terms of the pseudo hyperbolic
function of order 3

Gα(η) =
1

B
(

2
3
, α
) ∫ 1

0

t−
1
3 (1− t)α−1

[0,3]e(η t
1
3 )dt. (4.3.19)

According to the paradigm developed so far we use the associated transla-
tion operator to define the composition rule

Gα(y αϑ̂
1
3 )x3n :=

=
n∑
r=0

(
n

r

)
Γ
(
α + 2

3

)
Γ
(

1
3

)
Γ
(
n+ α + 2

3

)
Γ
(
n+ 1

3

)
y3 rx3n−3r

Γ
(
r + 1

3

)
Γ
(
n− r + 1

3

)
Γ
(
n− r + α + 2

3

)
Γ
(
r + α + 2

3

) =

=
(
x⊕α[0|3] y

)3n

(4.3.20)

forming the generalized lbs for the addition theorem of the relevant
l-h functions.

A natural extension of the previously developed formalism allows the in-
troduction of the l/h-functions. Their definitions and properties, apart from
some computational complications, does not produce any significant concep-
tual progress.

In this section we have seen how a ”wise” combination of different meth-
ods borrowed from special function theory, operational and umbral calculus
and integral transforms, opens new interesting possibilities for the introduc-
tion and systematic study of new families of trigonometric functions.
In addition, the method yields, as byproduct, the opportunity of getting nat-
ural solutions of a large family of PDE belonging to the family of generalized
heat equation, whose links with the radial heat equation have been touched
on in ref. [68].

We stress two points just touched on in the previous part of the Chapter.

Remark 3. We have noted in eq. (4.2.23) that the Laguerre exponential can
be obtained through a limit procedure analogous to that involving the Napier
number. The same method can e.g. be used to state that
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J0(x) = lim
n→∞

(
1⊕l

(
−
( x

2n

)2
))n

, (4.3.21)

which is recognized as the asymptotic limit of Laguerre polynomials [2].

The second point we want to emphasize is the geometrical interpretation of
the l−t functions from the geometrical point of view.
Such an interpretation is provided in Fig. 4.1, where we have considered the
Lissajous curves plotting l-sin vs l-cos.

In Fig. 4.2 it is evident that the curves are open since no periodic be-
haviour is envisaged. However a kind of self-similarity can be noted when the
amplitude of the oscillations increase with increasing x.

0 20 40 60 80 100 120 140

-40

-20

0

20

40

l-cos

l-
si

n

Figure 4.2: Fish-like Lissajous diagram of l-t functions, ls(x) vs lc(x) for
larger x-range.

The last figure provides the explicit correspondence of the l-sinus and l-
cosinus along with the relevant ”l-angle”, intended as the area intercepted
by the l-curve and the segment forming the angle in the positive abscissa
direction.

These paragraphs have provided the formalism for a wider understanding
of concepts associated with the Laguerre derivative, the underlying algebraic
structures and possible extensions to new forms of Trigonometry.

In the next section we extend the concepts to cases involving Matrix
Parameterization.
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Figure 4.3: l-sinus and l-cosinus along with parameter x which is understood
as the blue dashed area.

4.4 Generalized Trigonometric Functions and

Matrix Parameterization

Further forms of Generalized Trigonometric Functions (GTF) can
be introduced by means of an extension of the Euler exponential identity,
involving matrices instead of the imaginary unit. The point of view we
develop is based on the assumption that matrices are by themselves complex
numbers in a broader sense. We see how such an approach yields new families
of trigonometry, whose usefulness in application (as charged beam transport)
is also discussed. The technique we develop largely benefit from umbral and
operational methods which are the leitmotiv of the treatment we propose.

Definition 27. According to refs. [73]-[45], we introduce the Generalized
Trigonometric Functions of order 2, C(t)− S(t), by means of the identity

et M̂ = C(t) 1̂ + S(t) M̂, ∀t ∈ R, (4.4.1)

where M̂, 1̂ are respectively a 2×2 non-singular matrix and the unit, namely

M̂ =

(
a b
c d

)
, 1̂ =

(
1 0
0 1

)
. (4.4.2)

Corollary 32. From eq. (4.4.1) also follows that

et λ+ = C(t) + S(t)λ+,

et λ− = C(t) + S(t)λ−,
(4.4.3)

with λ ± being the eigenvalues of M̂ , assumed to be non-singular, thus getting
the explicit form of the second order GTF, namely
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C(t) =
λ−e

λ+t − λ+e
λ−t

λ− − λ+

,

S(t) =
eλ+t − eλ−t

λ+ − λ−
.

(4.4.4)

The structure of eq. (4.4.1) is that of the Euler-De Moivre identity, with
M̂ playing the role of imaginary unit, on the other side eq. (4.4.3) repre-
sents the scalar counterpart of (4.4.1) and, accordingly, λ ± are understood
as conjugated imaginary units.

Properties 18. The properties of the cos and sin like functions C(t), S(t)
can be inferred from either eqs. (4.4.1)-(4.4.3), which yield for example (see
also ref. [45])

C2 + ∆M̂S
2 + Tr(M̂)CS = eTr(M̂) t,

T r(M̂) = a+ d,

∆M̂ = a d− b c, ∀a, b, c, d ∈ R : ∆M̂ 6= 0,

(4.4.5)

recognized as the fundamental trigonometric identity and

C(2 t) = C2 −∆M̂S
2,

S(2 t) = 2C(t)S(t) + Tr(M̂)S2,
(4.4.6)

recognized as the duplication formulae.

Properties 19. By keeping the derivative of both sides of eq. (4.4.1) with
respect to the variable t, we find

d

dt
et M̂ =

(
d

dt
C(t)

)
1̂ +

(
d

dt
S(t)

)
M̂. (4.4.7)

Being also

d

dt
et M̂ = M̂et M̂ = C(t)M̂ + S(t) M̂2 (4.4.8)

and since

M̂2 = −∆M̂ 1̂ + Tr(M̂) M̂, (4.4.9)
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we end up, after combining eqs. (4.4.7)-(4.4.9) and equating “real” and
“imaginary” parts, the following identities, specifying the properties under
derivatives of the GTF

d

dt
C( t) = −∆M̂S(t),

d

dt
S( t) = Tr(M̂)S(t) + C(t).

(4.4.10)

Corollary 33. We can infer directly from eq. (4.4.4) that the second order
GTF’s exhibit, under variable reflection, the identities

C(− t) = e−Tr(M̂) t
(
−Tr(M̂)S(t) + C(t)

)
= e−Tr(M̂) t

(
d

dt
S(t)

)
,

S(−t) = −e−Tr(M̂) tS(t),

(4.4.11)

which underscore the significant difference with the ordinary TF (be they
circular or hyperbolic) with definite even or odd parities.

Further properties can be argued by the use of other means. By keeping
e.g. the freedom of treating M̂ as an ordinary algebraic quantity we can
formally derive integrals involving GTF thus finding e.g.

Properties 20. ∫ t

et
′ M̂dt′ = IC(t) 1̂ + IS(t) M̂,∫ t

et
′ M̂dt′ =

1

M̂
et M̂ = C(t) M̂−1 + S(t) 1̂,

IC(t) =

∫ t

C(t′)dt′,

IS(t) =

∫ t

S(t′)dt′.

(4.4.12)

Moreover, since the following identity holds

M̂−1 = c−11̂ + s−1M̂,

c−1 =
λ−λ

−1
+ − λ+λ

−1
−

λ− − λ+

=
Tr(M̂)

∆M̂

,

s−1 =
λ−1

+ − λ−1
−

λ+ − λ−
= − 1

∆M̂

,

(4.4.13)
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we obtain the “primitives” of the GTF’s

IC(t) =
Tr(M̂)

∆M̂

C(t) + S(t),

IS(t) = − 1

∆M̂

C(t).

(4.4.14)

A straightforward consequence of the previous relationships is

Example 46. ∫ ∞
0

C(−t′)dt′ = Tr(M̂)

∆M̂

,∫ ∞
0

S(−t′)dt′ = − 1

∆M̂

,

(4.4.15)

which hold true only if the integrals are convergent, namely if Re(λ±) are
both positive.

A further slightly more intriguing example is provided by the following
Gaussian integral.

Example 47.∫ +∞

−∞
e−t

2 M̂dt =

√
π

M̂
=
√
π
(
c− 1

2
1̂ + s− 1

2
M̂
)
,

c−1/2 =
λ−λ

−1/2
+ − λ+λ

−1/2
−

λ− − λ+

,

s−1/2 =
λ
−1/2
+ − λ−1/2

−

λ+ − λ−
,

(4.4.16)

which yields the following generalizations of the Fresnel integrals, obtained by
other means in ref. [45],

∫ +∞

−∞
C(−t2)dt =

√
πc− 1

2
,∫ +∞

−∞
S(−t2)dt =

√
πs− 1

2
.

(4.4.17)

The convergence of these integrals depends on the eigenvalues λ±, if conver-
gence is ensured, eq. (4.4.17) provides the most general form of solution.
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This result should be understood in the spirit of our umbral treatment of
exponential and the fact that we treat M̂ as an ordinary algebraic quantity.

Corollary 34. Iterating the procedure, leading to eqs. (4.4.10), namely by
keeping successive derivatives with respect to t of both sides of (4.4.1) and by
noting that ∀n ∈ N

M̂n = cn1̂ + snM̂, (4.4.18)

we end up with

(
d

dt

)n
C(t) = cnC(t) + cn+1S(t),(

d

dt

)n
S(t) = snC(t) + sn+1S(t).

(4.4.19)

It is evident that the coefficients cν , sν are essentially GTF in which eλ±t

are replaced by λν±. The relevant properties will be discussed later in this
Chapter.

Proposition 36. The addition formulae too can be derived in terms of
the cn, sn coefficients as

C(t+ t′) = C(t)C(t′) + c2S(t)S(t′),

S(t+ t′) = (C(t) + s2S(t)) S(t′) + S(t)C(t′),

s2 = Tr(M̂),

c2 = −∆M̂ .

(4.4.20)

In absence of the simple reflection properties of the ordinary circular func-
tions, we can establish the subtraction formulae according to the expres-
sions given below

C(t− t′) = e−s2 t
′
[s2S(t′)C(t) + C(t′)C(t)− c2S(t)S(t′)] ,

S(t− t′) = −e− s2t′ [C(t)S(t′)− C(t′)S(t)]
(4.4.21)

which, once combined with eq, (4.4.20), yield the following prosthaphaere-
sis like identities

165



C(p)− es2
(p−q)

2 C(q) =− s2S

(
p− q

2

)
C

(
p+ q

2

)
+

+ 2c2S

(
p− q

2

)
S

(
p+ q

2

)
.

(4.4.22)

In the forthcoming section we provide some examples aimed at providing
the usefulness of this family of functions in applications.

4.4.1 GTF, Matrix Parameterization and Generalized
Complex Forms

To proceed further, we remind that eq. (4.4.1) follows from the Cayley-
Hamilton Theorem [24], which allows to write a given function (usually an
exponential) of a matrix Σ̂ in terms of its characteristic polynomial. We
now use the GTF to provide the reverse procedure, namely we write a given
matrix Σ̂ in exponential form, namely

Σ̂ = eT̂ ,

Σ̂ =

(
l m
n p

)
, T̂ =

(
α β
γ δ

)
.

(4.4.23)

The problem we are interested in is therefore that of finding the elements
of the exponentiated matrix T̂ , once those of Σ̂ are known. The use of eq.
(4.4.1) yields

e T̂ = C(1) 1̂ + S(1) T̂ , (4.4.24)

where the GTF are expressed in terms of the eigenvalues of T̂ . It is therefore
worth to remind that both Σ̂, T̂ are diagonalised through the same matrix
D̂ and therefore

D̂−1Σ̂ D̂ = eD̂
−1T̂ D̂,

D̂−1Σ̂ D̂ =

(
σ+ 0
0 σ−

)
=

(
eτ+ 0
0 eτ−

)
,

(4.4.25)

where σ±, τ± denote the eigenvalues of the Σ̂ and T̂ matrices respectively. It
is furthermore evident that
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τ± = ln(σ±). (4.4.26)

We can therefore write

Proposition 37.

Σ̂ = C(1) 1̂ + S(1) T̂ ,

C(1) =
ln(σ−)σ+ − ln(σ+)σ−

ln(σ−)− ln(σ+)
,

S(1) =
σ+ − σ−

ln(σ+)− ln(σ−)

(4.4.27)

and

T̂ =


l − C(1)

S(1)

m

S(1)

n

S(1)

p− C(1)

S(1)

 . (4.4.28)

Ossservation 12. It is now worth noting that

Σ̂n = en T̂ = C(n) 1̂ + S(n) T̂ (4.4.29)

and it should be stressed that the arguments of the GTF in the elements of
the matrix T̂ in eq. (4.4.24) remains the unity.

The parameterization we have proposed is a generalized form of what
is known in the Physics of charged beam transport as the Courant-Snyder
parameterization, which is exploited to adapt the beam sizes to the char-
acteristics of the transport device or in laser optics to transport an optical
beam through ordinary lens systems [128].

In the following we will extend the method to matrices with larger dimen-
sions, using higher order GTF. Before doing this, we take advantage from
the present point of view to extend the notion of complex number, which
is defined as

Definition 28. ∀x, y ∈ R, we define the complex number through the iden-
tities

ζ+ = x+ λ+ y,

ζ− = x+ λ− y,
(4.4.30)
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with ”modulus”

ζ+ζ− = x2 + Tr(M̂)x y + ∆M̂y
2. (4.4.31)

The relevant trigonometric form can be written as (λ may be either λ+ or its
conjugate form λ−)

ζ = |A| eλϑ,

|A| =
√
ζ+ζ−e

−Tr(M̂) ϑ
2 ,

ϑ =
1

λ+ − λ−
ln

[
1 + y

x
λ+

1 + y
x
λ−

]
.

(4.4.32)

The conclusion, we may draw from this last result, is that the concept of
imaginary number is more subtle than it might be thought, it is not neces-
sarily associated with the roots of a negative number but can be constructed
with any pair of numbers, solutions of a second degree algebraic equation [45].

We have tried to keep our treatment of GTF following in a close paral-
lel with the ordinary circular trigonometry, it is therefore important to note
that the geometrical image of the condition (4.4.5) is no more a circle but
a more complicated curve not necessarily closed. Notwithstanding a “cos”
and “sin” like interpretation of the GTF is still possible (see Figs. 4.4 - 4.5).
It is however worth noting that GTF may be circular or hyperbolic like, ac-
cording to whether Im(λ) be 6= 0 or = 0. The argument of the GTF cannot
be simply regarded as angles, notwithstanding, it is natural to ask whether
there is any quantity playing the role of π, even though if e.g. Tr(M̂) 6= 0
we are not dealing with periodic functions.

To clarify this point we give the following

Definition 29. We try to keep advantage from the Euler-formula ”e i
π
2 = i”

to define two distinct quantities π± such that

eλ−
π−
2 = λ−,

eλ+
π+
2 = λ+,

(4.4.33)

yielding

π± =
2 ln(λ±)

λ±
. (4.4.34)
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It is furthermore worth noting the ”funny” identities

Properties 21.

eλ±π± = Tr(M̂)λ± −∆M̂ ,

λ
λ+

− = e
∆
M̂
2
π− ,

λ
λ−
+ = e

∆
M̂
2
π+ ,

eλ
2
−
π−
2 = e(Tr(M̂)λ−

π−
2 e−

∆
M̂
2
π− = λ

λ−
− .

(4.4.35)

The last of which can also be reinterpreted as

λ
λ−
− = λ

Tr(M̂)−λ+

− . (4.4.36)

It is also evident that if Im(λ±) 6= 0, the GTF functions exhibit infinite zeros
on the real axis, which for C and S are, respectively, given by

Ct
∗
n =

1

2(λ− − λ+)
[λ−π− − λ+π+ − 4 i n π] ,

St
∗
n =

2 in π

(λ− − λ+)
.

(4.4.37)
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(a) Geometrical Images.
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Figure 4.4: Generalized Trigonometric Functions for Im(λ) 6= 0.

(a) Geometrical Images.
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(b) Behavior vs. Argument.

Figure 4.5: Generalized Trigonometric Functions for Im(λ) = 0.
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To appreciate the analogies and the differences as well, we have reported
in Figs. 4.6 the function C(t) and its counterpart C(−t).
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(a) Im(λ) 6= 0.
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(b) Im(λ) = 0.

Figure 4.6: Behavior of C(t) and C(−t) vs Argument.
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4.4.2 Third and Higher Order GTF

According to terminology of ref. [45], the order of the GTF is associated
with that of the corresponding generating matrix then, e.g.,

Example 48. If M̂ is a 3× 3 non-singular matrix with three distinct eigen-
values we have

et M̂ = C0(t) 1̂ + C1(t) M̂ + C2(t) M̂2. (4.4.38)

We can introduce the third order GTF, C0, 1, 2(t)

 C0(t)
C1(t)
C2(t)

 =
[
V̂ (λ1, λ2, λ3)

]−1

 eλ1t

eλ2t

eλ3t

 ,

V̂ (λ1, λ2, λ3) =

 1 λ1 λ2
1

1 λ2 λ2
2

1 λ3 λ2
3

 ,

(4.4.39)

where V̂ (λ1, λ2, λ3) is the Vandermonde matrix, constructed with the eigen-
values of M̂ . The inverse of V̂ can be written as [82]


1 λ1 λ2

1

1 λ2 λ2
2

1 λ3 λ2
3


−1

=

=



λ2λ3

(λ1 − λ2) (λ1 − λ3)

λ1λ3

(λ2 − λ1) (λ2 − λ3)

λ1λ2

(λ3 − λ1) (λ3 − λ2)

− λ2 + λ3

(λ1 − λ2) (λ1 − λ3)
− λ1 + λ3

(λ2 − λ1) (λ2 − λ3)
− λ1 + λ2

(λ3 − λ1) (λ3 − λ2)
1

(λ1 − λ2) (λ1 − λ3)

1

(λ2 − λ1) (λ2 − λ3)

1

(λ3 − λ1) (λ3 − λ2)

 .

(4.4.40)

We can therefore write the third order GTF as
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C0(t) =
1

∆(λ1, λ2, λ3)

3∑
i,j,k=1

εi,j,k
2
λiλj(λj − λi) eλkt,

C1(t) =
1

∆(λ1, λ2, λ3)

3∑
i,j,k=1

εi,j,k
2

(λ2
i − λ2

j) e
λkt,

C2(t) = − 1

∆(λ1, λ2, λ3)

3∑
i,j,k=1

εi,j,k
2

(λi − λj) eλkt,

(4.4.41)

where

∆(λ1, λ2, λ3) = (λ2 − λ1) (λ3 − λ1) (λ3 − λ2) (4.4.42)

is the Vandermonde determinant and εi,j,k is the Levi-Civita tensor.

Corollary 35. By following the same procedure of previous paragraph, we
can extend to the third order the properties of the second order case. It is
easily argued that they satisfy third order differential equations and that the
relevant addition formulae read

C0(t+ t′) = C0(t)C0(t′) + 0c3 [C1(t)C2(t′) + C1(t′)C2(t)] + 0c4C2(t)C2(t′),

C1(t+ t′) = [C0(t)C1(t′) + C1(t)C0(t′)] + 1c3 [C1(t)C2(t′) + C1(t′)C2(t)] +

+ 1c4C2(t)C2(t′),

C2(t+ t′) = [C0(t)C2(t′) + C1(t)C1(t′) + C2(t)C0(t′)] + 2c3 [C1(t)C2(t′)+

+C1(t′)C2(t)] + 2c4C2(t)C2(t′),

(4.4.43)

where αcn, α = 0, 1, 2 are the third order GTF with eλαt replaced by λnα.

More in general we also find that

Cα(n t) =
n∑

n1,n2, n3=0
n1+n2+n3=n

(
n

n1 n2 n3

)
αcn−n1C

n1
0 Cn2

1 Cn3
2 , (4.4.44)

with
(

n
n1 n2 n3

)
being the multinomial coefficient.

Corollary 36. It is also easily understood that the analogous of eqs. (4.4.13),
(4.4.15) for the third order GTF, read
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IC0(t) = 0c−1C0(t) + C1(t),

IC1(t) = C2(t) + 1c−1C2

IC2(t) = 2c−1C0(t),∫ ∞
0

dtCα(−t) = αc−1,∫ ∞
−∞

dtCα(−t2) =
√
παc− 1

2
,

α = 0, 1, 2,

(4.4.45)

where

0cν =
1

∆(λ1, λ2, λ3)

3∑
i,j,k=1

εi,j,k
2
λiλj(λj − λi)λνk,

1cν =
1

∆(λ1, λ2, λ3)

3∑
i,j,k=1

εi,j,k
2

(λ2
i − λ2

j)λ
ν
k,

2cν = − 1

∆(λ1, λ2, λ3)

3∑
i,j,k=1

εi,j,k
2

(λi − λj)λνk.

(4.4.46)

Corollary 37. It is now worth stressing that the following identities hold
true in the case of third order matrices expressed in terms of GTF, namely

M̂n = 0cn1̂ + 1cnM̂ + 2cnM̂
2. (4.4.47)

Let us now consider the possibility of extending the Courant-Snyder pa-
rameterization to third order matrices. To this aim we set

Σ̂ = eT̂ . (4.4.48)

The explicit form of the matrix T̂ can be obtained by setting

Σ̂ = C0(1) 1̂ + C1(1) T̂ + C2(1) T̂ 2, (4.4.49)

where Cα(1) are written in terms of the eigenvalues of the matrix T̂ according
to the prescription discussed in sec. 4.4.1. Furthermore, since

Σ̂−1 = C0(−1) 1̂ + C1(−1) T̂ + C2(−1) T̂ 2, (4.4.50)

the matrix T̂ can be obtained as
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T̂ =
C2(−1) Σ̂− C2(1) Σ̂−1 + [C2(−1)C0(1)− C2(1)C0(−1)] 1̂

C2(−1)C1(1)− C1(−1)C2(1)
(4.4.51)

It is evident that the results we have obtained so far can be extended to
an arbitrary n× n matrix, it is however instructive to consider more specific
examples involving particular cases as e.g. a 5× 5 anti-symmetric matrix F̂ ,
which can be exponentiated as it follows [84]

Example 49. We consider

et F̂ = 1̂ +
1√
Γ

[
f1(t) F̂ + f2(t) F̂ 2 + f3(t)F̂ 3 + f4(t) F̂ 4

]
, (4.4.52)

where

Γ = Tr(F̂ 4)− 1

4

[
Tr(F̂ 2)

]2

,

θ2
± = −1

4
Tr(F̂ 2)± 1

2

√
Γ,

f1(t) =

(
sin(θ−t)

θ−
θ2

+ −
sin(θ+t)

θ+

θ2
−

)
,

f2(t) =

(
1− cos(θ−t)

θ2
−

θ2
+ −

1− cos(θ+t)

θ2
+

θ2
−

)
,

f3(t) =

(
sin(θ−t)

θ−
− sin(θ+t)

θ+

)
,

f4(t) =

(
1− cos(θ−t)

θ2
−

− 1− cos(θ+t)

θ2
+

)
.

(4.4.53)

We can provide the identification of the f functions with the fifth order
GTF

C0(t) = 1,

Cα(t) =
1√
Γ
fα(t),

α = 1, ..., 4.

(4.4.54)

It is also worth noting that, from the previous identities, the following rela-
tionships are easily inferred
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F̂ 2n+1 =
1√
Γ

[
1f2n+1 F̂ + 3f2n+1F̂

3
]
,

F̂ 2n = 1̂ +
1√
Γ

[
2f2n F̂

2 + 4f2nF̂
4
]
,

(4.4.55)

where the coefficients

1f2n+1 =

(
θ2n+1
−

θ−
θ2
− −

θ2n+1
+

θ+

θ2
+

)
,

3f2n+1 =

(
θ2n+1
−

θ−
− θ2n+1

+

θ+

)
,

2fn =

(
θ2n
−

θ2
−
θ2

+ −
θ2n

+

θ2
+

θ2
−

)
,

4fn =

(
θ2n
−

θ2
−
−
θ2n

+

θ2
+

)
(4.4.56)

play a role analogous to that of αcn introduced in the previous sections.

4.4.3 Miscellaneous Considerations on the GTF

In the previous sections we have introduced the properties of the auxil-
iary coefficients cn and sn, their role is fairly important within the present
context and warrants further analysis.

To this aim we note that they satisfy the following recurrences

Properties 22. The cn and sn properties(
cn+1

sn+1

)
=

(
0 −∆M̂

1 Tr(M̂)

) (
cn
sn

)
,(

c0

s0

)
=

(
1
0

)
,

(4.4.57)

follow from the identities

M̂n+1 = cn+11̂ + sn+1M̂,

M̂n+1 = −∆Msn1̂ +
[
cn + Tr(M̂) sn

]
M̂.

(4.4.58)
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The above recurrences can be cast in the decoupled form

cn+2 − Tr(M̂) cn+1 + ∆M̂ cn = 0. (4.4.59)

For sn we find an analogous expression.

Corollary 38. The solution of the difference equation (4.4.59) can be ob-
tained by the use of the Binet method [136], after setting cn = rn we find
indeed

cn = α1r
n
+ + α2r

n
−, (4.4.60)

with r± being solutions of the auxiliary equation

r2 − Tr(M̂)r + ∆M̂ = 0 (4.4.61)

and α1,2 being defined through the ”initial constants” c0,1.

Accordingly we obtain

cn =
1

r− − r+

[
c0(r−r

n
+ − r+r

n
−) + c1

(
rn− − rn+

)]
. (4.4.62)

It is also interesting to note that, by rescaling n = m− 2, eq. (4.4.59) writes

cm = −∆M̂ cm−2 + Tr(M̂) cm−1. (4.4.63)

Eq. (4.4.63), for Tr(M̂) = 1 and ∆M̂ = −1 (e.g. the eigenvalues of M̂ are
the golden ratio and the opposite of the golden ratio conjugate), reduces to
the Fibonacci sequence.

These coefficients play a more general role when extended to the case
of higher order matrices and the systematic study of their properties may
simplify the calculations of problems where exponentiation of matrices are
involved.

In the past, different generalizations of the trigonometric functions have been
proposed, in addition to those quoted in this paragraph, different avenues
have been explored along this direction. The tool exploited within such a
framework can be comprised into three different branches:

a) Use of matrix methods and generalization of the Euler exponential rule.
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b) Extension of the trigonometric fundamental identity, providing a thread
with elliptic functions [72].

c) Generalized forms of the series expansion, providing a link with integer
order Mittag-Leffler function [117, 31, 3].

This last point of view provides a significant step forward in the theory of
special functions, yielding a tool for applications in the field of classical and
quantum optics [103, 130, 58].

Preliminary attempts to merge the points of view a) and c) have been put
forward in refs. [56, 60].

Even though the matter presented in this section may sound abstract there
are important applications in beam transport optics as illustrated below.

Application

The use of 4 × 4 matrices is currently employed to deal with transverse
coupling in charged beam transport [113]. Baumgarten [18] has proposed
the use of real Dirac matrices [94] to construct a generalization of the one
dimensional Courant-Snyder theory of beam transport.

Within such a context the beam transport through a solenoid can be
written as

d

ds



x

x′

K
y

y′

K


= K



0 1 1 0

−1 0 0 1

−1 0 0 1

0 −1 −1 0





x

x′

K
y

y′

K


, (4.4.64)

where K is the solenoid strength and the column vector is represented by
the position an velocity for the transverse coordinates (x, y), finally s is the
propagation coordinate, playing the role of time.

The solution of the previous system of differential equation can be written
as
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Z = Û(s)Z0,

Û(s) = eKsT̂ ,

T̂ =


0 1 1 0
−1 0 0 1
−1 0 0 1
0 −1 −1 0

 .

(4.4.65)

The use of the techniques outlined in the previous section yields for the
evolution operator

Û(s) = 1̂ +
sin(2Ks)

2
T̂ +

1− cos(2Ks)

4
T̂ 2 − sin(2Ks)

16
T̂ 3, (4.4.66)

however the above expression simplifies since T̂ 3 = −4 T̂ .

In this case the GTF are simple combinations of the ordinary circular func-
tions.

The method proposed is however fairly important because the (sixteen) real
Majorana matrices provide a basis for the 4× 4 matrices and it could be in-
teresting to develop a systematic study within the context of GTF viewed as
the associated auxiliary functions. The relevant applications might be inter-
esting for a plethora of problems including e.g. four level systems interacting
with external radiation.

We conclude this part by noting that, in terms of the Majorana matrices,
the solenoid transport matrix reads

T̂ = γ0 − γ9,

γ0 =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 , γ9 =


0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

 .
(4.4.67)

Since γ0, γ9 are commuting quantities, we can also write

eT̂ ξ = eγ̂0ξe−γ̂9ξ,

eγ̂0,9ξ = cos(ξ) 1̂ + sin(ξ) γ̂0,9

(4.4.68)

and easily recover the result reported in eq. (4.4.66).
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4.5 Evolution Equations Involving Matrices

Raised to Non-Integer Exponents

The use of matrices evolution equations raised to non-integer exponents
finds applications in problems involving the solution of two or three level sys-
tems ruled by Klein-Gordon type equations [19]. We develop a fairly simple
method exploiting the wealth of results obtained on fractional calculus and
provide an example of application.

We discuss the solution of matrix evolution equations, using the formalism
of fractional operators, namely of operators raised to a non-integer exponent.

We introduce the topics, their scope and the formalism we will employ,
by discussing a fairly simple example regarding the solution of the second
order differential equation .

Example 50. We consider the differential problem
d2

dt2
Y = −Â Y

Y (0) = Y 0

d

dt
Y |t=0 = Ẏ 0,

(4.5.1)

where Â is a non-singular 2× 2 matrix, with positive defined determinant

Â =

(
a b
c d

)
, (4.5.2)

Y =

(
y1

y2

)
a two component column vector and Y 0, Ẏ 0 the initial condi-

tions of the problem.

The solution of eq. (4.5.1) can be obtained by standard means, namely

by introducing a further component W =
d

dt
Y , thus transforming it into

a first order differential equation involving 4 × 4 matrices. The procedure
we follow foresees different means involving the use of square root matrices.
Treating the eq. (4.5.1) as a standard harmonic oscillator equation, we write
the relevant solution as

Y (t) = ei t
√
Âc1 + e−i t

√
Âc2, (4.5.3)
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where c1,2 are column vectors depending on the initial conditions and will be
specified later.

The problem we are facing with is that of providing an operational mean-
ing to an exponential operator containing the square root of a 2 × 2 matrix.
We proceed therefore as it follows:

a) Use standard matrix algebra [24] to write

√
Â = − λ−λ+

λ− − λ+

(
1√
λ−
− 1√

λ+

)
1̂ +

√
λ− −

√
λ+

λ− − λ+

Â,

f0(λ+, λ−) = − λ−λ+

λ− − λ+

(
1√
λ−
− 1√

λ+

)
,

f1(λ+, λ−) =

√
λ− −

√
λ+

λ− − λ+

,

(4.5.4)

with 1̂, λ± being the unit matrix and the eigenvalues of the matrix Â.

b) Write then

eτ
√
Â = ef0(λ+,λ−)τ 1̂ef1(λ+,λ−) τ Â. (4.5.5)

c) Use the Cayley-Hamilton theorem to write the explicit form of the ma-
trix exponential as (see refs. [24], [SL5])
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eτ
√
Â = ef0(λ+,λ−)τ

(
1 0
0 1

)(
e1,1 e1,2

e2,1 e2,2

)
,

e1,1 =

[
(a− d) τ√

∆
f1(λ+, λ−) sinh

(√
∆

2

)
+ cosh

(√
∆

2

)]
·

· e
1
2
f1(λ+,λ−) (a+d)τ ,

e2,2 =

[
−(a− d) τ√

∆
f1(λ+, λ−) sinh

(√
∆

2

)
+ cosh

(√
∆

2

)]
·

· e
1
2
f1(λ+,λ−) (a+d)τ ,

e1,2 = f1(λ+, λ−)
2 bτ√

∆
sinh

(√
∆

2

)
e

1
2
f1(λ+,λ−) (a+d)τ ,

e2,1 = f1(λ+, λ−)
2 cτ√

∆
sinh

(√
∆

2

)
e

1
2
f1(λ+,λ−) (a+d)τ ,

∆ = (f1(λ+, λ−) τ)2 ((a− d)2 + 4bc
)
.

(4.5.6)

The solution of eq. (4.5.1) can accordingly be written as

Y (t) = C
(
t
√
Â
)
Y 0 +

1√
Â
S
(
t
√
Â
)
Ẏ 0,

C
(
t
√
Â
)

=
ei t
√
Â + e−i t

√
Â

2
,

S
(
t
√
Â
)

=
ei t
√
Â − e−i t

√
Â

2i
,

(4.5.7)

where C
(
t
√
Â
)
, S
(
t
√
Â
)

are pseudo oscillating cos and sin-like solutions.

A graphical example of such solution is shown in Fig. 4.7, where we have
reported the time behavior of the two components y1,2 for different values of

the matrix entries: a) Â1 =

(
1 0.5

0.5 1

)
; b) Â2 =

(
1.7 0.5
0.5 1.8

)
.

For completness sake we have reported in Figs. 4.8 the so-called Lissajous

curves arising from plotting S
(
t
√
Â
)

vs C
(
t
√
Â
)

.
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(a) Â1 (b) Â2

Figure 4.7: Y vs. time; in red and blue the components y1 , y2 respectively,
with initial conditions Y 0 =

(
1
0

)
and Ẏ 0 =

(−0.1
0.2

)
.

(a) Â1 (b) Â1

(c) Â2 (d) Â2

Figure 4.8: S
(
t
√
Â
)

vs C
(
t
√
Â
)

, with different components combinations

for Â1 (a-b) and Â2 (c-d).
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We will discuss the application of the method to a physical problem later
in this Chapter and concentrate on further refinement of the relevant mathe-
matical details. In the following sections, we will extend the method includ-
ing the integral transform technique and the square root of to higher order
matrices, we will discuss a relevant application and will comment further
possible developments.

4.5.1 Fractional Matrix Exponentiation

The results so far obtained will be further elaborated, including the ex-
tension to higher dimensions but, before addressing this specific aspect of
the discussion, we complement the previous treatment by using techniques
developed within the context of fractional calculus [81] and more specifically
with the context of evolution problems regarding the solution of evolution
equations, like Bethe-Salpeter or other relativistic forms, involving square
roots of differential operators [14].

The theory of differ-integral calculus, namely of derivatives and integrals of
non-integer order, has received a significant support from methods associ-
ated with the Laplace transform and, within such a framework, the use of
Lévy transform [112] has been proved to be an effective tool to deal with
exponentials with arguments consisting of fractional operators. To this aim
we remind that [46]

e−p
1
2 =

∫ ∞
0

g 1
2
(η) e−η pdη,

g 1
2
(η) =

1

2
√
πη3

e−
1

4 η ,
(4.5.8)

with g 1
2
(η) being the Lévy-Smirnov distribution (used e.g. in [SL8] and later

in Chapter 6).

Definition 30. According to eq. (4.5.8) we can express the exponential of
a square root matrix in terms of the integral transform

e−τ
√
Â =

∫ ∞
0

g 1
2
(η) e−η τ

2Âdη. (4.5.9)

The advantage offered by eq. (4.5.9) is that the exponential inside the
integral (4.5.9) depends on the matrix Â without any further exponentiation,
this allows a direct use of the Cayley-Hamilton theorem to solve the problem
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of getting an explicit expression for the l.h.s. of eq. (4.5.9). Without consid-
ering the general case, reported in section 4.5.3, we discuss a few interesting
examples.

Example 51. We consider the matrix

Â = î =

(
0 −1
1 0

)
, (4.5.10)

namely the ”unit circular” matrix satisfying the identity

î2 = −1̂ (4.5.11)

and generalizing the Euler identity

eîϑ = cos(ϑ) 1̂ + sin(ϑ) î. (4.5.12)

The use of eq. (4.5.6) yields

e−τ
√
î = e−

√
2

2
τ

 cos
(√

2
2
τ
)
− sin

(√
2

2
τ
)

sin
(√

2
2
τ
)

cos
(√

2
2
τ
)  , (4.5.13)

representing a kind of damped matrix rotation.

Example 52. Using an almost similar argument we find that the square root
of the “unit hyperbolic matrix”

ĥ =

(
0 1
1 0

)
(4.5.14)

can be written as √
ĥ =

1

2

[
(1 + i) 1̂ + (1− i) ĥ

]
. (4.5.15)

The solution of equations like

d2

d τ 2
Y = ĥ Y (4.5.16)

can accordingly be written as

Y (τ) =

(
cosh(τ+) cosh(τ−) sinh(τ+) sinh(τ−)
sinh(τ+) sinh(τ−) cosh(τ+) cosh(τ−)

)
Y 0+

+
1√
ĥ

(
sinh(τ+) cosh(τ−) cosh(τ+) sinh(τ−)
cosh(τ+) sinh(τ−) sinh(τ+) cosh(τ−)

)
Ẏ 0,

τ± =
1

2
(1± i) τ.

(4.5.17)
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It is evident that the technique we have envisaged can be extended to
higher order matrices, the only problem is that the procedure becomes slightly
more cumbersome from the analytical point of view, but it is easily imple-
mented with MathematicaTM.

Example 53. In the case in which Â is a 3× 3 matrix we find

eτ
√
Â = ef0(λ1,λ2, λ3)τ 1̂ef1(λ1,λ2,λ3) τ Âef2(λ1,λ2,λ3) τ Â2

, (4.5.18)

with λ1,2,3 being the associated eigenvalues and f0

f1

f2

 =

 1 λ1 λ2
1

1 λ2 λ2
2

1 λ3 λ2
3

−1 √λ1√
λ2√
λ3

 . (4.5.19)

The explicit form of the matrix can be written in terms of the exponential
of the matrix Â if we use the identity

ef2 τÂ2

=
1√
π

∫ +∞

−∞
e−ξ

2+2ξ
√
f2τÂdξ, (4.5.20)

which yields

eτ
√
Â =

eτ f0

√
π

 1 0 0
0 1 0
0 0 1

∫ +∞

−∞
e−ξ

2+(f1τ+2ξ
√
f2τ)Âdξ. (4.5.21)

A fairly simple example showing the effectiveness of the method is provided
by the matrix

Â =

 0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

 (4.5.22)

whose exponentiation yields a Rodrigues matrix R̂ [24], [99]

eϑ Â = R̂(ϑ) = 1̂ + ϑ sinc (Ωϑ) Â+
1

2
ϑ2

[
sinc

(
Ωϑ

2

)]2

Â2,

Ω =
√
ω2

1 + ω2
2 + ω2

3.

(4.5.23)

The use of the previous identity and a Gaussian integration, finally yields
the following factorization
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eτ
√
Â = eτ f0

[
1̂ +

(
1− e−Ω2f2τ

Ω2

)
Â2

]
R̂(τ f1). (4.5.24)

The extension to higher order matrices will be discussed in the final sec-
tion containing further comments on the technique we have proposed.

4.5.2 A Physical Application

As previously noted, the use of pseudo differential operators for the so-
lution of Klein-Gordon or Bethe-Salpeter equations has gained con-
siderable interest in the last few years , we use the methods discussed in
the previous sections to study the solution of the stationary Klein-Gordon
equation describing the axion photon coupling in a transverse magnetic field.
According to the analysis developed in ref. [114] photon γ and axion a fields
can be viewed as two state polarization, which, propagating in an intense
magnetic field, undergo a kind of Cotton-Mouton rotation. Within such a
framework the photon-axion interaction can be viewed as a kind of Primakoff
process (see Fig. 4.9) in which the vertex coupling occur between a real ex-
ternal photon, the virtual photon associated with the static magnetic field
and the axion.

γ
a

γ

1

Figure 4.9: Primakoff process for photon (γ) - photon (γ) - axion (a) pro-
duction .

The equation we consider is [114]

(
∂

∂ t

)2(
γ
a

)
= −ω2

 2n− 1
gaγB

ω
gaγB

ω
1− m2

a

ω2

( γ
a

)
, (4.5.25)
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where n is the refractive photon index associated to the magnetic field B,
gaγ the axion photon coupling constant, ma is the axion mass and ω is the
external photon frequency. Without further considering the specific details,
we find that the eigenvalues of the matrix are

λ± =
N +M ±

√
[N −M ]2 + 4G2

2
,

N = 2n− 1,

M = 1−
(ma

ω

)2

,

G =
gaγB

ω
.

(4.5.26)

If we make the assumption that
ma

ω
<< 1 (which means that the energy of

the external photon is much larger than the axion mass [106]) and N ∼= 1,
we are left with λ± = 1± G. Furthermore, by noting also that G << 1, we
find

f0(λ+, λ−) =
1−G2

2G

(
1√

1−G
− 1√

1 +G

)
∼=

1

2
− 3

16
G2,

f1(λ+, λ−) =

√
1−G−

√
1 +G

−2G
∼=

1

2
+
G2

16

(4.5.27)

and

eiω t
√
Â = e−iωt[(1−

1
8
G2)]

(
cos(f1Gω t) − sin(f1Gω t)
sin(f1Gω t) cos(f1Gω t)

)
, (4.5.28)

which is essentially a rotation matrix induced by the axion-photon coupling
constant. The validity of our solution is limited to the case in which both
λ± are non-negative, therefore the following conditions are to be satisfied

ma ≤ ω

√
1− 1

2n− 1

(
gaγB

ω

)2

. (4.5.29)

It is interesting to look at the behavior vs. time of the probability of creating
an axion during the interaction for different values of the parameter. In Fig.
4.10 we have shown |a|2 vs ω t for the cases
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1)
gαγB

ω
∼= 2 · 10−9,

(ma

ω

)
∼= 0.3;

2)
gαγB

ω
∼= 10−8,

(ma

ω

)
∼= 0.71.

(a) Case 1). (b) Case 2).

Figure 4.10: Axion generation probability (| a |2 ·1015) vs. ωt for different
parameters.

The probability of converting an axion into a photon displays an analo-
gous behaviour vs. time. The combined processes of photon-axion-photon
conversion are the pivoting tools of shining through the wall experiments
[114, 106], which are of noticeable importance for the search of dark matter
constituents.

4.5.3 Higher Order Matrices

In these concluding remarks we want to emphasize that the mathematical
tool we have developed is amenable for further extensions and contains seed
elements for further studies.

Example 54. Regarding the extension of the method to matrices with di-
mensionality higher than 3× 3 we note that in the case of a 4× 4 matrix we
have

eτ
√
Â =

3∏
r=0

efrτ Â
r

. (4.5.30)

The use of the Airy transform [SL5] allows to write

eα Â
3

=

∫ ∞
−∞

Ai(t) e
3√αt Âdt,

Ai(t) =
1

2π

∫ ∞
−∞

e( i
3
ξ3+itξ)dξ.

(4.5.31)
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Thus finally getting, for the square root of a 4 × 4 matrix, the following
expression in terms of Airy and Gauss transforms:

eτ
√
Â =

ef0(τ)

√
π

∫ +∞

−∞

∫ ∞
0

e−ξ
2

Ai(λ)Û(f1τ + 2
√
f2τξ + 3

√
f3τλ)dξdλ,

Û(τ) = eτ Â.

(4.5.32)

The case of matrices with higher order dimensionalities (5 × 5, . . . ), re-
quires only higher order integral transforms of the type discussed in ref. [15].

The use of the Lévy-Smirnov distribution allows to write (see eq. (4.5.23))

e

−τ

√√√√√√√√


0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0


=

∫ ∞
0

g 1
2
(η) R̂(−η τ 2)dη. (4.5.33)

Taking into account that∫ ∞
0

g 1
2
(η) dη = 1,∫ ∞

0

g 1
2
(η)e−i η x dη = e−

√
2 x
2

(
cos

(√
2x

2

)
− i sin

(√
2x

2

)) (4.5.34)

and, by using the explicit form of the Rodrigues matrix (see eqs. (4.5.22)
and (4.5.23)) we end up with

e−τ
√
Â =

= 1̂− e−
√

2 Ω
2

τ

Ω
sin

(√
2 Ω

2
τ

)
Â+

1

Ω2

(
1− e−

√
2 Ω
2

τ cos

(√
2 Ω

2
τ

))
Â2.

(4.5.35)

The possibility of extending the method to higher order roots follows the
same procedure we have envisaged and for example

e−τ
n
√
Â =

∫ ∞
0

g 1
n
(η) e−ητ

nÂdη, (4.5.36)

where the Lévy stable function g 1
n
(η) is in general expressible in terms of

Meijer G-functions (see ref. [112]).
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Chapter 5

Bessel Functions and Umbral
Calculus

In this Chapter we describe a sistematic reformulation of the theory of
special functions, and in particular of Bessel functions, in terms of the um-
bral conception developed so far.

The original parts of the Chapter, containing their adequate bibliography,
are based on the following original papers.

[SL7] Giuseppe Dattoli, Elio Sabia, Emanuele Di Palma, Silvia Licciardi;
“Products of Bessel functions and associated polynomials”; Applied Mathe-
matics and Computation, Vol 266 Issue C, September 2015, pages 507-514,
Elsevier Science Inc. New York, NY, USA.

[SL5] D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Lectures on
Mathematical Methods for Physics”, invited Monograph by World Scientific,
Singapore, 2017, in press.

? G. Dattoli, S. Licciardi; “Book on Bessel Functions and Umbral Calcu-
lus”, work in progress.

We begin from Bessel functions and see how their study can be afforded
by the use of elementary analytical means.

Such a point of view and the joint use of other tools as e.g. the Ramanu-
jan Master Theorem (RMT) A.2, allow the evaluation of infinite integrals of
Bessel functions in terms of ordinary Gaussian integrals [13]. Further com-
putational technicalities, as e.g. those involving the repeated derivatives of
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Bessel functions with respect to their variable or to their index, are indeed
greatly simplified, like we saw e.g in (5.1.10) and similar. In addition the
method suggests new possibility for the introduction of auxiliary polynomi-
als [SL7], allowing significant progresses in the study of the properties of
Bessel functions and of their link to other forms belonging to the Bessel like
family.

5.1 Bessel Functions

We remind the cylindrical Bessel function of 0-order (1.1.25) defined
by the power series

J0(x) =
∞∑
r=0

(−1)r
(
x
2

)2r

(r!)2
, ∀x ∈ R, (5.1.1)

which graphic is

-10 -5 5 10

-0.4

-0.2

0.2

0.4

0.6

0.8

1.0

Figure 5.1: 0-order of Bessel function, J0(x).

According to the notation outlined in Chapter 1, the series (5.1.1) can be
written in the form of a Gaussian (1.2.9) by the use of the ĉ-operator (1.1.6)

J0(x) = e−ĉ(
x
2 )

2

ϕ0, (5.1.2)

yielding the minimal umbral image of the Bessel function or, e.g., in rational
terms (1.2.16) by the use of the b̂-operator (1.2.15)

J0(x) =
1

1 + b̂
(
x
2

)2 Φ0 (5.1.3)
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and so on.

We focus on the Gaussian umbral image for the wealth of properties that
Gaussian functions possess, so allowing to derive all the properties of Bessel
in a very direct way, which significantly simplifies the ordinary procedure.

The infinite integrals involving 0-th order Bessel functions can be directly
inferred from those of elementary Gaussian integrals. We have seen indeed
(1.2.13)

∫ ∞
0

J0(x)dx =

(∫ ∞
0

e−ĉ(
x
2 )

2

dx

)
ϕ0 =

√
π

ĉ
ϕ0 =

√
π

1

Γ
(

1
2

) = 1. (5.1.4)

Other properties can be derived using comparable simple means.

Proposition 38. By keeping the first derivative of both sides of eq. (5.1.2)

we obtain, with D̂x =
d

dx
,

D̂xJ0(x) = −
(
ĉ
x

2

)
e−ĉ(

x
2 )

2

ϕ0 = −
∞∑
r=0

(−1)r
(
x
2

)2r+1

r!(r + 1)!
. (5.1.5)

The power series expansion in eq. (5.1.5) represents the first order cylin-
drical Bessel function, namely

J1(x) =
∞∑
r=0

(−1)r
(
x
2

)2r+1

r!(r + 1)!
. (5.1.6)

Ossservation 13. We have therefore shown that

D̂xJ0(x) = −J1(x). (5.1.7)

Corollary 39. By keeping a further derivative of both sides of eq. (5.1.5)
we obtain

D̂2
xJ0(x) = −

((
ĉ
1

2

)
e−ĉ(

x
2 )

2

−
(
ĉ
x

2

)2

e−ĉ(
x
2 )

2
)
ϕ0 =

= −J1(x)

x
+
∞∑
r=0

(−1)r
(
x
2

)2r+2

r!(r + 2)!
.

(5.1.8)

The power series in the last equation provides the second order Bessel
equation, namely
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J2(x) =
∞∑
r=0

(−1)r
(
x
2

)2r+2

r!(r + 2)!
. (5.1.9)

More in general, by keeping successive derivatives (see below for a more com-
plete treatment), we can argue that the n-th order of Bessel functions is

Jn(x) =
(
ĉ
x

2

)n
e−ĉ(

x
2 )

2

ϕ0 =
∞∑
r=0

(−1)r
(
x
2

)2r+n

r!(r + n)!
. (5.1.10)

The above relation can be further exploited to get a general recurrence
relation involving contiguous index Bessel functions and their derivatives.

Properties 23. From eq. (5.1.10) we find

i) D̂xJn(x) =

(
n

x

(
ĉ
x

2

)n
−
(
ĉ
x

2

)n+1
)
e−ĉ(

x
2 )

2

ϕ0 =

=
n

x
Jn(x)− Jn+1(x).

(5.1.11)

The use of the series expansion yields

ii) nJn(x) = n
∞∑
r=0

(−1)r
(
x
2

)2r+n

r!(r + n)!
=

=
∞∑
r=0

(−1)r(n+ r)
(
x
2

)2r+n

r!(r + n)!
−
∞∑
r=0

(−1)rr
(
x
2

)2r+n

r!(r + n)!
=

=
x

2
(Jn−1(x) + Jn+1(x))

(5.1.12)

which, for convenience, is rewritten in the form of the recurrence

n

x
Jn(x) =

1

2
(Jn−1(x) + Jn+1(x)) , (5.1.13)

exploited, along with eq. (5.1.11), to get the identity

D̂xJn(x) =
1

2
(Jn−1(x)− Jn+1(x)) . (5.1.14)

It is also straightforwardly proved that

iii) D̂x (xnJn(x)) = D̂x

((
ĉ

2

)n
x2ne−ĉ(

x
2 )

2

ϕ0

)
= xnJn−1. (5.1.15)
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Corollary 40. The differential equation satisfied by the Bessel functions can
be obtained from the previous recurrences (5.1.13)-(5.1.14) by noting that,
once combined, yield

Jn−1(x) =
n

x
Jn(x) + D̂xJn(x),

Jn+1(x) =
n

x
Jn(x)− D̂xJn(x).

(5.1.16)

Proposition 39. We introduce the index shifting operators

Ê± =
N̂

x
∓ D̂x, (5.1.17)

with N̂ being a ”index” operator defined

N̂Jn(x) = nJn(x). (5.1.18)

Then, we can express the recurrence relations (5.1.16) in the form

Ê±Jn(x) = Jn±1(x). (5.1.19)

It is also easily understood that the action of the product of the shift
operators yield

Ê+Ê− (Jn(x)) = Jn(x), (5.1.20)

which in differential forms reads

Ê+Ê− (Jn(x)) =

(
N̂

x
− D̂x

)
Jn−1(x) =

(
n− 1

x
− D̂x

)
Jn−1(x) =

=

(
n− 1

x
− D̂x

)(n
x

+ D̂x

)
Jn(x)

(5.1.21)

and, after a few manipulations, we end up with{
x2D̂2

x + xD̂x +
(
x2 − n2

)}
Jn(x) = 0 (5.1.22)

or, in a more compact form,(
xD̂x

)2

Jn(x) = (n2 − x2)Jn(x). (5.1.23)
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The products of two Bessel functions (which will be detailed successively)
provide new families of functions with interesting properties. Identities like
the recurrence relations can be extended to e.g. the square of Bessel
functions.

Proposition 40.

a)

(
1

2

(
D̂2
x +

1

x
D̂x

)
+ 1

)
J2
n(x) =

1

2

(
J2
n−1(x) + J2

n+1(x)
)
,

b)
n

x
D̂xJ

2
n(x) =

1

2

(
J2
n−1(x)− J2

n+1(x)
)
.

(5.1.24)

Proof. The eq. b) follows by noting that

n

x
D̂xJ

2
n(x) =

(
2n

x
Jn(x)

)(
D̂Jn(x)

)
, (5.1.25)

which, on account of the recurrences (5.1.13) e (5.1.14), yields

n

x
D̂xJ

2
n(x) =

1

2
(Jn−1(x) + Jn+1(x)) (Jn−1(x)− Jn+1(x)) . (5.1.26)

The derivation of the (5.1.24)−a)) is more elaborated as shown below:

i) Note that from eqs. (5.1.13) e (5.1.14) it follows that

(n
x

)2

J2
n(x) =

1

4

(
J2
n+1(x) + J2

n−1(x) + 2Jn+1(x)Jn−1(x)
)
,(

D̂xJn(x)
)2

=
1

4

(
J2
n+1(x) + J2

n−1(x)− 2Jn+1(x)Jn−1(x)
)
.

(5.1.27)

ii) Apply standard operatorial rules to state the identity

(
D̂xJn(x)

)2

=
1

2
D̂2
xJ

2
n(x)− Jn(x)D̂2

xJn(x) =

=
1

2
D̂2
xJ

2
n(x)− Jn(x)

x2

(
x2D̂2

xJn(x)
)
.

(5.1.28)

iii) Use the Bessel differential equation to get

1

2
D̂2
xJ

2
n(x) +

1

2x
D̂xJ

2
n(x) +

(
1− n2

x2

)
J2
n(x) =

=
1

4

[
J2
n+1(x) + J2

n−1(x)− 2Jn+1(x)Jn−1(x)
]
,

(5.1.29)
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which combined with the first in (5.1.27) yields the first of the recurrences
(5.1.24).

Corollary 41. The use of the shift operator formalism can also be exploited
to derive the differential equation satisfied by J2

n(x).

It is indeed fairly natural, in analogy with (5.1.19) to set

2Ê−J
2
n(x) = J2

n−1(x),

2Ê+J
2
n(x) = J2

n+1(x),
(5.1.30)

where the shift operators have been defined as

2Ê− =

[
1

2

(
D̂2
x +

1

x
D̂x

)
+ 1

]
+
N̂

x
D̂x,

2Ê+ =

[
1

2

(
D̂2
x +

1

x
D̂x

)
+ 1

]
− N̂

x
D̂x.

(5.1.31)

The differential equation satisfied by the function y(x) = J2
n(x) is, thereby,

provided by

2Ê−

(
2Ê+y

)
= y, (5.1.32)

namely

(
Θ̂ +

n+ 1

x
D̂x

)(
Θ̂− n

x
D̂x

)
y = y,

Θ̂ =
1

2

(
D̂2
x +

1

x
D̂x

)
+ 1,

(5.1.33)

which is a fourth order differential equation which is worth to be ex-
panded in the form∗

(
Θ̂2 +

1

x
D̂xΘ̂ +

n(n+ 1)

x2

(
1

x
− D̂x

)
D̂x − n

[
Θ̂,

1

x
D̂x

])
y = y. (5.1.34)

The explicit evaluation of the commutator yields

∗The bracket [Â, B̂] = ÂB̂ − B̂Â denotes the commutation parenthesis and is different
from zero whenever Â, B̂ are not commutaing quantities.
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[
Θ̂,

1

x
D̂x

]
= Θ̂

1

x
D̂x −

1

x
D̂xΘ̂ =

1

x2

(
1

x
− D̂x

)
D̂x (5.1.35)

and the eq. (5.1.34) becomes(
Θ̂2 +

1

x
D̂xΘ̂ + n2

[
Θ̂,

1

x
D̂x

])
y = y, (5.1.36)

thus eventually getting(
x3Θ̂2 + x2D̂xΘ̂ + n2(1− xD̂x)D̂x − x3

)
y = 0. (5.1.37)

The form we have just derived is different from the analogous expression
given in Abramowitz and Stegun†, where the relevant differential equation
is fourth order in terms of the operator ϑ̂ = xD̂x. It is possible to compare
eqs. (5.1.36)-(5.1.37) with the form given in the Abramowitz and Stegun
and extend the previous results to products of Bessel functions with different
indices.

Further examples of application of the just outlined method are given
below.

Example 55. Given the function φn(x) = xpJn(λxq) with ∀n ∈ N and λ, p, q
independent on the index n, we can find the relevant recurrences and differ-
ential equation.

We note that

2n

λxq
Jn(λxq) = Jn−1(λxq) + Jn+1(λxq). (5.1.38)

We multiply both sides by xp and deduce that

2n

λxq
φn(x) = φn−1(x) + φn+1(x). (5.1.39)

By noting that

Jn(λxq) = x−pφn(x) (5.1.40)

and by using the fact

†M. Abramowitz and I. Stegun “Handbook of Mathematical Functions” Dover (1970)
Chapter 9 p. 362 eq. (9.1.57).
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2D̂ZJn(Z) = Jn−1(Z)− Jn+1(Z),

Z = λxq
(5.1.41)

and, after establishing the identity

D̂Z =
1

qλxq−1
D̂x, (5.1.42)

we end up with

(p+ nq)φn−1(x) + (p− nq)φn+1(x) =
2n

λ
x1−qφ

′

n(x). (5.1.43)

The relevant differential equations are obtained either by using a appro-
priate generalization of the shift operator method, or by noting that[

Z2D̂2
Z + ZD̂Z + (Z2 − n2)

]
(x−pφn(x)) = 0. (5.1.44)

Other properties which can be easily checked using the present formalism.

Properties 24. We have:

a) Argument Reflection Condition

Jn(−x) =

(
ĉ
(−x)

2

)n
e−ĉ(

x
2 )

2

ϕ0 = (−1)nJn(x). (5.1.45)

b) Index Reflection Condition

J−n(x) =
(
ĉ
x

2

)−n
e−ĉ(

x
2 )

2

ϕ0 =
∞∑
r= n

(−1)r
(x

2

)2r−n

r!(r − n)!
=

=
∞∑
s=0

(−1)s+n
(x

2

)2s+n

s!(s+ n)!
= (−1)nJn(x).

(5.1.46)

In this section we have derived the main properties of Bessel functions
in a quite straightforward way and most of the simplicity of the results are
associated with the formalism we used.
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5.2 Bessel Functions of Second Kind

In the previous section we have considered integer order Bessel functions,
but there is no argument against their extension to any Real order, namely

Definition 31. We introduce the Gaussian umbral form of real order
Bessel function

Jν(x) =
(
ĉ
x

2

)ν
e−ĉ(

x
2 )

2

ϕ0 =
∞∑
r=0

(−1)r
(x

2

)2r+ν

r!Γ(ν + r + 1)
, ∀ν ∈ R. (5.2.1)

It is easily checked that the function (5.2.1) satisfies the same recurrences
of the integer order case and, therefore, the same differential equation.

Corollary 42. From eq. (5.2.1) we also find

Jν(−x) =
(
−ĉx

2

)ν
e−ĉ(

x
2 )

2

ϕ0 = eiπνJν(x). (5.2.2)

It is now worth noting that being (5.1.22) a second order differential
equation, it admits two independent solutions. In the case of integer index
Jn(x), J−n(x) cannot be considered independent but, since the non-integer
case Jν(x) is not expressible in terms of J−ν(x) and viceversa, we can con-
sider them as independent solutions of the Bessel equation.

Any linear combination of the two solutions represents a solution of the Bessel
equation, therefore we set [2]

Definition 32. The identity

Yν(x) =
Jν(x) cos(νπ)− J−ν(x)

sin(νπ)
(5.2.3)

is called the Neumann-Bessel (N-B) function.

and we show the following Theorem:

Theorem 4. Let, ∀x ∈ R, ∀ν ∈ R, Yν(x) the N-B function then, ∀n ∈ Z,

lim
ν→n

Yν(x) = Yn(x), (5.2.4)

where Yn(x) is the integer index counterpart of (5.2.3).
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Proof. According to our definition (5.2.1), we obtain

Yν(x) =

(
ĉx

2

)ν
cos(νπ)−

(
ĉx

2

)−ν
sin(νπ)

e−ĉ(
x
2 )

2

ϕ0 (5.2.5)

so, for (5.1.10) and (5.1.46),

lim
ν→n

Yν(x) = lim
ν→n

(
ĉx
2

)ν
cos(νπ)−

(
ĉx
2

)−ν
sin(νπ)

e−ĉ(
x
2 )

2

ϕ0 =

=
±Jn(x)− J−n(x)

0
=

0

0
.

Applying the de L’Hopital rule, the derivation with respect to ν yields

lim
ν→n

Yν(x) =

= lim
ν→n

(
ĉx

2

)ν
ln
(
ĉx

2

)
cos(νπ)− π

(
ĉx

2

)ν
sin(νπ) +

(
ĉx

2

)−ν
ln
(
ĉx

2

)
π cos(νπ)

e−ĉ(
x
2 )

2

ϕ0 =

=
ln
(
x
2

) (
(−1)n

(
ĉx

2

)n
+
(
ĉx

2

)−n)
(−1)nπ

e−ĉ(
x
2 )

2

ϕ0+

+
1

(−1)nπ
lim
ν→n

ln(ĉ)

(
(−1)ν

(
ĉ
x

2

)ν
+
(
ĉ
x

2

)−ν)
e−ĉ(

x
2 )

2

ϕ0 =

=
1

π
ln
(x

2

)
Jn(x) +

1

(−1)nπ
ln
(x

2

)
J−n(x)+

+
1

(−1)nπ
lim
ν→n

ln(ĉ)

(
(−1)ν

(
ĉ
x

2

)ν
+
(
ĉ
x

2

)−ν)
e−ĉ(

x
2 )

2

ϕ0 =

=
2

π
ln
(x

2

)
Jn(x) + lim

ν→n

1

π

∞∑
r=0

(−1)r
(
x
2

)2r+ν
ĉr+ν ln(ĉ)

r!
ϕ0+

+
1

(−1)nπ
lim
ν→n

∞∑
r=0

(−1)r
(
x
2

)2r−ν
ĉr−ν ln(ĉ)

r!
ϕ0.

Now, to evaluate the logarithm of the operator ĉ on ϕ0, we use (1.1.6) and
set

ln(ĉ)ϕ0 = lim
α→0

(
ĉα − 1

α

)
ϕ0 = lim

α→0

ϕα − ϕ0

α
=

= lim
α→0

[
1

α

(
1

Γ(α + 1)
− 1

)]
= − lim

α→0

Γ
′
(α + 1)

(Γ(α + 1))2
=de L′H.
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= − lim
α→0

Ψ(α + 1)

Γ(α + 1)
, (5.2.6)

Ψ(β) =
Γ
′
(β)

Γ(β)
, β ∈ R, (5.2.7)

with Ψ(β) Digamma function. Then,

lim
ν→n

Yν(x) =
2

π
ln
(x

2

)
Jn(x) +

1

π

∞∑
r=0

(−1)r
(
x
2

)2r+n

r!
lim
α→0

(
ĉα+r+n − ĉr+n

α

)
ϕ0+

+
1

(−1)nπ

∞∑
r=0

(−1)r
(
x
2

)2r−n

r!
lim
ν→n

lim
α→0

(
ĉα+r−ν − ĉr−ν

α

)
ϕ0 =

=
2

π
ln
(x

2

)
Jn(x)− 1

π

∞∑
r=0

(−1)r
(
x
2

)2r+n

r!
lim
α→0

Ψ(α + r + n+ 1)

Γ(α + r + n+ 1)
+

+
1

(−1)nπ

[
−

n−1∑
r=0

(−1)r
(
x
2

)2r−n

r!
lim
ν→n

Ψ(r − ν + 1)

Γ(r − ν + 1)
+

+
∞∑
r=n

(−1)r
(
x
2

)2r−n

r!
lim
ν→n

lim
α→0

(
ĉα+r−ν − ĉr−ν

α

)]
ϕ0 =

=
2

π
ln
(x

2

)
Jn(x)− 1

π

∞∑
r=0

(−1)r
(
x
2

)2r+n

r!

Ψ(r + n+ 1)

Γ(r + n+ 1)
+

+
1

(−1)nπ

[
−

n−1∑
r=0

(−1)r
(
x
2

)2r−n

r!
lim
ν→n

Ψ(r − ν + 1)

Γ(r − ν + 1)
+

+
∞∑
s=0

(−1)s
(
x
2

)2s+n

(n+ s)!
lim
α→0

(
ĉα+s − ĉs

α

)
ϕ0

]
=

=
2

π
ln
(x

2

)
Jn(x)− 1

π

∞∑
r=0

(−1)r
(
x
2

)2r+n

r!

Ψ(r + n+ 1)

Γ(r + n+ 1)
+

+
1

(−1)nπ

[
−

n−1∑
r=0

(−1)r
(
x
2

)2r−n

r!
lim
ν→n

Ψ(r − ν + 1)

Γ(r − ν + 1)
+

−
∞∑
s=0

(−1)n+s
(
x
2

)2s+n

(n+ s)!

Ψ(s+ 1)

Γ(s+ 1)

]
but, using the identities

Γ(x)Γ(1− x) =
π

sin(xπ)
, ∀x /∈ Z, (5.2.8)
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Ψ(1− x)−Ψ(x) = π cot(xπ), ∀x /∈ Z, (5.2.9)

we can write

lim
ν→n

Ψ(1− (ν − r))
Γ(1− (ν − r))

=

{
(−1)n−r(n− r − 1)! 0 ≤ r < n,
−∞ r ≥ n.

(5.2.10)

We eventually find

lim
ν→n

Yν(x) =
2

π
ln
(x

2

)
Jn(x)− 1

π

∞∑
r=0

(−1)r
(
x
2

)2r+n

r!

Ψ(r + n+ 1)

Γ(r + n+ 1)
+

− 1

π

[
n−1∑
r=0

(n− r − 1)!

r!

(x
2

)2r−n
+
∞∑
s=0

(−1)s

(n+ s)!

Ψ(s+ 1)

s!

(x
2

)2s+n
]

=

= Yn(x).

Corollary 43. Now, we recast in operators terms and obtain

∆n(x) =
(
χ̂ĉ
x

2

)n
e−χ̂ĉ(

x
2 )

2

ϕ0ϑ0 =
∞∑
k=0

(−1)kΨ(k + n+ 1)

k!Γ(k + n+ 1)

(x
2

)2k+n

,

χ̂αϑ0 =
Γ
′
(α + 1)

Γ(α + 1)
,

δn(x) =
(
ĉ
x

2

)n
e−χ̂ĉ(

x
2 )

2

ϕ0ϑ0 =
∞∑
k=0

(−1)kΨ(k + 1)

k!Γ(k + n+ 1)

(x
2

)2k+n

(5.2.11)

and these positions yield

Yn(x) =
2

π
ln
(x

2

)
Jn(x)− 1

π

n−1∑
k=0

(n− k − 1)!

k!

(x
2

)2k−n
− 1

π
[∆n(x) + δn(x)] ,

(5.2.12)
that is the n−th order of Neumann-Bessel function.

In particular we have

Y0(x) =
2

π
ln
(x

2

)
J0(x)− 2

π
∆0(x). (5.2.13)
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The function Y0(x) is the 0−th order N-B function, it has a logarithmic
singularity at the origin and is the second solution of the Bessel equation with
n = 0.

Ossservation 14. The functions ∆n(x), δn(x) are not usually considered as
independent functions. We call them the first and second renormal-
ized Bessel functions respectively, for the reasons we will clarify in the
following and we will discuss their properties later in this thesis.

Corollary 44. The theorem provides the derivative with respect to ν of the
Bessel function

D̂νJν(x) =
(
ĉ
x

2

)ν
e−ĉ(

x
2 )

2 [
ln
(x

2

)
+ ln(ĉ)

]
ϕ0 =

= ln
(x

2

)
Jν(x)−

∞∑
r=0

(−1)rΨ(r + ν + 1)

r! Γ(r + ν + 1)

(x
2

)2r+ν

.
(5.2.14)

5.3 The Modified Bessel Functions of First

Kind

The modified Bessel functions of the first kind are a byproduct of
the ordinary cylinder Bessel functions and can be defined as

Definition 33. We introduce the umbral form of modified Bessel functions
of the first kind

Iν(x) =
(
ĉ
x

2

)ν
eĉ(

x
2 )

2

ϕ0 =
∞∑
r=0

(x
2

)2r+ν

r!Γ(ν + r + 1)
. (5.3.1)

Their link with the Jν(x) counterpart is provided by

Properties 25.

Iν(ix) = iν
(
ĉ
x

2

)ν
e−ĉ(

x
2 )

2

ϕ0 = eiν
π
2 Jν(x). (5.3.2)

Therefore

Proposition 41. The differential equation they satisfy can be inferred from
(5.1.22) by replacing x with ix, therefore we find{

x2D̂2
x + xD̂x −

[
x2 + ν2

]}
Iν(x) = 0. (5.3.3)
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The second solution is a Bessel like function too usually referred as Mac-
donald function or Modified Bessel function of the second kind,
defined as

Kν(x) =
π

2

I−ν(x)− Iν(x)

sin(νπ)
= − π

sin(νπ)

[
sinh

(
ν ln

(
ĉx

2

))]
eĉ(

x
2 )

2

ϕ0.

(5.3.4)
The integer order counterpart can be obtained by following a procedure

analogous to that leading to the integer orders Macdonald functions.

We get indeed

Kn(x) = − lim
ν→π

1

cosh(νπ)

[
cosh

[
ν ln

(
ĉx

2

)]
ln

(
ĉx

2

)]
eĉ(

x
2 )

2

ϕ0 =

= (−1)n+1

[
cosh

[
n ln

(
ĉx

2

)]
ln

(
ĉx

2

)]
eĉ(

x
2 )

2

ϕ0.

(5.3.5)

In the case n = 0, we obtain

K0(x) = −
[
ln
(x

2

)
+ ln(ĉ)

]
eĉ(

x
2 )

2

ϕ0 =

= − ln
(x

2

)
I0(x)− lim

α→0

ĉα − 1

α
eĉ(

x
2 )

2

ϕ0 =

= − ln
(x

2

)
I0(x) +

∞∑
r=0

(x
2
)2r

r!2
Ψ(r + 1)

(5.3.6)

and therefore, by introducing the ĥ-operator,

K0(x) = −
[
ln
(x

2

)
+ γ
]
I0(x) + I0(ĥ

1
2x),

I0(ĥx) =
∞∑
r=0

(
ĥx

2

)2r

(r!)2
,

(5.3.7)

with

ĥ0 = 0,

ĥm = hm,

hm =
m∑
k=1

1

k
,

(5.3.8)
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where hm are the Harmonic Numbers‡.

5.4 Products of Bessel Functions and Associ-

ated Polynomials

Let us now consider the following

Example 56. Let

f(x; a, b) := J0(ax)J0(bx) (5.4.1)

a product of 0-order Bessel functions, which can be formally written as the
product of two Gaussians (5.1.2), namely §

f(x; a, b) = e−(a2ĉ1+b2ĉ2)(x2 )
2

ϕ
(1)
0 ϕ

(2)
0 , (5.4.3)

where ϕ
(α)
0 are the umbral vacua on which the operators ĉα act. The series

expansion of the exponential and the use of the previously outlined rules yield

f(x; a, b) =
∞∑
r=0

(−1)r

r!
lr(a

2, b2)
(x

2

)2r

,

lr(a, b) = r!
r∑
s=0

a(r−s)bs

(s!)2 [(r − s)!]2
.

(5.4.4)

Leaving for the moment unspecified the nature of the polynomials lr(a, b),
we note that the function f(x; a, b) can be cast in the umbral form

f(x; a, b) = e−l̂(
x
2 )

2

Φ0,

l̂νΦ0 = lν(a
2, b2).

(5.4.5)

The action of the operator l̂ on the corresponding umbral vacuum holds
for any real (positive/negative) or complex value of the exponent ν. We have
concluded that the product of two cylindrical Bessel is theumbral equivalent
of a BF and thus the umbra of a Gaussian.

‡They will be treated in the next Chapter.
§Even though not explicitly stated, it is evident that in the present formalism we have

[J0(x)]
2

= e−ĉ(
x
2 )

2

e−ĉ(
x
2 )

2

ϕ0. (5.4.2)
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Such a conclusion turns particularly useful if we are interested in the
evaluation of the integrals of the function f(x; a, b), a straightforward use of
the so far developed procedure yields

Example 57.∫ +∞

−∞
f(x; a, b)dx =

∫ +∞

−∞
e−l̂(

x
2 )

2

dx Φ0 = 2
√
π l̂−

1
2 Φ0 = 2

√
π l− 1

2
(a2, b2),

| a |>| b |,

l− 1
2
(a2, b2) = Γ

(
1

2

) ∞∑
s=0

a−2( 1
2

+s)b2s

(s!)2Γ

(
1

2
− s
)2 =

1√
π | a |

K

(
b

a

)
,

K(k) = 2F1

(
1

2
,
1

2
; 1; k2

)
=
∞∑
s=0

[
(2s)!

22s(s!)2

]2

k2s,

(5.4.6)

where 2F1 (a, b; c; z) is the confluent hypergeometric function [1].

Remark 4. We have left open the question on the nature of the polynomials
lr(a, b), although we will discuss more deeply this point in the forthcoming
sections, here we note that they can be viewed as a particular case of the
Jacoby polynomials (seen in section 3.1.2), as it can be inferred from the
identity [SL5]:

lr

(√
x− 1

2
,

√
x+ 1

2

)
=

1

r!
P (0,0)
r (x),

P (α,β)
r (x) =

n∑
s=0

(
n+ α

s

)(
n+ β

n− s

)(
x− 1

2

)n−s(
x+ 1

2

)s
.

(5.4.7)

Furthermore,

Corollary 45. By the use of Gaussian umbral form of real order Bessel
function (5.2.1), we obtain the following general expression for the product
of two cylindrical Bessel functions of order ν, µ respectively,
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fν,µ(x; a, b) = Jν(ax)Jµ(bx) =
(x

2

)ν+µ

(aĉ1)ν(bĉ2)µe−(a2ĉ1+b2ĉ2)(x2 )
2

ϕ
(1)
0 ϕ

(2)
0 =

=
(x

2

)ν+µ
∞∑
r=0

(−1)r

r!
l(ν,µ)
r (a2, b2)

(x
2

)2r

,

l(ν,µ)
r (a, b) =

r∑
s=0

a(r−s)+νbs+µ

Γ(ν + s+ 1)Γ(µ+ r − s+ 1)s!(r − s)!
.

(5.4.8)

In the forthcoming section we take advantage from these results to extend
the method to arbitrary products.

5.4.1 Products of Bessel functions

According to the tools outlined in the previous section we get

Corollary 46. The product of three 0-th order Bessel functions can be writ-
ten as

f(x; a1, a2, a3) = e−(a2
1ĉ1+a2

2ĉ2+a2
3ĉ3)(x2 )

2

ϕ
(1)
0 ϕ

(2)
0 ϕ

(3)
0 (5.4.9)

or, in explicit form,

f(x; a1, a2, a3) =
∞∑
r=0

(−1)r

r!
lr(a

2
1, a

2
2, a

2
3)
(x

2

)2r

,

lr(x1, x2, x3) = r!
r∑
s=0

x
(r−s)
3

(s!)[(r − s)!]2
ls(x1, x2).

(5.4.10)

It is evident that the extension to the case of n Bessel functions writes as in
the first of eqs. (5.4.10) with

lr(x1, . . . , xn) = r!
r∑
s=0

x
(r−s)
n

(s!)[(r − s)!]2
ls(x1, . . . , xn−1). (5.4.11)

In ref. [98] all the α parameters (actually the variables of the lr polynomials)
are assumed to be 1.

Lemma 11. From a formal point of view, the use of the multinomial expan-
sion allows to define the previous family of polynomials as
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lr(x1, . . . , xn) = (x1ĉ1 + · · ·+ xnĉn)rx1ĉ1 . . . xnĉnϕ
(1)
0 . . . ϕ

(n)
0 (5.4.12)

and, the use of the multinomial expansion yields

lr(x1, . . . , xn) =
∑

k1+···+kn=r

(
r

k1 . . . . . . . . . kr

)
xk1

1

(k1!)2
. . .

xknn
(kn!)2

. (5.4.13)

Going back to the two variable case it is easy to check that they satisfy
the differential equation

Ossservation 15.

∂x1x1∂x1lr(x1, x2) = ∂x2x2∂x2lr(x1, x2) = rlr−1(x1, x2), (5.4.14)

with ∂xx∂x l-derivative (2.5.8), reminding eq. (2.6.2).

Corollary 47. To obtain the extension to the product of arbitrary cylindrical
Bessel, it will be sufficient to replace in the previous equations the function
lr(a

2
1, . . . , a

2
n) with l

(ν1,...,νn)
r (a2

1, . . . , a
2
n)

l(ν1,...,νn)
r (x1, . . . , xn) = ĉν1

1 . . . ĉνnn (x1ĉ1 + · · ·+ xnĉn)rϕ
(1)
0 . . . ϕ

(n)
0 =

=
∑

k1+···+kn=r

(
r

k1 . . . . . . . . . kr

)
xk1

1

k1!Γ (ν1 + k1 + 1)
. . .

xknn
kn!Γ (νn + kn + 1)

.

(5.4.15)

Thus getting an expression closely similar to that derived by Brychkov in [29]

n∏
s=1

Jνs(asx) =
(x

2

)∑n
s=1 νs

(
n∏
k=1

aνkk

)
∞∑
r=0

(−1)r

r!
l(ν1,...,νn)
r

(
a2

1, . . . , a
2
n

) (x
2

)2r

.

(5.4.16)

In the case of modified Bessel function of first kind the procedure is the
same. The function can be formally expressed as a quadratic exponential
and we can recover the results of ref. [98]

Proposition 42.

l̂ν(x) =
∞∑
r=0

Γ(ν + 1)

r!Γ(r + ν + 1)

(x
2

)2r

= Γ(ν + 1)ĉνeĉ(
x
2 )

2

ϕ0. (5.4.17)
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According to our formalism the relevant k-th power reads

(l̂ν(x))k = Γ(ν + 1)k
∞∑
r=0

1

r!
l(ν,...,ν)
r (1, . . . , 1)

(x
2

)2r

. (5.4.18)

The polynomials defined in [98] are expressible in terms of our l
(ν1,...,νn)
r (x1, . . . , xn)

as

B(ν)
r (k) = Γ(ν + 1)k−1Γ(r + ν + 1)l{ν}r (k),

l(ν,...,ν)
r (1, . . . , 1) = l{ν}r (k),

l
{ν}
r+1(k) =

k∑
j=1

l{ν+1j}
r (k),

{ν + 1j, k} = (ν, . . . , ν + 1, . . . , ν).

(5.4.19)

In the forthcoming section we discuss the nature of the polynomials
l
{ν}
r (k).

5.4.2 l
{ν}
r (k) Polynomials

We observe that the relevant generating function of l
{ν}
r (k) polynomials

is expressible in terms of product of Bessel like functions, namely

Proposition 43. ∀t ∈ R
∞∑
r=0

tr

r!
l(ν1,...,νn)
r (x1, . . . , xn) =

n∏
j=1

Cνj(txj), (5.4.20)

where Cν(x) denotes the Tricomi-Bessel function of order ν (3.1.42)¶.

Proposition 44. By using eq. (5.4.15) we find that

l{ν}r (k + 1) = ĉνk+1ĉ
ν
1 . . . ĉ

ν
k(ĉ1 + · · ·+ ĉk + ĉk+1)rϕ

(1)
0 . . . ϕ

(k)
0 ϕ

(k+1)
0 =

= ĉνk+1

r∑
j=0

(
r

j

)
ĉr−jk+1l

ν
j (k)ϕ

(k+1)
0 =

r∑
j=0

(
r

j

)
1

Γ(r − j + ν + 1)
lνj (k).

(5.4.21)

¶We remind the link between Tricomi-Bessel and Bessel functions

(3.1.43) Cν(x) =
(x

2

)− ν2
Jν(2
√
x).
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The various identities reported in [98] follow from the above equation, which
can be generalized in various ways, as e.g.

l{ν}r (k + s) = ĉνk+1 . . . ĉ
ν
k+sĉ

ν
1 . . . ĉ

ν
k(ĉ1 + · · ·+ ĉk + ĉk+1 + · · ·+

+ · · ·+ ĉk+s)
rϕ

(1)
0 . . . ϕ

(k)
0 ϕ

(k+1)
0 . . . ϕ

(k+s)
0 =

=
r∑
j=0

(
r

j

)
l
{ν}
r−j(s)l

{ν}
j (k).

(5.4.22)

We have noted in eq. (5.4.6) that the use of straightforward algebraic
manipulations allows the derivation of an expression yielding the integral of
the product of two cylindrical Bessel functions. We have checked that the
extension to the products of three or more is anyway feasible. Regarding the
case of an integral of the product of three Bessel functions then we find

Example 58.∫ +∞

−∞
f(x; a1, a2, a3)dx = 2

√
πl− 1

2
(a2

1, a
2
2, a

2
3),

| a3 |>| a2 |>| a1 |,

l− 1
2
(a1, a2, a3) = Γ

(
1

2

) ∞∑
s=0

a
−( 1

2
+s)

3

(s!)Γ

(
1

2
− s
)2 ls(a1, a2).

(5.4.23)

In eq. (5.4.6) we have recognized that the series defining l− 1
2
(a, b) can be

recognized as that defining a quarter period elliptic integral, in this case we
obtain

l− 1
2
(a1, a2, a3) =

1√
π | a3 |

F (a1, a2, a3),

F (a1, a2, a3) =
∞∑
s=0

[
(2s)!

22s(s!)2

]2
ls(a1, a2)

as3
= 2F1

(
1

2
,
1

2
; 1;

f̃

a3

)
χ0,

f̂ rχ0 = s!ls(a1, a2),

(5.4.24)

namely, we have reduced the series at least formally to the same hypergeomet-
ric defining the elliptic integral period. This result can be easily generalized
to the case of an arbitrary product.
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A further element of interest concerns the fact that, since, as already
remarked, by replacing f̂ with ĉ the functions defining the product of Bessel
and the Bessel functions are umbral equivalent, we can take advantage from
the formalism to establish e.g. the n-th derivative of the f(x; a, b) functions.

Proposition 45. By noting again that it is formally written as a Gaussian,
by the use of property (1.2.6) D̂n

xe
ax2

= Hn(2ax, a)eax
2

we can write the n-th
derivative of the product of two Bessel functions in terms of the two variable
Hermite polynomials Hn(x, y) as

D̂n
xf(x; a, b) = D̂n

xe
−l̂(x2 )

2

Φ0 =

= Hn

(
−l̂ x

2
,− l̂

4

)
e−l̂(

x
2 )

2

Φ0 = (−1)nHn

(
l̂
x

2
,− l̂

4

)
e−l̂(

x
2 )

2

Φ0.
(5.4.25)

The use of the properties of the l̂-operator finally yields the explicit result as

D̂n
xf(x; a, b) =

(−1)n

2n
n!

bn
2
c∑

r=0

(−1)rxn−2r

r!(n− 2r)!
(n−r)f(x; a, b),

sf(x; a, b) =
∞∑
r=0

(−1)r

r!
lr+s(a, b)

(x
2

)2r

.

(5.4.26)

Remark 5. We just touch now the application of the formalism to the theory
of multi-index Bessel functions. We remind that the Humbert functions
[9] within the present formalism are defined as

Im1,m2(x) = ĉm1
1 ĉm2

2 eĉ1ĉ2xϕ
(1)
0 (0)ϕ

(2)
0 (0) =

∞∑
s=0

xr

r!(m1 + r)!(m2 + r)!
. (5.4.27)

The relevant properties are easily deduced, for example we find

D̂xIm1,m2(x) = ĉm1+1
1 ĉm2+1

2 eĉ1ĉ2xϕ
(1)
0 (0)ϕ

(2)
0 (0) = Im1+1,m2+1(x), (5.4.28)

or, by applying the same integration procedure as before, we obtain

∫ +∞

−∞
I0,0(x)e−βx

2

dx =

√
π

β
I0,0

(
1

4β
| 2
)
,

Im1,m2(x | k) =
∞∑
r=0

xr

r!Γ(kr + 1 +m1)Γ(kr + 1 +m2)
.

(5.4.29)
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The second of eq. (5.4.29) is a two indexes Bessel-Wright function
(1.1.1) and the Gaussian integral in the first of eq. (5.4.29) can be viewed as
the integral transform adopted for their definition.

In this Chapter we have shown that our formalism of umbral nature can
be exploited to simplify in a significant way the technicalities underlying the
theory of Bessel functions and of their manipulations leading to combinations
or to the introduction of new forms.
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Chapter 6

Number Theory and Umbral
Calculus

In this Chapter we provide examples about the use of umbral calculus
in Number Theory, in particular on the reformulation of Harmonic Numbers
and Motzkin Numbers in operatorial form.

The original parts of the Chapter, containing their adequate bibliography,
are based on the following original papers.

[SL2] M. Artioli, G. Dattoli, S. Licciardi, S. Pagnutti; “Motzkin numbers:
an operational point of view”; arXiv:1703.07262 2017, submitted for publica-
tion to Online Electronic Integer Sequences, 2017.

[SL1] M. Artioli, G. Dattoli, S. Licciardi; “Motzkin Numbers and Their
Geometrical Interpretation”; Wolfram Demonstrations Project, 2017.

[SL11] G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “Umbral
methods and Harmonic Numbers”, researchgate 2017, submitted for publica-
tion to Mediterranean Journal of Mathematics, 2017.

? G. Dattoli, S. Licciardi, E. Sabia; “On the properties of Generalized
Harmonic numbers” , work in progress.

6.1 Umbral Methods and Harmonic Numbers

The theory of harmonic based function is discussed here within the
framework of umbral operational methods. We derive a number of results
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based on elementary notions relying on the properties of Gaussian integrals.

Methods employing the concepts and the formalism of umbral calculus
have been exploited in [127] to guess the existence of generating functions
involving Harmonic Numbers [125]. The conjectures put forward in [127]
have been proven in [37]-[40], further elaborated in subsequent papers [97]
and generalized to Hyper-Harmonic Numbers in [39].

In this section we use the same point of view of [127], by discussing the pos-
sibility of exploiting the formalism developed therein in a wider context.

6.1.1 Harmonic Numbers and Generating Functions

We remind that Harmonic Numbers are defined as [125]

hn :=
n∑
r=1

1

r
, ∀n ∈ N0. (6.1.1)

It is furthermore evident that the integral representation for this family of
numbers can be derived using a standard procedure, reported below.

Proposition 46. In terms of Laplace transform, we obtain

hn =
n∑
r=1

∫ ∞
0

e−s rds, ∀n ∈ N0, (6.1.2)

thereby getting nth harmonic number through the Euler’s integral [119, 88]

hn =

∫ 1

0

1− xn

1− x
dx, (6.1.3)

valid more in general ∀n ∈ R+.

Proof. ∀n ∈ N0, by applying the Laplace transform, the Theorem of uniform
convergence and the sum of a geometric serie, we obtain

hn =
n∑
r=1

∫ ∞
0

e−srds =

∫ ∞
0

[(
n∑
r=0

e−sr

)
− 1

]
ds =

=

∫ ∞
0

1− (e−s)
n+1

1− e−s
− 1 ds =

∫ 0

−∞

1− (es)n+1

1− es
− 1 ds =

=

∫ 0

−∞

e(n+1)s − es

es − 1
ds
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and by applying the change of variables es → x we obtain

hn =

∫ 1

0

1− xn

1− x
dx.

According to [88], from this point onwards, the definition in eq. (6.1.3) can be
so extended to non-natural values of n and, therefore, it can be exploited
as an alternative definition holding for n a positive real.

Definition 34. The function

ϕh(z) := ϕhz =

∫ 1

0

1− xz

1− x
dx, ∀z ∈ R+, (6.1.4)

is called Harmonic Number Umbral Vacuum, or simply the vacuum.

Definition 35. The operator

ĥ := e∂z (6.1.5)

is the vacuum shift operator, being z the domain’s variable of the function
on which the operator acts.

Theorem 5. The umbral operator, ĥn, ∀n ∈ R+ defines the harmonic num-
bers, hn, as the action of the shift operator (6.1.5) on the HNU-vacuum
(6.1.4):

ĥnϕhz

∣∣∣
z=0

= hn, (6.1.6)

or simply

ĥn = hn.

h0 = 0.
(6.1.7)

Proof. ∀n ∈ R+, by applying the shift operator (6.1.5) on the vacuum
(6.1.4), we obtain

ĥnϕh0 = ĥnϕhz

∣∣∣
z=0

= en∂zϕhz
∣∣
z=0

= ϕhz+n
∣∣
z=0

=

∫ 1

0

1− xz+n

1− x
dx

∣∣∣∣
z=0

=

=

∫ 1

0

1− xn

1− x
dx = hn.

(6.1.8)
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Properties 26. ∀n,m ∈ R+, we have

i) ĥnĥm = ĥn+m;

ii)
(
ĥn
)m

= ĥn m.
(6.1.9)

The proof follows from eq. (6.1.5).

Definition 36. We call Harmonic Based Exponential Function (HBEF)
the series

he(x) := e ĥ x = 1 +
∞∑
n=1

hn
n!
xn, ∀x ∈ R. (6.1.10)

This function, as already discussed in [127], has quite remarkable properties.

The relevant derivatives, ∀m ∈ R+, can accordingly be expressed as (see later
the Corollary for further comments)

(
d

dx

)m
he(x) := he(x,m) = ĥmeĥ x = hm +

∞∑
n=1

hn+m

n!
xn, ∀x ∈ R,∀m ∈ N(

d

dx

)m
he(x, k) = he(x, k +m), ∀k ∈ N,

(6.1.11)

and, according to eq. (6.1.10) we also find that

∫ ∞
0

he(−αx) e−xdx =

∫ ∞
0

e−(α ĥ+1)xdx =
1

α ĥ+ 1
, | α |< 1. (6.1.12)

Corollary 48. By expanding the umbral function on the r.h.s. of eq. (6.1.12),
we obtain

1

α ĥ+ 1
= 1 +

∞∑
n=1

(−1)nαnhn, | α |< 1. (6.1.13)

Proof. Using the Taylor expansion and the eq. (6.1.7), | α |< 1, we have

1

α ĥ+ 1
=
∞∑
n=0

(−αĥ)n = 1 +
∞∑
n=1

(−1)nαnĥn = 1 +
∞∑
n=1

(−1)nαnhn,
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which is an expected conclusion, achievable by direct integration, under-
scored here to stress the consistency of the procedure.

A further interesting example comes from the following ”Gaussian′′ integral.

Example 59.∫ ∞
−∞

he(−αx) e−x
2

dx =

∫ ∞
−∞

e−(α ĥ x+x2) dx =
√
πe

α2 ĥ2

4 , ∀α ∈ R. (6.1.14)

The last term in eq. (6.1.14) has been obtained by treating ĥ as an ordinary
algebraic quantity and then by applying the standard rules of the Gaussian
integration (1.2.2).

Ossservation 16. We notice that, using the eq. (6.1.10), we obtain

h2e

(
α2

4

)
:= e

ĥ2α2

4 = 1 +
∞∑
r=1

h2r

r!

(α
2

)2 r

, ∀α ∈ R. (6.1.15)

Let us now consider the following slightly more elaborated example, in-
volving the integration of two ”Gaussians”, namely the ordinary case and its
HBEF analogous.

Example 60.∫ ∞
−∞

he(−αx2) e−x
2

dx =

∫ ∞
−∞

e−( ĥ α+ 1)x2

dx =

√
π

1 + α ĥ
, |α| < 1.

(6.1.16)
This last result, obtained after applying elementary rules, can be worded

as it follows: the integral in eq. (6.1.16) depends on the operator function on
its r.h.s., for which we should provide a computational meaning. The use of
the Newton bynomial yields

√
π

1 + αĥ
=
√
π
∞∑
r=0

(
−1

2

r

) (
α ĥ
) r

=
√
π

(
1 +
√
π
∞∑
r=1

αrhr

Γ
(

1
2
− r
)
r!

)
,

|α| < 1.

(6.1.17)

It is evident that the examples we have provided show that the use of
concepts borrowed from umbral theory offers a fairly powerful tool to deal
with the “harmonic based” functions.
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6.1.2 Harmonic Based Functions and Differential Equa-
tions

In the following we further push the formalism to stress the associated
flexibility.

We note indeed that

Proposition 47. The function

√
he(x) := eĥ

1
2 x = 1 +

∞∑
n=1

(√
ĥ x
)n

n!
= 1 +

∞∑
n=1

hn/2
n!

xn, ∀x ∈ R, (6.1.18)

defines, ∀α ∈ R, a HBEF through the following Gauss transform

∫ +∞

−∞

√
he(αx) e−x

2

dx =

∫ +∞

−∞
eĥ

1
2 αx−x2

dx =
√
πeĥ (α2 )

2

=
√
π he

((α
2

)2
)
.

(6.1.19)

On the other side, the function (6.1.18) can be expressed in terms of the
HBEF , he(x), using appropriate integral transform methods [67].

Definition 37. Let

g 1
2
(η) =

1

2
√
πη3

e−
1

4 η , ∀η ∈ R+ (6.1.20)

the Levy distribution of order
1

2
, then [67]

e−p
1
2 x =

∫ ∞
0

e−p η x
2

g 1
2
(η) dη, ∀p ∈ R+ (6.1.21)

is the associated Levy integral transform.

The use of eq. (6.1.18) allows to write the identity

Corollary 49.

√
he(−x) =

∫ ∞
0

he(−η x2) g 1
2
(η) dη,

g 1
2
(η) =

1

2
√
πη3

e−
1

4 η .
(6.1.22)
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Proof.

√
he(−x) = e−ĥ

1
2 x =

∫ ∞
0

e−ĥηx
2

g 1
2
(η) dη =

∫ ∞
0

he(−η x2) g 1
2
(η) dη.

Theorem 6. The function he(x) satisfies the first order non homogeneous
differential equation

 he
′(x) =

d

dx
he(x) = he(x) +

ex − x− 1

x
, ∀x ∈ R

he(0) = 1.
(6.1.23)

Proof. Eq. (6.1.11), for m = 1, yields

he
′(x) := he(x, 1) = 1 +

∞∑
n=1

hn+1

n!
xn. (6.1.24)

Being hn+1 = hn + 1
n+1

, we find

he(x, 1) = 1 +
∞∑
n=1

hn+1

n!
xn = he(x) +

1

x
(ex − x− 1) , (6.1.25)

hence eq. (6.1.23) follows.

Corollary 50. The solution of eq. (6.1.23) yields for the HBEF the explicit
expression in terms of ordinary special functions.

he(x) = 1 + ez (ln(x) + E1(x) + γ) ,

E1(x) =

∫ ∞
x

e−t

t
dt,

(ln(x) + E1(x) + γ) = −
∞∑
n=1

(−x)n

nn!
,

γ ≡ Euler−Mascheroni constant.

(6.1.26)

The previous expression is the generating function of harmonic numbers orig-
inally derived by Gosper (see [77, 125]).

By iterating the previous procedure we find the following general recurrence
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Corollary 51.

he(x,m) = he(x) +
m−1∑
r=0

(
d

dx

)r
ex − 1− x

x
. (6.1.27)

Definition 38. The bynomial expansion

hn(x) := (x+ ĥ)n = xn +
n∑
s=1

(
n

s

)
xn−s hs, ∀x ∈ R,∀n ∈ N0 (6.1.28)

specifies the Harmonic Polynomials.

They are easily shown to be linked to the HBEF by means of the generating
function.

Corollary 52.
∞∑
n=0

tn

n!
hn(x) = ex the(t), ∀x, t ∈ R. (6.1.29)

Proof.

∞∑
n=0

tn

n!
hn(x) =

∞∑
n=0

tn

n!
(x+ ĥ)n = et(x+ĥ) = ex the(t).

They belong to the family of Appél polynomials and satisfy the recur-
rences:

Properties 27.

i)
d

dx
hn(x) = nhn−1(x), ∀x ∈ R, (6.1.30)

ii) hn+1(x) = (x+ 1)hn(x) + fn(x),

fn(x) :=
n∑
s=1

n!

(n− s)!
xn−s

(s+ 1)!
=

∫ 1

0

(x+ y)ndy − xn, ∀x ∈ R.
(6.1.31)

Proof. The derivation of eq. (6.1.30) is trivial. By regarding eq. (6.1.31)
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we have:

hn+1(x) = (x+ ĥ)(x+ ĥ)n = (x+ ĥ)

(
xn +

n∑
s=1

(
n

s

)
xn−s ĥs

)
=

= x hn + 1 · xn +
n∑
s=1

(
n

s

)
xn−s ĥs+1 =

= x hn(x) +

(
xn +

n∑
s=1

(
n

s

)
xn−s ĥs

)
+

n∑
s=1

n! xn−s

(n− s)!(s+ 1)!
=

= (x+ 1)hn(x) +
n∑
s=1

n! xn−s

(n− s)!(s+ 1)!

and
n∑
s=1

n!

(n− s)!
xn−s

(s+ 1)!
=

n∑
s=1

n!

s! (n− s)!
xn−s

s+ 1
ys+1

∣∣∣∣∣
y=1

=

=
n∑
s=1

(
n

s

)
xn−s

∫ 1

0

ysdy =

∫ 1

0

n∑
s=0

(
n

s

)
xn−sys − xndy =

=

∫ 1

0

(x+ y)ndy − xn.

Corollary 53. The identity

hn(−1) = (−1)n
(

1− 1

n

)
, ∀n ∈ N, (6.1.32)

follows from the eq. (6.1.31) after setting x = −1.
The identity

hn = 1 +
n∑
s=1

(
n

s

)
hs(−1), ∀n ∈ N0, (6.1.33)

is a consequence of the fact that ĥn = ((ĥ− 1) + 1)n.

The harmonic Hermite polynomials (touched on in ref. [127]-[37]-[148])
can also be written as

Definition 39.
∞∑
n=0

tn

n!
hHn(x) = ex the(t

2), ∀x, t ∈ R,

hHn(x) := Hn(x, ĥ) = eĥ∂
2
xxn = xn + n!

bn
2
c∑

r=1

xn−2 rĥr

(n− 2 r)! r!
.

(6.1.34)
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Properties 28. The recurrences identity of the umbral Hermite polynomials

i)
d

dx
hHn(x) = n hHn−1(x), ∀x ∈ R,

ii) hHn+1(x) =

(
x+ 2 ĥ

d

dx

)
hHn(x) =

(
x+ 2

d

dx

)
hHn(x) + 2α′n(x),

αn(x) = n!

bn
2
c∑

s=1

xn−2 s

(s+ 1)!(n− 2s)!
,

α′n(x) =
d

dx
αn(x),

(6.1.35)

are a byproduct of the previous identities and a consequence of the monomi-
ality principle in ref. [41].

Corollary 54. The umbral Hermite satisfy the second order non homo-
geneous ODE(

x
d

dx
+ 2

(
d

dx

)2
)

hHn(x) = n hHn(x)− 2α′n(x). (6.1.36)

6.1.3 Truncated Exponential Numbers

Now, we want to stress the possibility of extending the present procedure
to the Truncated Exponential Numbers, namely

en =
n∑
r=0

1

r!
, ∀n ∈ N. (6.1.37)

The relevant integral representation writes [59]

eα :=
1

Γ(α + 1)

∫ ∞
0

e−s(1 + s)αds, (6.1.38)

which holds for α ∈ R, too. For example we find

Example 61.

e− 1
2

=
e√
π

Γ

(
1

2
, 1

)
, (6.1.39)

with Γ
(
1, 1

2

)
being the truncated Gamma function.
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According to the previous discussion and to eq. (6.1.39), setting êα ↔ eα,
we also find that ∫ +∞

−∞
e−ê x

2

dx =
√
πe− 1

2
,

e−ê x
2

=
∞∑
r=0

(−1)r
er
r!
x2 r.

(6.1.40)

This last identity is a further proof that the implications offered by the topics
treated in this thesis are fairly interesting and provide countless applications.

6.2 On the Properties of Generalized Har-

monic Numbers

In this section we introduce higher order harmonic numbers and
derive the relevant properties and generating functions by the use of an um-
bral type technique.

In [127]-[SL11] different problems concerning harmonic numbers (HN)
and the relevant generating functions have been touched. The distinctive
feature of these investigations is the use of a fairly powerful technique, em-
ploying an umbral like formalism, which has allowed the framing of the theory
of HN within an algebraic context.

Some of the points raised in [127]-[SL11] have been reconsidered, made rig-
orous and generalized by means of different technical frameworks in further
researches [37]-[97].

The present investigation concerns the application of the method foreseen
in [127]-[SL11] to generalized forms of harmonic numbers like

mhn =
n∑
r=1

1

rm
, n > 0,

mh0 = 0,

(6.2.1)

namely Higher Order Harmonic Numbers (HOHN) satisfying the
property

mhn+1 = mhn +
1

(n+ 1)m
, (6.2.2)
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whose associated series provided by the limit lim
n→∞mhn, m > 1 is, unlike the

ordinary HN (m = 1), not diverging.

In this section we derive a number of not previously known properties
and the relevant consequences.

As introductory example we provide the following

Example 62. We consider the second order HN (m = 2) and write

2hn =

∫ 1

0

1− xn

x− 1
ln(x) dx, ∀n ∈ N, (6.2.3)

which is obtained after setting

1

r2
=

∫ ∞
0

e−srs ds, (6.2.4)

noting that

2hn =

∫ ∞
0

e−s(n+1) − e−s

e−s − 1
s ds (6.2.5)

and then by changing variable of integration.

It is worth stressing that the integral representation allows the extension
of HN to non-integer values of thei ndex. The second order HN stays between
integer and real values of the index, as shown in the plot given in Fig. 6.1,
where it is pointed out that the asymptotic limit of the second order harmonic

numbers is
π2

6
.

The relevant extension to negative real indices will be considered later in
the Chapter.

Let us first consider the generating function associated with the second
order HN , which can be cast in the form of an umbral exponential series,
namely

Proposition 48. We introduce

2he(t) := 1 +
∞∑
n=1

tn

n!
(2hn) = e2ĥtξ0, (6.2.6)

where 2ĥ is the umbral operator such that
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Figure 6.1: 2hx vs x and lim
x→∞ 2hx =

π2

6
.

2ĥ
nξ0 := ξn = 2hn, n > 0,

2ĥ
0ξ0 = 2h0 = 1

(6.2.7)

and

2ĥ
ν

2ĥ
µξ0 = 2ĥ

ν+µξ0, ∀ν, µ ∈ R. (6.2.8)

Corollary 55. From eqs. (6.2.5)-(6.2.7) follows that

2he(t,m) = ∂mt 2he(t) = ∂mt e
2ĥt = 2ĥ

me2ĥt = 2hm +
∞∑
n=1

tn

n!
(2hn+m) . (6.2.9)

Limiting ourselves to the first derivative only, it appears evident that the
generating function (6.2.6) satisfies the identity

∂t 2he(t) = 2he(t) + f2(t),

f2(t) =
∞∑
n=1

tn

(n+ 1)(n+ 1)!
=

1

t

∫ t

0

eξ − ξ − 1

ξ
dξ = −Ein(−t) + t

t
,

Ein(z) =

∫ z

0

1− e−ζ

ζ
dζ,

2he(0) = 1.

(6.2.10)

Proposition 49. Accordingly to eq. (6.2.10), the problem of specifying the
generating function of second order HN is reduced to the solution of a first
order differential equation, which can be written as
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2he(t) = et

(
1 +

∞∑
n=1

1

(n+ 1)2

(
1− e−ten(t)

))
, (6.2.11)

where

en(x) =
n∑
r=0

xr

r!
(6.2.12)

are the truncated exponential polynomials [59]. They belong to the
family of Appéll type polynomials [4] and are defined through the operational
identity [77]

en(x) =
1

1− ∂x
xn

n!
. (6.2.13)

We can further elaborate on the previous identities and set

Corollary 56.

∞∑
n=1

en(t)

(n+ 1)2
= Q2(t),

Q2(t) =
1

1− ∂t
f2(t).

(6.2.14)

Furthermore, since

∞∑
n=1

1

(n+ 1)2
=
π2

6
− 1, (6.2.15)

we end up with

2he(t) = et Σ2(t),

Σ2(t) =
π2

6
−Q2(t) e−t.

(6.2.16)

This new result can be viewed as an extension of the generating function for
the first order HN derived by Gosper (see below) [123].

It is furthermore evident that the formalism allows the straightforward
derivation of other identities like
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Lemma 12.

∞∑
n=1

tn

n!
(2hn+m) = et

m∑
s=0

(
m
s

)
Σ

(s)
2 (t)− 2hm, (6.2.17)

where the upper index (s) denotes s-order derivative and is a direct conse-
quence of the identity in eq. (6.2.9).

The extension to HOHN with m > 2, follows the same logical steps,
namely derivation of the associated Cauchy problem

Corollary 57. 
∂t
(
phe(t)

)
= phe(t) + fp(t),

fp(t) =
∑∞

n=1
tn

(n+1)p−1 (n+1)!
,

phe(0) = 1,

∀t ∈ R,∀p ∈ N : p > 1.

(6.2.18)

The Cauchy problem solution writes

phe(t) = et

(
1 +

∞∑
n=1

1

(n+ 1)p
(
1− e−ten(t)

))
(6.2.19)

or

phe(t) = et Σp(t),

Σp(t) = ζ (p)−Qp(t)e
−t,

ζ (p) =
∞∑
n=1

1

np
,

Qp(t) =
∞∑
n=1

1

(n+ 1)p
en(t) =

1

1− ∂t
fp(t),

fp(t) =
∞∑
n=1

tn

(n+ 1)p−1 (n+ 1)!
.

(6.2.20)

The case p = 1 should be treated separately, because the sum on the r.h.s. of
eq. (6.2.19) is apparently diverging.

It is accordingly worth noting that, since

228



Ossservation 17.

f1(t) =
∞∑
n=1

tn

(n+ 1)!
=

1

t
(et − t− 1), (6.2.21)

we find

1he(t) = et
(

1 +

∫ t

0

1− (τ + 1) e−τ

τ
dτ

)
= et Σ1(t),

Σ1(t) = e−t + Ein(t).

(6.2.22)

Eq. (6.2.22) is a restatement of the Gosper derivation of the generating
function of first order HN .

We conclude this paragraph by introducing the following

Definition 40. We introduce HOHN umbral polynomials (for m = 1 see ref.
[SL11])

mHn(x) = (x+ mĥ)n = 1 +
n∑
s=1

(
n

s

)
xn−smHs,

mH0(x) = 1.

(6.2.23)

6.3 Motzkin Numbers: an Operational Point

of View

The Motzkin Numbers can be derived as coefficients of hybrid polyno-
mials. Such an identification allows the derivation of new identities for this
family of numbers and offers a tool to investigate previously unnoticed links
with the theory of special functions and with the relevant treatment in terms
of operational means. The use of umbral methods opens new directions for
further developments and generalizations, which leads, e.g., to the identifi-
cation of new Motzkin associated forms.

A very well known example of link between special numbers and special
polynomials is provided by the so called convolution or Telephone numbers,
which can be expressed in terms of Hermite polynomials coefficients [118].
In ref [7] the Padovan and Perrin numbers [143, 141] can be recognized to
be associated with particular values of two variable Legendre polynomials [5].
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Motzkin numbers [140] have been also discussed in connection with a
family of hybrid polynomials [25, 55] and the relevant properties have ac-
cordingly been studied.

The hybrid polynomials are indeed defined as [55]

P (q)
n (x, y) = n!

bn
2
c∑

r=0

xn−2ryr

(n− 2r)!r!(r + q)!
, (6.3.1)

and the relevant generating function reads ∀t ∈ R

∞∑
n=0

tn

n!
P (q)
n (x, y) =

Iq(2
√
y t)

(
√
y t)q

ext, (6.3.2)

where Iq(x) is the modified Bessel function of first kind of order q (5.3.1).

Within the present framework, the Motzkin numbers sequence can be
specified as [25]

mn = P (1)
n (1, 1) =

n∑
s=0

mn,s,

mn,s =

(
n

s

)
fs,

fs =
s!

Γ
(s

2
+ 2
)

Γ
(s

2
+ 1
) ∣∣∣cos

(
s
π

2

)∣∣∣ ,
(6.3.3)

where the coefficients mn,s can be represented as the triangle reported below

in which mn,2 corresponds, in OEIS, to the sequence A000217, mn,4 to
A034827, mn,6 to A000910 and so on.

According to eq. (6.3.2), the Motzkin numbers can also be defined as the
coefficients of the following series expansion

∞∑
n=0

tn

n!
mn =

I1(2t)

t
et. (6.3.4)

In the following we show how some progresses in the study of the relevant
properties can be done by the use of a formalism of umbral nature.
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mn,s coefficients mn Motzkin

Parameter
s ∑n

s=0 mn,s

0 1 2 3 4 5 6 7

n

0 1 1
1 1 0 1
2 1 0 1 2
3 1 0 3 0 4
4 1 0 6 0 2 9
5 1 0 10 0 10 0 21
6 1 0 15 0 30 0 5 51
7 1 0 21 0 70 0 35 0 127

. . . . . . . . . . . . . . .

Table 6.1: Motzkin Numbers and their Coefficients.

6.3.1 Motzkin Numbers and Umbral Calculus

In order to simplify most of the algebra associated with the study of the
properties of the Motzkin numbers and to get new relevant identities, we
apply our methods of umbral nature.

To this aim we remind umbral form of ν-order Tricomi-Bessel function
(3.1.42), Cν(x) = ĉνe−ĉxϕ0. We note that by the use of eqs. (3.1.43) Cν(x) =(

1

x

) ν
2

Jν(2
√
x) and (5.3.2) Iν(ix) = eiν

π
2 Jν(x), we can write ∀q ∈ Z the

identity

Cq(−x) =
Iq(2
√
x)

(
√
x)q

=
∞∑
r=0

xr

r!(q + r)!
. (6.3.5)

Lemma 13. The use of this formalism allows to restyle the hybrid polyno-
mials in the form

P (q)
n (x, y) = ĉqHn(x, ĉ y), (6.3.6)

where Hn(x, y) are the two variables HP.

We can accordingly use the wealth of properties of this family of poly-
nomials to derive further and new relations regarding those of the Motzkin
numbers family, e.g.
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Proposition 50. By recalling the generating function (2.3.15)∑∞
n=0

tn

n!
Hn+l(x, y) = Hl(x+ 2yt, y)ext+yt

2
, we find

∞∑
n=0

tn

n!
mn+l = ĉ Hl(1 + 2ĉt, ĉ)et+ĉt

2

, (6.3.7)

which, after using eq. (3.1.43), finally yields

∞∑
n=0

tn

n!
mn+l = µl(t) e

t,

µl(t) = l!

b l
2
c∑

r=0

1

r!

l−2r∑
s=0

2s

s!(l − 2r − s)!
Is+r+1(2t)

tr+1
.

(6.3.8)

Furthermore, the same procedure and the use of the Hermite polynomials
duplication formula [2]

H2n(x, y) =
n∑
r=0

(
n

r

)2

r! (2y)r (Hn−r(x, y))2 , (6.3.9)

yields the following identity for Motzkin numbers

Proposition 51.

m2n = ĉ
n∑
r=0

r!

(
n

r

)2

(2ĉ)r Hn−r(1, ĉ)Hn−r(1, ĉ) =

=
n∑
r=0

(
n

r

)2

2rr!(n− r)!
bn−r

2
c∑

s=0

m
(r+s+1)
n−r

(n− r − 2s)!s!
,

(6.3.10)

where

m(q)
n = P (q)

n (1, 1) = ĉq Hn(1, ĉ) (6.3.11)

are associated Motzkin numbers [25].

Corollary 58. The identification of Motzkin numbers as in eq. (6.3.11),
along with the use of the recurrences of Hermite polynomials, yields, e.g., the
identities
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m
(q)
n+1 = m(q)

n + 2 n m
(q+1)
n−1 ,

mn+p =

min[n,p]∑
s=0

2ss!

(
p

s

) (
n

s

)
Mp−s, n−s, s,

Mp, n, t = p!

b p
2
c∑

r=0

m
(t+r+1)
n

(p− 2r)!r!
,

(6.3.12)

in which, the second identity, has been derived from the Nielsen formula for
Hn+m(x, y) [102].

6.3.2 Telephone Numbers

In this last part we have shown that a fairly straightforward extension
of the formalism put forward in ref. [25], allows non trivial progresses in
the theory of Motzkin numbers. Further relations can be easily obtained by
applying the method we have envisaged as, e.g.,

Lemma 14.
n∑
s=0

mn−s ms = 2 (n+ 1) m(2)
n (6.3.13)

is a discrete self-convolution of Motzkin numbers.

We have also mentioned the existence of the associated Motzkin numbers

m(q)
n = P (q)

n (1, 1), (6.3.14)

touched on in ref. [25]. In the present context they have been introduced
on purely algebraic grounds. Strictly speaking they are not integers and
therefore they are not amenable for a combinatorial interpretation . However,
redefining them through

Lemma 15. We recast the associated Motzkin numbers as

m̃(q)
n =

(n+ q)!

n!
P (q)
n (1, 1). (6.3.15)

we obtain for q = 2 the sequences in OEIS (A014531), while for q = 3 the
sequences (A014532) and so on.

We have mentioned in section 6.3 the theory of Telephone numbers
T (n) [86], whose importance in chemical Graph theory has been recently
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emphasized in ref. [79]. As well known, they can be expressed in terms of
ordinary Hermite polynomials, however the use of the two variable extension
is more effective. They can indeed be expressed as T (n) = Hn(1, 1

2
).

Lemma 16. The use of Hermite polynomials properties, like the index du-
plication formula, yields

T (2n) =
n∑
r=0

r!

(
n

r

)2

T (n− r)2. (6.3.16)

Proposition 52. The use of the Hermite numbers hs [50] allows the deriva-
tion of the following further expression

T (n) =
n∑
s=0

tn,s,

tn,s =

(
n

s

)
hs

(
1

2

)
,

hs(y) = y
s
2 Γ
(s

2
+ 2
)
fs =

y
s
2 s!

Γ
(s

2
+ 1
) ∣∣∣cos

(
s
π

2

)∣∣∣ .
(6.3.17)

The coefficients tn,s of the telephone numbers can arranged in the follow-
ing triangle

tn,s coefficients

Parameter
s

0 1 2 3 4 5 6 7

n

0 1
1 1 0
2 1 0 1
3 1 0 3 0
4 1 0 6 0 3
5 1 0 10 0 15 0
6 1 0 15 0 45 0 15
7 1 0 21 0 105 0 105 0

. . . . . . . . . . . .

Table 6.2: Telephone Number Coefficients

in which the numbers belonging to the column s = 4 (3, 15, 45, 105, 210, . . . )
are identified with OEIS A050534 and s = 5 (15, 105, 420, 1260, 3150, . . . ) is
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just a multiple of A00910. The use of the identification with two variable
Hermite polynomials opens further perspectives, by exploiting indeed the
higher order HP (see section B.1) we can introduce the following

Proposition 53. We provide a generalization of telephone numbers

T (m)
n = H(m)

n

(
1,

1

m

)
, (6.3.18)

with generating function

∞∑
n=0

tn

n!
T (m)
n = et+

1
m
tm , (6.3.19)

which satisfy the recurrence

T
(m)
n+1 = T (m)

n +
n!

(n−m+ 1)!
T

(m)
n−m. (6.3.20)

In the case of m = 3 the numbers T
(3)
n = (1, 1, 1, 3, 9, 21, 81, 351, 1233. . . )

are identified with OEISA001470, while form = 4, the series 1, 1, 1, 1, 7, 31, 91, 211,
1681, 12097 corresponds to A118934. For m = 5 the associated series appears
to be A052501 but should be more appropriately identified with the coeffi-
cients of the expansion (6.3.18), finally the sequence n = 6 is not reported in
OEIS.

A more accurate analysis of this family of numbers and the relevant in-
terplay with Motzkin will be discussed elsewhere.

235



Appendices

236



Appendix A

The Appendix reported below covers some topics touched in the main
body of the Chapter 1 without the necessary details.

? We in particuar devote A.1 to the Lamb-Bateman equation.

? Appendix A.2 is addressed to Ramanujan Master Theorem and to its
use within the framewor of umbral theory.

? A.3 is devoted to computational details relevant to the Mittag-Leffler
Function and to its applications.

A.1 Lamb-Bateman equation

The umbral formalism, or better the umbral operational methods de-
veloped in this thesis, can be put on rigorous basis by exploiting different
mathematical procedures.

We have already noted that by the realization (1.1.8) of the umbral operator
and of the associated vacuum one can obtain in a fairly straightforward way
the set of rules underlying our point of view to umbral calculus.

Defining the umbral operator in terms of shift operators, we could write, e.g,
the 0-order cylindrical Bessel function (1.2.9) as

J0(x) = e−(x2 )
2
e∂z 1

Γ(z + 1)
|z=0=

∞∑
r=0

(−1)r

r!

(x
2

)2r

er∂z
1

Γ(z + 1)
|z=0=

=
∞∑
r=0

(−1)r

r!

(x
2

)2r 1

Γ(z + r + 1)
|z=0=

∞∑
r=0

(−1)r

(r!)2

(x
2

)2r

.
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Regarding the integration procedure we have also notet that (1.2.13)

∫ ∞
−∞

J0(x)dx =
√
π e−

1
2
∂z

1

Γ(z + 1)
|z=0=

√
π

1

Γ
(
z + 1

2

) |z=0=
√
π

1(√
π

2

) = 2.

An interesting byproduct of this point of view is the solution of the Lamb-
Bateman equation [96] originally proposed to treat the diffraction of a soli-
tary wave [89], namely ∫ ∞

0

u(x− y2)dy = f(x). (A.1.1)

The unknown function u(x) can be obtained by noting that

u(x− y2) = e−y
2∂xu(x), (A.1.2)

accordingly we find (∫ ∞
0

e−y
2∂xdy

)
u(x) = f(x). (A.1.3)

Furthermore, since by using (1.2.2) we get∫ ∞
0

e−y
2∂xdy =

1

2

√
π∂
− 1

2
x , (A.1.4)

we end up with the solution

u(x) =
2√
π

(
∂

1
2
x f(x)

)
, (A.1.5)

namely, the solution of the Lamb-Bateman problem is just the derivative of

order
1

2
of the function f(x).

A.2 The Ramanujan Master Theorem

We have used the umbral methods to evaluate integrals and we have ob-
tained a framing of the procedure within an adequate mathematical context.
The results we have obtained traces however back to the so called Ramanu-
jan Master Theorem (RMT ) [8], which is illustrated in this Appendix.

The Theorem can be stated as it follows.
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Theorem 7. (RMT) If the function f(x) satisfies the series expansion

f(x) =
∞∑

n=0

fn
(−1)nxn

n!
(A.2.1)

in a neighborhood of the origin, with f0 = ϕ0, then∫ ∞
0

xν−1f(x) dx = Γ(ν)f−ν . (A.2.2)

The use of the umbral formalism (see e.g. the property (1.1.6)) allows
indeed to write

f(x) = e−ĉ x f0, (A.2.3)

being ĉn f0 := fn and therefore the integral (A.2.2) in the form∫ ∞
0

xν−1e−ĉx dx f0 = Γ(ν)ĉ−νf0 = Γ(ν)f−ν . (A.2.4)

The same procedure can be used to prove

∫ ∞
0

xν−2f(x)dx =
1

m
Γ

(
ν − 1

m

)
f 1−ν

m
,

f(x) =
∞∑
n=0

fn
(−1)nxmn

n!
,

(A.2.5)

obtained after noting that

∫ ∞
0

xν−2e−ĉ x
m

dx f0 =
1

m

∫ ∞
0

t(
ν−1
m
−1)e−ĉ tdt f0 =

1

m
Γ

(
ν − 1

m

)
f− ν−1

m
.

(A.2.6)
We can use, e.g., the RMT to prove the identities∫ ∞

0

xν−1Cα(x)dx =
Γ(ν)

Γ(α− ν + 1)
, (A.2.7)

where Cα(x) is the Tricomi-Bessel function of order α (see (1.1.2)) which
in umbral form (3.1.42) writes Cν(x) = ĉ νe−ĉ xϕ0. We note in fact that,
according to the umbral formalism,

∫ ∞
0

xν−1Cα(x)dx = ĉα
∫ ∞

0

xν−1e−ĉ xdx ϕ0 = Γ(ν)ĉα−νϕ0 =
Γ(ν)

Γ(α− ν + 1)
.

(A.2.8)
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A.3 Mittag Leffler Function and Computa-

tional Technicalities

? Proof of eq. (1.3.11)

Iα, β =

∫ ∞
−∞

Eα,β(−x2)dx =

(√
πĉβ−

α
2
−1

∫ ∞
0

e−ss−
1
2ds

)
ϕ0 =

=
√
π Γ

(
1

2

)
ĉβ−

α
2
−1ϕ0 =

π

Γ
(
β − α

2

) , ∀α, β ∈ R+.

Proof. The proof follows the same lines we have outlined in the main body
of the Chapter and in these Appendices. The ML Gaussian like integral
∀α, β ∈ R+ can, accordingly (by the use of eqs. (1.3.7), (1.1.13), (1.2.2),
(1.0.1), (1.0.4) and (1.1.6)), be written as

Iα, β =

∫ ∞
−∞

Eα,β(−x2)dx =

∫ ∞
−∞

∫ ∞
0

e−sWα
β−1(−x2s)ds dx =

=

∫ ∞
−∞

∫ ∞
0

e−sĉβ−1e−ĉ
αx2sϕ0 ds dx = ĉβ−1

∫ ∞
−∞

∫ ∞
0

e−se−ĉ
αx2sds dx ϕ0 =

= ĉβ−1

∫ ∞
0

e−sds

∫ ∞
−∞

e−ĉ
αs x2

dx ϕ0 = ĉβ−1

∫ ∞
0

e−sds

√
π

ĉαs
ϕ0 =

=
√
π ĉβ−

α
2
−1

∫ ∞
0

e−ss−
1
2ds ϕ0 =

√
π Γ

(
1

2

)
ĉβ−

α
2
−1ϕ0 =

=
π

Γ
(
β − α

2

) .
(A.3.1)

Lemma 5 Let En,1(x) the ML function, ∀n ∈ N, ∀x ∈ R and let
λ ∈ R⇒ En,1(x) is eigenfunction of ∂nx .

Proof. ∀n ∈ N, ∀x, λ ∈ R

∂nxEn,1(λxn) = ∂nx

∞∑
r=0

λrxnr

Γ(nr + 1)
=
∞∑
r=0

∂nx
λrxnr

Γ(nr + 1)
=

=
∞∑
r=0

λr
(nr)!

(nr − n)!

xnr−n

Γ(nr + 1)
= λ

∞∑
r=1

λr−1xn(r−1)

(n(r − 1))!
= λEn,1(λxn).

(A.3.2)
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We have interchanged the order derivative and summation in view of the
uniform convergence of the series defining the ML function.

Corollary 4 ∀α, x, λ ∈ R⇒ ∂αx Eα,1(λxα) = λEα,1(λxα) +
x−α

Γ(1− α)
.

Proof. ∀x, α, λ ∈ R

∂αx Eα,1(λxα) = ∂αx 1 + ∂αx

∞∑
r=1

(λxα)r

Γ(1 + αr)
=

x−α

Γ(1− α)
+
∞∑
r=1

∂αx
(λxα)r

Γ(1 + αr)
=

= λEα,1(λxα) +
x−α

Γ(1− α)
.

(A.3.3)

The interchange between the summation and derivative is ensured by the
uniform convergence of the series for α > 0 .
The last term is due to the fact that the fractional derivative in the sense of
the Riemann-Liouville (1.3.18) acts on a costant and does not vanish.

241



Appendix B

The Appendix reported below cover some topics touched in the main
bodies of the other Chapters without the necessary details and extend the
Hermite and Laguerre Calculus.

B.1 Umbra and Higher Order Hermite Poly-

nomials

The higher order Hermite polynomials, also called Lacunary HP [53,
SL5], defined through the operational identity

H(m)
n (x, y) = ey∂

m
x xn, ∀m ∈ N, (B.1.1)

specified by the series

H(m)
n (x, y) = n!

b n
m
c∑

r=0

xn−mryr

(n−mr)!r!
, (B.1.2)

with generating function

∞∑
n=0

tn

n!
H(m)
n (x, y) = ex t+y t

m

, (B.1.3)

can be reduced to the nth power of a bynomial by introducing the umbral
operator yĥ

r
m such that, ∀r ∈ R,

yĥ
r
m mθ0 := mθr =

y
r
m r!

Γ
(
r
m

+ 1
)Am,r,

Am,r =

{
1
0
r = ms

s ∈ Z,
s /∈ Z,

(B.1.4)
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which allows to define them as

H(m)
n (x, y) =

(
x+ yĥm

)n
mθ0. (B.1.5)

For m = 2 we recover eq. (2.2.3).

It is clearly evident that not too much effort is necessary to study the
relevant properties and associated functions, which can be derived using the
same procedure adopted for the second order case (m = 2) as, e.g., higher
negative order

H
(m)
−ν (x, y) = (x+ −|y|ĥm)−νmθ0 =

1

Γ(ν)

∫ ∞
0

sν−1e−sxe −|y|ĥmsmθ0 ds (B.1.6)

or

H
(m)
−ν (x, y) =

1

Γ(ν)

∫ ∞
0

sν−1e−sxe−ys
m

ds, Re(y) > 0. (B.1.7)

It is therefore evident that

I(m,1)(x, y) =

∫ ∞
0

e−sxe−s
myds = H

(m−1)
−1 (x, y),

I(m,2)(x, y) =

∫ ∞
0

e−s
2xe−s

myds =
√
π H

(m−2)
−1/2 (x, y),

...

I(m,n)(x, y) =

∫ ∞
0

e−s
nxe−s

myds =
Γ
(

1
n

)
n

H
(m−n)
−1/n (x, y),

m > n.

(B.1.8)

.
Super-Gaussian (SG) are used in optics to describe the so called flat-

tened beams. Limiting ourselves to the one dimensional case they are repre-
sented by an exponential function of the type

SG(x,m) = e−x
m

, (B.1.9)

where, for simplicity, m is assumed to be an even integer. The relevant
propagation has been treated by the use of effective methods superposition
employing gaussian beams [74], which amount to the approximation of a SG
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beam with a superposition of Gauss beam, whose transformation through a
lens like device are well known. The use of an alternative approach (even
though less efficient than the flattened beam method) is suggested by the
means of a Fresnel transform [28], which writes

SG(x,m;A,B,D) =
1√

2πiB

∫ +∞

−∞
e

i
2B

(Ay2+2xy+Dx2)SG(y,m) dy, (B.1.10)

where A,B,D are constants accounting for the optical elements constituting
the transport line.

It is evident, according to the previous formalism that the above integral
can be cast in the form

SG(x,m;A,B,D) =
e
iD
2B
x2

√
2πiB

[
H

(4,2)
−1

(
ix

B
,
iA

2B
, 1

)
+H

(4,2)
−1

(
−ix
B
,
iA

2B
, 1

)]
,

(B.1.11)
where the Hermite function on the right corresponds to the polynomial

H(4,2)
n (x, y, z) = n!

bn
4
c∑

r=0

Hn−4r(x, y) zr

(n− 4r)!r!
. (B.1.12)

They are also defined by the operational identity

H(4,2)
n (x, y, z) = ez ∂

4
x Hn(x, y) (B.1.13)

and extended to the associated functions defined as

H
(4,2)
−ν (x, y, z) =

1

Γ(ν)

∫ ∞
0

sν−1ext+yt
2−zt4ds, Re(y) > 0. (B.1.14)

The possibility we have envisaged of using Hermite functions to study the
propagation of SG beams needs various refinements to become an effective
tool, notwithstanding it provides a further proof on the possibility offered by
these techniques.

Before closing this part we provide a further example concerning the
Gauss-Weierstrass transform (1.2.3)

e y ∂
2
xf(x) =

1

2
√
πy

∫ ∞
−∞

e−
(x−ξ)2

4y f(ξ) dξ =
1

2
√
πy

∫ ∞
−∞

e−
ξ2

4y e−
x2

4y
+xξ

2y f(ξ) dξ.

(B.1.15)

244



The use of the generating function of Hermite polynomials (1.2.5) allows to
cast eq. (B.1.15) in the form

e y ∂
2
xf(x) =

1

2
√
πy

∑
n=0

xn

n!

(
H f̂(y)

)
,

H f̂(y) :=
1

2
√
y

∫ ∞
−∞

e−
ξ2

4y

(
ξ

2y
+ − 1

4|y|
ĥ

)n
f(ξ) dξ ȳθ0,

y > 0,

(B.1.16)

where H f̂(y) is the Hermite transform of the function f(x).

The same point of view can be followed to introduce the Laguerre trans-
form which can be derived from the identity

e−y ∂xx∂xf(x) =

∫ ∞
0

e−σe−yxC0(xσ)f(σ) d(σ). (B.1.17)

The use of the generating function leads therefore to the identification of
the Laguerre transform Lf̂(y), as shown below

∫ ∞
0

e−σe−yxC0(xσ)f(σ) d(σ) =
∞∑
n=0

xn

n!
Lf̂n(y),

Lf̂n(y) :=

∫ ∞
0

e−σ (y − ĉσ)n f(σ) dσ ϕ0.

(B.1.18)

Either Laguerre and Hermite transform are linked to the orthogonal prop-
erties of these family of polynomials and the relevant definitions can be ex-
tended to higher order polynomials or to multivariate Hermite. It is explore
the relevant applications to the theory of imaging processing.

We provide now a furthermore example.

We can combine the Hermitian umbra to get further generalizations,
as for the three variable third order HP , which, according to the previous
formalism, can be defined as

H(3)
n (x, y, z) =

(
x+ yĥ2 + zĥ3

)n
θ0,yθ0,z, (B.1.19)

thereby we find
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H(3)
n (x, y, z) =

n∑
s=0

(
n

s

)
(y,z)ĥ

s
(2,3) x

n−sθ0,yθ0,z,

(y,z)ĥ
s
(2,3) =

s∑
r=0

(
s

r

)
zĥ

s−r
3 yĥ

r
2.

(B.1.20)

The extension of the method to bilateral generating functions is quite
straightforward too. We consider indeed the generating function

G(x, y; z, w | t) =
∞∑
n=0

tn

n!
Hn(x, y)Hn(z, w) =

∞∑
n=0

tn

n!

(
x+ yĥ

)n
Hn(z, w)θ0 =

= e(x+ yĥ)zt+[(x+ yĥ)t]
2
wθ0.

(B.1.21)

The use of our technique yields

G(x, y; z, w | t) =
1√

1− 4yt2w
e

(x2w+yz2)t2+xtz

1−4yt2w . (B.1.22)

Exotic generating functions involving e.g. products of LP and HP can
also be obtained.

The use of umbral methods looks much promising to develop a new point
of view on the theory of special polynomials and of special functions as well.
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Conclusions

This thesis has considered different aspects of the Umbral Calculus
applied to many various topics in Pure and Applied Mathematics. We have
used the term umbral even though it is not appropriate, because it is not ex-
actly the same formalism proposed by Rota and coworkers. We have stressed
that the point of view developed here shares even more analogies with the
Heaviside symbolic calculus and preserves the relevant spirit because it has
been conceived for applications.

The most significant benefits introduced by such a technique are associ-
ated with the simplifications it provides in analytical computations and in
the possibility it yields of getting a thread between seemingly uncorrelated
topics. We have indeed treated such disparate points, ranging from fractional
derivatives, Bessel functions, special polynomials and harmonic numbers us-
ing always the same formalism which has been exploited as a tool kit to
disclose the relevant properties of different mathematical entities.

Although the thesis is rather long, we have been obliged to leave out many
interesting subjects and applications. In particular we did not mention the
theory of multi-variable Bessel functions which, within the present context,
acquires a particularly tasty flavor allowing noticeable simplifications for the
study of problems associated, e.g., with the treatment of synchrotron radia-
tion and Free Electron Laser.

We hope that the form we have presented yields an idea of the “wildly
wide” applicability of the method and of the possibility it may offer.
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