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A NONCOMMUTATIVE CYCLE INDEX

AND NEW BASES OF QUASI-SYMMETRIC FUNCTIONS

AND NONCOMMUTATIVE SYMMETRIC FUNCTIONS

JEAN-CHRISTOPHE NOVELLI, JEAN-YVES THIBON, AND FRÉDÉRIC TOUMAZET

Abstract. We define a new basis of the algebra of quasi-symmetric functions by
lifting the cycle-index polynomials of symmetric groups to noncommutative poly-
nomials with coefficients in the algebra of free quasi-symmetric functions, and then
projecting the coefficients to QSym. By duality, we obtain a basis of noncommu-
tative symmetric functions, for which a product formula and a recurrence in the
form of a combinatorial complex are obtained. This basis allows to identify non-
commutative symmetric functions with the quotient of FQSym induced by the
pattern-replacement relation 321 ≡ 231 and 312 ≡ 132.

1. Introduction

For a partition µ = 1m12m2 · · ·nmn of n, the coefficient of pµ = pm1

1 pm2

2 · · · pmn

n in
the polynomial hn(p1, . . . , pn) defined by h0 = 1 and the recursion

(1) nhn = hn−1p1 + hn−2p2 + · · ·+ pn

is the number of permutations of cycle type µ, divided by n!. Thus, hn is the cy-
cle index of the symmetric group Sn, and if the pk are interpreted as the power
sums symmetric functions, then hn is the complete symmetric function (sum of all
monomials of degree n), cf. [18].

There is a noncommutative analogue of this polynomial, which defines the so-called
noncommutative power sums of the first kind Ψn in terms of the noncommutative
complete functions Sn [5]

(2) nSn = Sn−1Ψ1 + Sn−2Ψ2 + · · ·+Ψn.

It is not difficult to see that the coefficient cI in

(3) n!Sn =
∑

I

cIΨ
I =

∑

I

n!

i1(i1 + i2) · · · (i1 + i2 + · · · ir)
ΨI

counts the permutations with ordered cycle type I, that is, the composition consisting
of the lengths of the cycles, ordered by increasing values of their maxima.
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For example,

4!h4 = p1111 + 6p211 + 3p22 + 8p31 + 6p4,(4)

4!S4 = Ψ1111 + 3Ψ112 + 2Ψ121 + 6Ψ13 +Ψ211 + 3Ψ22 + 2Ψ31 + 6Ψ4,(5)

the 3 transpositions of ordered cycle type (1, 1, 2) being (1)(2)(43), (1)(3)(42) and
(2)(3)(41), while (1)(32)(4) and (2)(31)(4) are of type (1, 2, 1), and (21)(3)(4) is of
type (2, 1, 1).

Setting yn = (n − 1)!pn and Yn = (n − 1)!Ψn, which amounts to forgetting the
order inside the cycles, n!hn and n!Sn become respectively the usual exponential
Bell polynomial Bn(y1, . . . , yn), whose coefficients count set partitions according to
the sizes of the blocks, and its natural noncommutative analogue [23] refining this
counting according to a canonical ordering of the blocks.

This situation has been exploited is [19] in order to define further generalizations
of the Bell polynomials, whose coefficients live in the algebra of free quasi-symmetric
functions and encode the set partitions counted by the original coefficients in a way
preserving their algebraic properties. The commutative images of these coefficients
are quasi-symmetric functions, which turn out to form the dual immaculate basis of
[1] up to reversal of the compositions.

The aim of this note is to apply the same strategy to the noncommutative cycle
index with its original variables, that is, we keep Yn = Ψn, and define successively a q-
analogue cI(q) of cI , a free quasi-symmetric function CI , a quasi-symmetric function
CI , and finally, a basis UI = CI

∼ of QSym, and its dual basis VI for noncommutative
symmetric functions.

This paper is a continuation of [19], to which the reader may refer for background
and notation.

2. The saillances statistics, and a q-analogue

As the ordered cycle type appears to be of little significance from a group theoretical
point of view, it can be advantageously replaced by a natural statistic having the same
distribution.

Following [17, Chap. 10], let us say that a word w = a1a2 · · · an over the integers
is initially dominated if a1 > a2, . . . , an. Order these words with respect to their
maximal letter. Then, a permutation has a unique increasing factorisation

(6) σ = u1u2 · · ·ur

into initially dominated words. The composition

(7) SC(σ) = (|u1|, |u2|, . . . , |ur|)

will be called the saillance composition of σ.
For example, for σ = 351274698, the factorisation is 3 · 512 · 746 · 98, and SC(σ) =

(1, 3, 3, 2).
The natural q-analogue of Ψn is [9]

(8) Θn(q) =
Sn((1− q)A)

1− q
=

n−1
∑

k=0

(−q)kR1k,n−k
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and the expression

(9) [n]q!Sn(A) =
∑

I

cI(q)Θ
I(q) =

∑

I

qmaj(I) [n]q!

[i1]q[i1 + i2]q · · · [i1 + i2 + · · · ir]q
ΘI(q)

provides immediately a q-analogue of cI :

Proposition 2.1. The polynomial cI(q) counts the permutations of saillance compo-

sition I by number of non-inversions:

(10) cI(q) =
∑

SC(σ)=I

q(
n

2)−inv(σ).

To prove this, we first observe that the inverses of the permutations having a given
saillance composition are the linear extensions of a poset, whose Hasse diagram is a
tree of a very special shape (see Figure 1).

Indeed, the conditions σ1 > σ2, . . . , σi1 , σ1 < σi1+1 > σi1+2, . . . , σi1+i2 , etc., trans-
late into the conditions that in the inverse permutation, 1 must be to the right of
2, 3, . . . , i1, and that i1 +1 must be to the right of i1+2, . . . , i1+ i2 and of 1, 2, . . . i1,
and so on. This defines a poset P (I), where i <P j iff j must be to the right of i in
σ−1.

For example, for I = (2, 3, 2), 2 <P 1; 1 <P 3 >P 4, 5; 3 <P 6 >P 7, which gives
the comb-tree of Figure 1.

6

7 3

5 4 1

2

Figure 1. The poset P (2, 3, 2).

Thus, we can apply the Björner-Wachs q-hook-length formula [2] to count the linear
extensions of this poset by number of inversions. Since this is clearly a recursive
labeling, this gives

(11) qinv(αI )
[n]q!

[i1]q[i1 + i2]q · · · [i1 + i2 + · · · ir]q

where

(12) αI = 2 · · · i11 · (i1 + 2) · · · (i1 + i2) · (i1 + 1) · · ·

is the minimal linear extension, whose number of inversions is
∑

k(ik −1) = n− ℓ(I).
Thus,

∑

SC(σ)=I

qinv(σ) = qn−ℓ(I) [n]q!

[i1]q[i1 + i2]q · · · [i1 + i2 + · · · ir]q
(13)

= q(
n

2)cI(q
−1)(14)
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Z1 = G1Y1

Z2 = G12Y
11 +G21Y2

Z3 = G123Y
111 + (G132 +G231)Y

12 +G213Y
21 + (G312 +G321)Y3

Z4 = G1234Y
1111 + (G1243 +G1342 +G2341)Y

112 + (G1324 +G2314)Y
121 +G2134Y

211

+ (G1423 +G2413 +G3412 +G1432 +G2431 +G3421)Y
13 + (G2143 +G3241 +G3142)Y

22

+ (G4123 +G4132 +G4213 +G4231 +G4312 +G4321)Y4

Figure 2. Values of Zn for n ≤ 4.

(since qmaj(I) = qi1qi1+i2 · · · qi1+···+ir−1), so that

(15) cI(q) =
∑

SC(σ)=I

q(
n

2)−inv(σ).

For P (2, 3, 2) this polynomial is

(16) q17 + 3q16 + 6q15 + 9q14 + 11q13 + 12q12 + 11q11 + 9q10 + 6q9 + 3q8 + q7.

3. A dendriform exponential

We can now define in FQSym, as in [19] for the Bell polynomials,

(17) CI :=
∑

SC(σ)=I

Gσ,

and investigate the commutative image of these elements in QSym.
The CI can be expressed in terms of the dendriform operations of FQSym. We

have

(18) Cn = G1 ≺ Gn−1
1

and

(19) CI = (· · · (Ci1 ≻ Ci2) ≻ · · · ) ≻ Cir

Their generating series in FQSym⊗K〈Y1, Y2, · · · 〉

(20) Z :=
∑

I

CIY
I

satisfies therefore

(21) Z = 1 + Z ≻ C, with C :=
∑

n≥1

CnYn.

Thus, CI belongs to the Loday-Ronco algebra PBT: it is the sum of all PT where
T has a left branch with r = ℓ(I) nodes, on which are grafted as right subtrees all
binary trees of sizes i1 − 1, i2 − 1, . . . , ir − 1, starting from the bottom.
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Proposition 3.1. The CI span a sub-coalgebra of FQSym, and the coefficients aJKI
in

(22) ∆CI =
∑

JK

aJKI CJ ⊗CK

are nonnegative integers.

Proof – Since FQSym is self-dual,we can write

∆CI =
∑

α,β

〈∆CI ,Fα ⊗ Fβ〉Gα ⊗Gβ(23)

=
∑

α,β

〈CI ,FαFβ〉Gα ⊗Gβ(24)

=
∑

SC(γ)=I

∑

α,β

〈Gγ,FαFβ〉Gα ⊗Gβ,(25)

(26)

and it is clear that the distribution of the saillances in the shifted shuffle FαFβ

depends only on SC(α) and SC(β). Thus (22) holds, and aJKI is the number of triple
of permutations (α, β, γ) such that SC(α) = J , SC(β) = K, SC(γ) = I, and γ occurs
in the shifted shuffle of α and β.

A closed formula for aJKI will be given in the sequel.
Note that Z is an exponential without denominators according to the definition of

[16] (Z = e′(C) in the notation of this reference), and that
∑

n Cn = −L(−G1) is a
logarithm without denominators.

4. A basis of QSym

We can now take the commutative images of the CI , and investigate the resulting
quasi-symmetric functions.

It turns out that CI(X) does not always contain FI , but always contains I
∼
. Thus,

we define

(27) UI(X) =
∑

SC(σ)=I
∼

FRC(σ)

where RC(σ) is the recoil composition of σ.
The first values are tabulated on Figure 3. This table and all tables afterwards are

quite large and were put at the end of the paper.

Proposition 4.1. The transition matrix Mn, whose column indexed by J gives the

coefficients of UJ on the FI is upper unitriangular when compositions are ordered

lexicographically by length, see Figure 4.

Proof – Consider a permutation such that SC(σ) = I. Then the values in position 1,
i1 + 1, . . . , i1 + · · ·+ ir−1 + 1 cannot be recoils since they have no greater value to
their left. Hence, the total number of recoils of σ cannot be greater than |I| − l(I) so
that the length of the recoil composition of σ cannot be greater than the length of
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I
∼
. If the length of the recoil composition of σ is strictly smaller than the length of

I
∼
, this composition appears before I

∼
in our order. Otherwise, all positions except

the above mentioned ones are recoils, so that, given that σ1 is greater than σk for
all k ∈ [2, i1], the smallest possible non-recoil of σ is at least i1. This means that all
values smaller than i1 are recoils of σ. Now, if i1 is not a recoil, the recoil composition
of σ is strictly smaller than I

∼
. Otherwise, they have same first part and one can

conclude by induction on the number of parts of I (the next smallest possible recoil
is then i1 + i2, and so on).

For example, for I = (2, 3, 1, 2), values at positions 1, 3, 6, and 7 cannot be recoils
so that the total number of recoils cannot be greater than 8 − 4 = 4, which is the
number of recoils of I

∼
= (1, 2, 1, 3, 1). If there are exactly 4 recoils, hence at positions

2, 5, 4, 8, the smallest non-recoil value is 2 since σ1 > σ2, and if 2 is a recoil, then
the second smallest non-recoil is 5 since σ3 > σ4 and σ3 > σ5. If one computes
the largest set of recoils (sorted by increasing length then by lexicographic order), it
is exactly {2, 5, 6, 8}, which is Des(I), so that the recoil composition of any σ such
that SC(σ) = I is at most (for the specified order on compositions) its complement
{1, 3, 4, 7} = Des(I

∼
).

5. The dual basis in Sym

Let VI denote the dual basis of UI . Reading row I of Mn, we have the expansion
of the ribbon RI on the VJ , which is therefore nonnegative.

The first values of the VI on the ribbon basis are given on Figure 5.
As we shall see, it is rather the expansion on the elementary basis ΛI which is

relevant to the understanding of the VI . The first values are given on Figure 6.
To investigate the multiplicative structure of the VI , we first observe that Sym can

be identified (as an algebra) with the quotient of FQSym by the ideal J generated
by

(28) {Fσ − Fτ | SC(σ) = SC(τ)}.

Indeed, since the commutative image map π : FQSym → QSym is an epimorphism
of Hopf algebras, we have

(29) ∆CI(X) =
∑

JK

aJKI CJ(X)⊗CK(X)

with the same coefficients aJKI as in (22). Thus,

(30) ∆UI(X) =
∑

JK

aJ
∼

K
∼

I
∼ UJ(X)⊗ UK(X),

and VI may be identified with the class Fσ = Fσ mod J for SC(σ) = I
∼
.

Note that this construction is similar to that of Tevlin’s fundamental basis given
in [8]. Moreover, the equivalence classes here can be described in terms of pattern-
replacement relations:
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Proposition 5.1. Two permutations σ, τ ∈ Sn have the same saillance composition

iff they are equivalent modulo the pattern replacement relations

(31) 321 ≡ 231 and 312 ≡ 132.

These relations are the mirror images of those of [11, Section 3.11], see Section 6
for a proof of the proposition and further details about this equivalence.

The structure constants

(32) VIVJ =
∑

K

cKIJVK

are therefore given by the following rule. Take two permutations α with SC(α) = I
∼
,

such that β with SC(β) = J
∼
. Then,

(33) cKIJ = #{Fγ ∈ FαFβ |SC(γ) = K
∼
}.

This can be made more explicit. First, we can state a Pieri formula.
For a composition I of n, denote by I[k] the composition of k whose ribbon diagram

consists of the first k boxes of that of I.

Proposition 5.2. Let V ′
I = VI

∼. Then

(34) V ′
IΛk =

n
∑

j=0

(

k + j − 1

k − 1

)

V ′
I[n−j],k+j.

Proof – For σ ∈ Sn, the saillance composition of a permutation τ occuring in the
shifted shuffle of σ with ωk = k · · · 21 is determined by the position of m = n + k.
The number of permutations in this shuffle for which m is at position n−j is

(

k+j−1
k−1

)

.

For example,

(35) V ′
32Λ3 =

(

2

2

)

V ′
323 +

(

3

2

)

V ′
314 +

(

4

2

)

V ′
35 +

(

5

2

)

V ′
26 +

(

6

2

)

V ′
17 +

(

7

2

)

V ′
8 ,

so that, complementing the compositions,

(36) V1121V111 = 21 V11111111+6 V1121111+V112211+3 V113111+10 V1211111+15 V2111111.

Corollary 5.3. For I = (i1, . . . , ir),

(37) V ′
I =

n
∑

k=ir

(−1)k−ir

(

k − 1

ir − 1

)

V ′
I[n−k]V

′
k .

Proof – If we expand the products on the r.h.s. by the rule of Proposition 5.2, the
coefficient of V ′

I[n−p],p is

(38)
p

∑

k=ir

(−1)k
(

k − 1

ir − 1

)(

p− 1

k − 1

)

= (−1)ir
(

p− 1

ir − 1

) p−ir
∑

l=0

(−1)l
(

p− ir

l

)

= (−1)irδp,ir .
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If we evaluate the alternating sum (37) step by step, we can observe that the
partial sums are alternatively positive and negative. This suggests the existence of a
combinatorial complex explaining the formula.

Lemma 5.4. Let u, v be two words, and a be a letter. Then,

(39) uav =
∑

u1u2=u

(−1)|u2|u1 (a(u2 v)).

Proof – It is sufficient to prove the lemma for u = 12 · · ·k, a = k + 1, and v =
k + 2 · · ·n. In this case, all terms, viewed as elements of FQSym in the F-basis, are
noncommutative symmetric functions. The l.h.s. is Rn, and for u1 = 1 · · ·k − i, the
corresponding term of the sum is (−1)iRk−iR1i,n−k. Apart from the last one, which
is R1k ,n−k, each term is a sum of two ribbons, and two consecutive terms have exactly
one ribbon in common.

For example, taking k = 2, we can write

(40) 1234 = 12 34− 1 3(2 4) + 3(21 4)

which amounts to the identity

(41) R4 = R2R2 − R1R12 +R112 = (R4 +R22)− (R22 +R112) +R112.

Applying this to the permutation 2143, whose saillance composition is 22, we obtain

(42) 2143 = 21 43− 2 4(1 3) + 4(12 3)

which translates into

(43) V ′
22 = V ′

2V
′
2 − 2V ′

1V
′
3 + 3V ′

4 .

Refining the argument of the proof of Proposition 5.2 yields the general product
rule:

Theorem 5.5. The coefficients c̄KIJ in the product

(44) V ′
IV

′
J =

∑

K

c̄KIJV
′
K

where ℓ(I) = m, ℓ(J) = p, ℓ(K) = q, and r = q − p, are given by

(45) c̄KIJ =































p
∏

i=1

(

ki − 1

ji − 1

)

if q = p,

p
∏

i=1

(

ki+r − 1

ji − 1

)

if r > 0, (k1, . . . ; kr−1) = (i1, . . . , ir−1) and kr ≤ ir,

0 otherwise.

Proof – To expand a product V ′
IV

′
J , we have to compute the saillance compositions K

of permutations ν occuring in the shifted shuffle of permutations σ and τ of respective
saillance compositions I and J .

We shall first discuss the number of saillances of ν. The subword containing the
q ∈ [p, p + r] values of the saillances of ν consists of a prefix of the saillances of σ
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followed by all shifted saillances of τ . So, following the notations of the theorem,
q ∈ [p, p+ r].

Now, if q = p, the saillances are exactly those of τ so this case corresponds to
permutations ν such that ν1 = τ1 + m. In that case, between two saillances of ν,
there must be at least the corresponding values in τ and some values belonging to
σ, hence the product of binomial coefficients since these values were shuffled in all
possible ways with values of σ.

If r = q − p > 0, the first r − 1 saillances correspond to the saillances of σ, which
means in particular that the value τ1 +m cannot appear too early, so that, the first
(r − 1) parts of K have to be equal to the first (r − 1) parts of I. The next part of
K has to satisfy kr < ir, meaning that either we meet τ1 +m or the next saillance of
σ. And now the same explanation as before applies: each saillance value in ν coming
from τ must be at least as far apart as these values in τ , since they were shuffled
with values of σ, whence the product of binomial coefficients.

For example, let us compute the coefficient of V ′
51 in V ′

2V
′
31.

This amounts to computing the number of permutations in 21 ⋒ 3124 = 21 5346
with saillances at positions {1, 6}. In that case, the first value has to be 5 and the
last one has to be 6, all remaining values being at any possible place, hence

(

4
2

)

: put
21 and 34 in any order in the middle positions.

Let us now compute the coefficient of V ′
2131 in V ′

21V
′
121.

This amounts to computing the number of permutations in 213⋒1324 = 213 4657
of saillances at positions {1, 3, 4, 7}. Since there are four saillances, the first one has
to be the 2 and the others are 4, 6, and 7. So we need 2 in position 1, then 4 in
position 3, then 6 in position 4, and 7 in position 7. The value 5 of 4657 is in position
5 or 6 (between values 6 and 7), value 1 has to be in position 2 (no saillance there)
and value 3 in position either 5 or 6, hence the binomial coefficient

(

2
1

)

showing that
values 3 and 5 were shuffled together at positions 5 and 6.

For example,

V ′
2V

′
31 = V ′

132 + 3 V ′
141 + V ′

231 + V ′
33 + 3 V ′

42 + 6 V ′
51

V ′
31V

′
2 = 4 V ′

15 + 3 V ′
24 + V ′

312 + 2 V ′
33 + 5 V ′

6

V ′
21V

′
121 = V ′

1123 + 2 V ′
1132 + 3 V ′

1141 + V ′
1222 + 2 V ′

1231 + V ′
124 + V ′

1321

+ 2 V ′
133 + 3 V ′

142 + 4 V ′
151 + V ′

21121 + V ′
2122 + 2 V ′

2131 + V ′
2221 + V ′

223

+ 2 V ′
232 + 3 V ′

241 + V ′
322 + 2 V ′

331 + V ′
421

The only known basis which appears to be related to VI is the Ψ basis:

Proposition 5.6. The V -expansion of Ψn is

(46) Ψn =
∑

I�n

(−1)ℓ(I)−1VI .
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Proof – We know that Ψn =
∑n

k=0R1k ,n−k, and we have in fact

(47) R1k ,n−k =
∑

ℓ(I)=k+1, I�n

VI .

Indeed, the sum of the permutations whose recoils are exactly 1, 2, . . . , k is (k +
1)(k · · · 21 k + 2 · · ·n), and the saillance compositions of these permutations are
precisely all the compositions of n of length k + 1.

6. Appendix: insertion algorithms for some pattern-replacement
relations

This appendix provides the proof of Proposition 5.1, together with some supple-
mentary material, answering a question asked by Darij Grinberg [6]: to explain why
the cardinalities of the equivalence classes of two relations considered in [11] have
the same distribution. One of these relations turns out to be, up to mirror image of
the patterns, the one inducing equality of the saillance compositions on the inverse
permutations.

6.1. Background. A pattern-replacement relation is an equivalence relation on per-
mutations defined by sets of patterns of the same size, two permutations being equiv-
alent if one is obtained from the other by rearranging the letters forming a pattern
of the set so as to form another one from the same set. Historically, the first example
was defined by the two sets {132, 312} and {213, 231}: this is the well-known Knuth
equivalence, whose classes are the fibers of the Robinson-Schensted correspondence.

Actually, the Knuth relations are defined on words over a totally ordered alphabet,
and the quotient of the free monoid by the congruence generated by these relations is
the celebrated plactic monoid, which has been for many years considered as a unique
and singular object. It was the discovery of quantum groups and crystal bases which
led to the understanding that the plactic monoid was associated with the root systems
of type A, and that such objects existed for other types [13, 14].

This was however not the end of the story, as the investigation of the representation-
theoretical meaning of quasi-symmetric functions led to the discovery of the hypoplac-
tic monoid, which, while related in some way to quantum groups, does not fit in the
previous pattern [10].

Finally, the investigation of the product rule of the Loday-Ronco Hopf algebra of
planar binary trees led to the sylvester monoid, and other combinatorial Hopf algebras
provided many new examples, for which no representation theoretical interpretation
is known [7].

All these monoids induce pattern-replacement equivalences when restricted to per-
mutations. These equivalences are rather special, in that they are induced by con-
gruences on words which are compatible with standardization and restrictions to
intervals, two properties ensuring that they can be used to define Hopf algebras
[21, 20]. Also, in each of these cases, there is an insertion algorithm analogous to the
Robinson-Schensted correspondence.
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One may therefore wonder whether there are other pattern-replacement equiv-
alences, not necessarily coming from such congruences, for which there is still an
insertion algorithm, and some other interesting properties such as a closed formula
for the number of classes, or for the cardinality of a class.

These last two points have been thoroughly investigated in the recent papers [11,
12, 4, 15, 22, 25]. In this appendix, we provide insertion algorithms for two examples
from [11]. Both can be extended to bijections by introducing a Q-symbol, which
turns out to be in both cases increasing trees of a special shape, thus explaining the
curious fact that both equivalences have the same distribution of the cardinalities of
classes.

6.2. The {{312, 321}, {123, 132}}-equivalence. Consider the equivalence ≡ gener-
ated by the following relations [11, Section 3.1]: for a < b < c,

cab ≡ cba

abc ≡ acb.
(48)

We shall define an algorithm sending a permutation to a poset, whose Hasse diagram
will be a labeled tree of a special shape. First, define the W-chain of σ = σ1 . . . σn as
the sequence S = (s1, . . . , sk) such that sk is the position of whichever is rightmost
between 1 and n. Any other si satisfies that σ1 . . . σsi+1

has σsi as an extremum (the
other one being σsi+1

). Note that this definition coincides essentially with the Ww

sets of Definition 3.3 of [11].
Now, given a W-chain, represent it as a chain poset with σs1 at the top and σsk

at the bottom, and place all other values σj of σ as leaves of the topmost element of
the chain σsi (regarded as a linear tree) such that σj belongs to the interval between
σsi and σsi+1

. Denote the result by P (σ).
For example, with σ = 532498617, the W -chain is [1, 3, 5, 8] and the corresponding

values are [5, 2, 9, 1]. Now, 3 and 4 end up as leaves of 5, and all remaining values as
leaves of 2.

(49)

5

2 3 4

9 6 7 8

1

One can extend this algorithm to a bijection by memorizing in a second tree of the
same shape the position of letter i in σ. It follows from the definition of the chain
that this yields an increasing tree, that we shall denote by Q(σ).

In our example, Q(σ) is

(50)

1

3 2 4

5 7 9 6

8
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Theorem 6.1. Consider a permutation σ. The linear extensions of P (σ), which

are in bijection with the increasing trees of the same shape as P (σ), are exactly the

permutations ≡-equivalent to σ.

Proof – All the necessary material is present in Kuszmaul’s paper [11]: he proves in
Lemma 3.4 that if w ≡ w′ then they have same W -set hence same poset. And he also
proves that if w and w′ have same chain, they have same origin permutation (Lemma
3.6) and that any permutation is equivalent to its origin permutation (Lemma 3.7).

Now, given this property, one recovers instantly all the results of [11] concerning
this pattern.

• There are 2n−1 classes of permutations of size n. Indeed, there are 2n−1

possible W -sets: given any subset S of [1, n] containing both 1 and n, there
are two ways of ordering it as a chain: put either 1 or n at the bottom
and work your way up by taking alternatively the remaining maximum and
minimum in S.

• The size of a class is given by an explicit hook-length formula: indeed, it is
equal to the number of linear extensions of a poset whose Hasse diagram is a
(very special) tree.

In our example, the hook-lengths are

(51)

9

6 1 1

2 1 1 1

1

so that the cardinality of the class is 9!
9·6·16

= 3360.
The counting of equivalence classes can be easily refined as follows.

Proposition 6.2. Among the 2n−1 classes, there are exactly
(

n−1
k−1

)

classes of permu-

tations beginning with letter k.

Proof – This amounts to counting (e.g., by induction) W -sets beginning with k. More

precisely, if one denotes by Ak
n the number of such classes and Ak

n

+
(resp. Ak

n

−
) the

number of such classes whose second value of the chain is greater (resp. smaller) than
the first, there are exactly

(

n−2
k−1

)

(resp.
(

n−2
k−2

)

) such classes.

6.3. The {{123, 132}, {213, 231}}-equivalence. Consider the equivalence ≡2 gener-
ated by the relations [11, Section 3.11]: for a < b < c,

bac ≡2 bca

abc ≡2 acb.
(52)

Define the left-to-right minima, lrm for short of σ = σ1 . . . σn as the sequence
S = {s1, . . . , sk} such that si is the i-th smallest integer such that σsi has only
greater values to its left in σ.
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Proposition 6.3. The ≡2 classes are exactly the sets of permutations having the

same left-to-right minima.

Proof – Following [11], one first checks that in any ≡2 class, there is exactly one V -
permutation (as defined in [11]) which is, by the way, the lexicographically smallest
element of the class. This time, the proof is very easy since one can orient the
relations (which is equivalent to saying that the cardinality of the classes are obtained
by pattern avoidance, hence relating to Theorem 4.7 of [11]) and decide to rewrite
any pattern acb into abc and any pattern bca into bac. The words having neither
acb nor bca patterns are V -permutations. This proves that any class has at least
one such element. Conversely, it is obvious that the lrm of a permutation does not
change with any rewriting, hence there cannot be two V -permutations in the same
class.

Let us now define an algorithm sending a permutation to a poset. Given the lrm,
represent it as a chain poset (again, regarded as a linear tree) with σs1 at the top and
σsk at its bottom, and place all other values σj of σ as leaves of the topmost element
of the chain that is smaller than σj . Denote the result by P2(σ).

For example, with σ = 739465281, its lrm is [1, 2, 7, 9] and the corresponding values
are [7, 3, 2, 1]. Now, 8 and 9 end as leaves of 7, and all remaining values as leaves of
3.

(53)

7

3 8 9

2 4 5 6

1

Again, this algorithm can be extended to a bijection by memorizing in a second
tree of the same shape as the first one, where letter i appears in σ. By the definition
of the chain, this yields an increasing tree, that we shall denote by Q2(σ).

In our example, Q2(σ) is

(54)

1

3 2 4

5 7 9 6

8

Theorem 6.4. Consider a permutation σ. All linear extensions of P2(σ), which

are in bijection with the increasing trees of the same shape as P2(σ), are exactly the

permutations equivalent to σ under ≡2.

Proof – It is obvious that two permutations having the same lrm give the same result
by the P2 algorithm. Conversely, consider P2(σ). Given the description of the poset,
it is direct that all its linear extensions have same lrm.
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Note that given a naked poset, there are two ways to label it: consider the longest
chain in it and label the last two elements either 1 and 2 or 2 and 1. This being fixed,
all the other vertices have no choice for their labeling.

Corollary 6.5 (Prop. 3.11 of [11]). The multisets of sizes of classes in Sn under

both equivalences are the same.

Proof – Both equivalences ≡ and ≡2 give rise to the same naked posets and all posets
have, in each case, exactly two different labelings.

Finally, it is pretty clear that one could transform these equalities into a bijection
between classes, e.g., sending a poset of ≡ with 1 below n to the poset of ≡2 of
the same shape with 1 below 2, and then extending this bijection to permutations
by reading the same linear extensions out of these (in other words, the one-to-one
correspondence relates permutations having same Q-symbols).

6.4. The {{321, 231}, {312, 132}}-equivalence. These relations are the mirror-image
of those defining ≡2, which transforms the equivalence relation on the inverse permu-
tations into that of having the same left-to right maxima, that is, the same saillance
composition, whence Proposition 5.1.
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7. Tables

U2 = F2

U11 = F11

U3 = F3

U21 = F12 + F21

U12 = F12

U111 = F111 + F21

U4 = F4

U31 = F13 + F22 + F31

U22 = F13 + F22

U211 = F112 + 2F121 + F211 + F22 + F31

U13 = F13

U121 = F112 + F121 + F22

U112 = F112 + F22

U1111 = F1111 + 2F121 + 2F211 + F31

U5 = F5

U41 = F14 + F23 + F32 + F41

U32 = F14 + F23 + F32

U311 = F113 + 2F122 + 2F131 + F212 + 2F221 + F23 + F311 + F32 + F41

U23 = F14 + F23

U221 = F113 + 2F122 + F131 + F212 + F221 + F23 + F32

U212 = F113 + 2F122 + F212 + F23 + F32

U2111 = F1112 + 3F1121 + 3F1211 + 2F122 + 3F131 + F2111 + 2F212 + 5F221 + 2F311 + F32 + F41

U14 = F14

U131 = F113 + F122 + F131 + F23

U122 = F113 + F122 + F23

U1211 = F1112 + 2F1121 + F1211 + 2F122 + F131 + 2F212 + 2F221 + F32

U113 = F113 + F23

U1121 = F1112 + F1121 + 2F122 + 2F212 + F221 + F32

U1112 = F1112 + 2F122 + 2F212 + F32

U11111 = F11111 + 3F1121 + 5F1211 + 3F131 + 3F2111 + 5F221 + 3F311 + F41

Figure 3. The basis UI for n ≤ 5.
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3 12 21 111








1 0 0 0
0 1 1 0
0 0 1 1
0 0 0 1









4 13 22 31 112 121 211 1111
























1 0 0 0 0 0 0 0
0 1 1 1 0 0 0 0
0 0 1 1 1 1 1 0
0 0 0 1 0 0 1 1
0 0 0 0 1 1 1 0
0 0 0 0 0 1 2 2
0 0 0 0 0 0 1 2
0 0 0 0 0 0 0 1

























5 14 23 32 41 113 122 131 212 221 311 1112 1121 1211 2111 11111
























































1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 1 1 1 1 1 1 1 0 0 0 0 0
0 0 0 1 1 0 0 0 1 1 1 1 1 1 1 0
0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 1
0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 1 1 2 2 2 2 2 2 2 0
0 0 0 0 0 0 0 1 0 1 2 0 0 1 3 3
0 0 0 0 0 0 0 0 1 1 1 2 2 2 2 0
0 0 0 0 0 0 0 0 0 1 2 0 1 2 5 5
0 0 0 0 0 0 0 0 0 0 1 0 0 0 2 3
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1 2 3 3
0 0 0 0 0 0 0 0 0 0 0 0 0 1 3 5
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

























































Figure 4. Transition matrices Mn for n ≤ 5.

[Novelli, Thibon, Toumazet] Laboratoire d’informatique Gaspard-Monge, Univer-
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Marne-la-Vallée cedex 2, France
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E-mail address, Jean-Yves Thibon: jyt@u-pem.fr
E-mail address, Frédéric Toumazet: frederic.toumazet@u-pem.fr
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V2 = R2

V11 = R11

V3 = R3

V21 = −R111 +R21

V12 = R111 +R12 −R21

V111 = R111

V4 = R4

V31 = R1111 −R211 +R31

V22 = −R1111 −R112 +R211 +R22 −R31

V211 = −2R1111 +R211

V13 = R112 +R13 −R22

V121 = 2R1111 +R121 − 2R211

V112 = R112 −R121 +R211

V1111 = R1111

V5 = R5

V41 = −R11111 +R2111 − R311 +R41

V32 = R11111 +R1112 −R2111 −R212 +R311 +R32 −R41

V311 = 3R11111 − 2R2111 +R311

V23 = −R1112 −R113 +R212 +R23 −R32

V221 = −2R11111 −R1121 + 2R2111 +R221 − 2R311

V212 = −R11111 − 2R1112 +R1121 +R212 −R221 +R311

V2111 = −3R11111 +R2111

V14 = R113 +R14 −R23

V131 = −2R11111 +R1121 −R1211 +R131 + 2R2111 −R221

V122 = 2R11111 + 2R1112 −R1121 +R1211 +R122 −R131 − 2R2111 − 2R212 +R221

V1211 = 4R11111 +R1211 − 3R2111

V113 = R113 −R122 +R212

V1121 = −2R11111 +R1121 − 2R1211 + 3R2111

V1112 = R11111 +R1112 −R1121 +R1211 −R2111

V11111 = R11111

Figure 5. The basis VI for n ≤ 5.
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V2 = Λ11 − Λ2

V11 = Λ2

V3 = Λ111 − Λ12 − Λ21 + Λ3

V21 = Λ12 − 2Λ3

V12 = −Λ12 + Λ21 + Λ3

V111 = Λ3

V4 = Λ1111 − Λ112 − Λ121 + Λ13 − Λ211 + Λ22 + Λ31 − Λ4

V31 = Λ112 − 2Λ13 − Λ22 + 3Λ4

V22 = −Λ112 + Λ121 + Λ13 + Λ22 − 2Λ31 − Λ4

V211 = Λ13 − 3Λ4

V13 = −Λ121 + Λ13 + Λ211 − Λ22 + Λ31 − Λ4

V121 = −2Λ13 + Λ22 + 3Λ4

V112 = Λ13 − Λ22 + Λ31 − Λ4

V1111 = Λ4

V5 = Λ11111 − Λ1112 − Λ1121 + Λ113 − Λ1211 + Λ122

+ Λ131 − Λ14 − Λ2111 + Λ212 + Λ221 − Λ23 + Λ311 − Λ32 − Λ41 + Λ5

V41 = Λ1112 − 2Λ113 − Λ122 + 3Λ14 − Λ212 + 2Λ23 + Λ32 − 4Λ5

V32 = −Λ1112 + Λ1121 + Λ113 + Λ122 − 2Λ131 − Λ14 + Λ212 − Λ221 − Λ23 − Λ32 + 3Λ41 + Λ5

V311 = Λ113 − 3Λ14 − Λ23 + 6Λ5

V23 = −Λ1121 + Λ113 + Λ1211 − Λ122 + Λ131 − Λ14 + Λ221 − Λ23 − 2Λ311 + 2Λ32 − Λ41 + Λ5

V221 = −2Λ113 + Λ122 + 3Λ14 + 2Λ23 − 2Λ32 − 4Λ5

V212 = Λ113 − Λ122 + Λ131 − Λ14 − Λ23 + 2Λ32 − 3Λ41 + Λ5

V2111 = Λ14 − 4Λ5

V14 = −Λ1211 + Λ122 + Λ131 − Λ14 + Λ2111 − Λ212 − Λ221 + Λ23 + Λ311 − Λ32 − Λ41 + Λ5

V131 = −Λ122 + 3Λ14 + Λ212 − 2Λ23 + Λ32 − 4Λ5

V122 = Λ122 − 2Λ131 − Λ14 − Λ212 + Λ221 + Λ23 − Λ32 + 3Λ41 + Λ5

V1211 = −3Λ14 + Λ23 + 6Λ5

V113 = Λ131 − Λ14 − Λ221 + Λ23 + Λ311 − Λ32 − Λ41 + Λ5

V1121 = 3Λ14 − 2Λ23 + Λ32 − 4Λ5

V1112 = −Λ14 + Λ23 − Λ32 + Λ41 + Λ5

V11111 = Λ5

Figure 6. The basis VI on the ΛJ for n ≤ 5.
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2 11
(

1 0
0 1

)

3 12 21 111








1 0 0 0
0 1 −1 1
0 0 1 −1
0 0 0 1









4 13 22 31 112 121 211 1111
























1 0 0 0 0 0 0 0
0 1 -1 0 1 0 0 0
0 0 1 -1 -1 0 1 -1
0 0 0 1 0 0 -1 1
0 0 0 0 1 -1 1 0
0 0 0 0 0 1 -2 2
0 0 0 0 0 0 1 -2
0 0 0 0 0 0 0 1

























5 14 23 32 41 113 122 131 212 221 311 1112 1121 1211 2111 11111
























































1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 -1 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 -1 0 -1 0 0 1 0 0 -1 0 0 0 0
0 0 0 1 -1 0 0 0 -1 0 1 1 0 0 -1 1
0 0 0 0 1 0 0 0 0 0 -1 0 0 0 1 -1
0 0 0 0 0 1 -1 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 -1 -2 1 0 2 -1 1 -2 2
0 0 0 0 0 0 0 1 0 -1 0 0 1 -1 2 -2
0 0 0 0 0 0 0 0 1 -1 1 -2 1 0 0 -1
0 0 0 0 0 0 0 0 0 1 -2 0 -1 0 2 -2
0 0 0 0 0 0 0 0 0 0 1 0 0 0 -2 3
0 0 0 0 0 0 0 0 0 0 0 1 -1 1 -1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 -2 3 -2
0 0 0 0 0 0 0 0 0 0 0 0 0 1 -3 4
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 -3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

























































Figure 7. The matrices M−1
n for n ≤ 5.
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