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We deal with a sequence of integer-valued random variables {ZN}∞N=1

which is related to restricted partitions of positive integers. We ob-
serve that ZN = X1+ . . .+XN for independent and bounded random
variables Xj ’s, so ZN has finite mean EZN and variance VarZN . We
want to find the limit distribution of ẐN = (ZN −EZN ) /

√
VarZN

as N →∞. While in many cases the limit distribution is normal, the

main results established in this paper are that ẐN
d→ Z∗, where Z∗ is

a bounded random variable. We find explicitly the range of values of
Z∗ and derive some properties of its distribution. The main tools used
are moment generating functions, cumulant generating functions, mo-
ments and cumulants of the random variables involved. Useful related
topics are also discussed.

1. Introduction. For any positive integer number N we consider the
following three objects:

Sample space ΩN = {ω}, ω = (k1, k2, . . . , kN ), 0 ≤ kj ≤ 2j − 1, j =
1, . . . , N. Think of ω as the outcome of an experiment, thus the number of
all outcomes is |ΩN | = 2N(N+1)/2. To each ω we assign the same probability:
P(ω) = 1/2N(N+1)/2 (uniform discrete distribution).

Sequence of integer numbers {α(N)
k , k = 0, 1, . . . , 2N+1−N − 2}, defined

by the equality

(1.1)

2N+1−N−2∑
k=0

α
(N)
k xk =

N−1∏
i=0

(
1 + x2

i
)N−i

.

Sequence of random variables {ZN , N = 1, 2, . . .}, where

ZN (ω) = k1 + k2 + . . .+ kN for ω = (k1, k2, . . . , kN ) ∈ ΩN .
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Now we are ready to involve together the above three objects when an-
swering the question

P[ZN (ω) = k] =?

The range of values of ZN is the set {0, 1, . . . , k, . . . , . . . , 2N+1−N −2}. The
minimal value, 0, is attained if and only if k1 = k2 = . . . = kN = 0, while
the maximal value, 2N+1−N − 2, is possible if and only if kj = 2j − 1, j =
1, 2, . . . , N. In general we have the following relation:

(1.2) P[ZN = k] =
α
(N)
k

2N(N+1)/2
, k = 0, 1, . . . , 2N+1 −N − 2.

It is worth to tell that the sequence {α(N)
k , k = 0, 1, . . . , 2N+1 −N − 2}

appears as entry A131823 in the Online Encyclopedia of Integer Sequences
(OEIS) along with its generating function (1.1).

Notice that relation (1.1), for x = 1, yields

2N+1−N−2∑
k=0

α
(N)
k = 2N(N+1)/2,

as it should be in order (1.2) to define a proper probability distribution.

Another property of the sequence
{
α
(N)
k

}
, not mentioned in OEIS, is its

combinatorial interpretation as a restricted partition function, namely:

α
(N)
k = |

{
(k1, . . . , kN ) : 0 ≤ kj ≤ 2j − 1, j = 1, . . . , N, k1 + · · ·+ kN = k

}
|,

where k = 0, 1, 2, . . . , 2N+1 −N − 2. To be clear, at the ‘end points’ k = 0

and k = 2N+1 − N − 2 we have α
(N)
k = 1. Moreover, the coefficients α

(N)
k

satisfy the symmetry property α
(N)
k = α

(N)
k′ for any pair (k, k′) of indices

such that k + k′ = 2N+1 −N − 2.
For reader’s convenience, more details and properties of the sequence{
α
(N)
k

}
are summarized and given in Appendix at the end of the paper.

Now we focus our attention on the analysis of the random sequence
{ZN , N = 1, 2, . . .}. We will show further that the mean value and the
variance of ZN are

µN = EZN = 2N − N

2
− 1 and σ2N = VarZN =

1

9

(
22N − 3

4
N − 1

)
,

and our specific goal is to study the standardized version of the random
variable ZN :

ẐN =
ZN − µN

σN
.
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A detailed analysis of ZN and ẐN is given in Sections 2 and 3. While
usually the moments are the characteristics easier to calculate and use, here
perhaps as a surprise, it is easier to calculate explicitly the cumulants of ẐN ,
see (3.4). In Section 4 we prove that these cumulants have limits, and use an
important limit theorem, see Janson (1988), to conclude in Section 5 that

there is a random variable, Z∗, such that ẐN
d→ Z∗ as N →∞. The limiting

cumulants show that the limit distribution of Z∗, say Λ, is not Gaussian. In
fact, Λ has a bounded support, the interval [−3, 3]. This is the case a = 2
of a more general model, Section 5, of a random sequence {ZN (a)} defined
for positive integer a ≥ 2. We find the exact bounded support for the limit

distribution Λ(a) of the standardized sequence {Ẑ(a)
N } as N →∞.

The reader can consult the book by Su (2016) for other stochastic models
and random sequences related to partitions of integers when the normal
distribution N (0, 1) appears as a limit distribution of quantities like our
ẐN . Understandably, different models lead to different limit distributions,
see, e.g., Morrison (1998) and Hwang and Zacharovas (2015).

2. Properties of the random variables ZN . The random variable
ZN as defined by (1.2) can be characterized as follows: Denote by Xi a dis-
crete random variable uniformly distributed over the set

{
0, 1, . . . , 2i − 1

}
:

P[Xi = k] =
1

2i
, k = 0, 1, . . . , 2i − 1.

Consider N independent random variables X1, . . . , XN and define

Z̃N = X1 + · · ·+XN .

Then we easily find that

P[Z̃N = k] =
α
(N)
k

2N(N+1)/2
, k = 0, 1, . . . , 2N+1 −N − 2.

Hence, ZN and Z̃N take the same values with the same probabilities, i.e.

(2.1) Z̃N
d
= ZN ⇒ ZN

d
= X1 + · · ·+XN .

This is a stochastic representation of ZN . E.g., if N = 2, we have P[X1 =
0] = P[X1 = 1] = 1

2 , P[X2 = 0] = P[X2 = 1] = P[X2 = 2] = P[X2 = 3] =
1
4 , thus Z2 = X1 + X2 takes values in the set {0, 1, 2, 3, 4} with respective
probabilities {18 ,

1
4 ,

1
4 ,

1
4 ,

1
8}.
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Proposition 2.1. The moment generating function of ZN is

EetZN =
N−1∏
i=0

(
1

2
+

1

2
et2

i

)N−i
.(2.2)

It has also another representation:

(2.3) EetZN =
N∏
k=1

1

2k
1− et2k

1− et
.

Proof. We use the moment generating function of the random variable
Xi and the independence of X1, . . . , XN to conclude that

EetXi =
1

2i

2i−1∑
j=1

etj =
1

2i
1− et2

i

1− et
⇒ EetZN =

N∏
i=1

1

2i
1− et2

i

1− et
.

From the identity

1− et2
j

1− et
=

j−1∏
i=0

(
1 + et2

i
)
,

we deduce that

N∏
j=1

1− et2
j

1− et
=

N∏
j=1

j−1∏
i=0

(
1 + et2

i
)

=

N−1∏
i=0

N∏
j=i+1

(
1 + et2

i
)

=

N−1∏
i=0

(
1 + et2

i
)N−i

.

Thus both (2.2) and (2.3) are established.

Based on the moment generating function (2.3), we derive the following
result.

Proposition 2.2. Besides (2.1), the random variable ZN admits an-
other stochastic representation:

ZN
d
= V

(0)
0 +

(
V

(1)
0 + 2V

(1)
1

)
+
(
V

(2)
0 + 2V

(2)
1 + 4V

(2)
2

)
+ · · ·(2.4)

+
(
V

(N−1)
0 + 2V

(N−1)
1 + · · ·+ 2N−1V

(N−1)
N−1

)
.

Here all V
(j)
i with 0 ≤ i ≤ j ≤ N − 1, are independent Bernoulli random

variables:

P[V
(j)
i = 0] = P[V

(j)
i = 1] =

1

2
.
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Proof. The statement follows from the definition of the random variable
ZN and the explicit expression of its moment generating function (2.3).

Remark 2.1. The arguments used in the proof of Proposition 2 allow to
state that a random variable Xn, which is uniformly distributed over the set
{0, 1, . . . , 2n − 1}, is a linear combination of n independent 0–1 Bernoulli
random variables with coefficients 20, 21, . . . , 2i, . . . , 2n−1, respectively.

The stochastic representations (2.1) and (2.4) allow to compute easily the
first moments of ZN .

Proposition 2.3. The mean value and the variance of the random vari-
able ZN are

µN = EZN = 2N − N

2
− 1 and σ2N = VarZN =

1

9

(
22N − 3

4
N − 1

)
.

Proof. First, from (2.1) we have

EXk =
2k − 1

2
⇒ EZN =

N∑
k=1

2k − 1

2
= 2N − N

2
− 1.

Second, in view of the independence of the random variables involved, the
variance of ZN is

σ2N =

N∑
k=1

VarXk =

N∑
k=1

22k − 1

12
=

1

9

(
22N − 3

4
N − 1

)
.

3. Properties of the random variable ẐN . In Proposition 2.3, we
have found µn and σ2N , so the standardized random variable

(3.1) ẐN =
ZN − µN

σN

is explicitly defined, EẐN = 0,VarẐN = 1, and we are looking for its limit
as N → ∞. Since for any N , ZN is the partial sum of the sequence of
independent random variables {Xj} having increasing but finite means and
variances, we may suggest that the asymptotic distribution of ẐN is normal.
This is equivalent to saying that the sequence of random variables {Xj} sat-
isfies the central limit theorem (CLT). It is well-known that all depends on
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the behaviour of the variance of XN , the last term, and its ‘contribution’ to
the variance of ZN . By using the specific structure of the random variables
Xj , j = 1, . . . , N , we can easily show, e.g., that the classical Lindeberg’s
condition (see Loève (1977), Petrov (1995) or Shiryaev (2016)) is not sat-
isfied. No conclusion, however, because this condition is only sufficient for
the validity of the CLT. Interestingly, there are other conditions involved
when studying the CLT, and they also fail to hold. These are U.A.N. (uni-
form asymptotic negligibility) condition, and Feller’s condition. Regarding
all these conditions, Lindeberg’s, U.A.N., Feller’s, useful illustrations are
given in Stoyanov (2013), Section 17.

Our goal here is to find and/or characterize the limit distribution of ẐN
as N →∞. For this we need to establish first the following result.

Proposition 3.1. The moment generating function of ẐN , see (3.1), is
(3.2)

ψN (t) = EetẐN =
N∏
k=1

 1

2k

sinh
(

t
2σN

2k
)

sinh
(

t
2σN

)
 =

∏
1≤l≤k≤N

cosh

(
2k−l

t

2σN

)
, t ∈ R.

Its cumulant generating function is

logψN (t) =
N∑
k=1

log

 1

2k

sinh
(

t
2σN

2k
)

sinh
(

t
2σN

)
 .

Moreover, denoting by κ
(N)
j = κj(ẐN ) the jth order cumulant of ẐN , j =

1, 2, . . . , we have

(3.3) κ
(N)
2n−1 = 0,

(3.4) κ
(N)
2n =

9n

4n − 1

4n
(
4nN −N − 1

)
+N(

4N − 3
4N − 1

)n B2n

2n
.

Here Bn, n = 1, 2, . . . , are the Bernoulli numbers. Recall that {Bn}∞n=0 are
defined as the coefficients of the generating function

∞∑
n=0

Bn t
n

n!
=

t

et − 1
.

Proof. The first step is to use an elementary identity:

1

2k
sin
(
2kx
)

sinx
=

k∏
l=1

cos
(

2k−lx
)
⇒ EetẐN =

∏
1≤l≤k≤N

cosh

(
2k−l

t

2σN

)
.
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The next is to write the cumulant generating function of ẐN in terms of the
cumulants. We have

logψN (t) =
N∑
k=1

log

 1

2k

sinh
(

t
2σN

2k
)

sinh
(

t
2σN

)
 =

∞∑
n=1

κ
(N)
2n

t2n

2n!
.

It follows that κ
(N)
2n−1 = 0, as claimed in (3.3).

From the identity [1, 1.518.1], for any real c and t such that 0 < ct < π,

log sinh (ct) = log (ct) +
∞∑
n=1

B2n

2n
(2c)2n

t2n

2n!
,

we obtain

logψN (t) =
N∑
k=1

(
log

1

2k
+ log sinh

(
t

2σN
2k
)
− log sinh

(
t

2σN

))

=
N∑
k=1

(
log

1

2k
+ log

(
t

2σN
2k
)
− log

(
t

2σN

))

+

N∑
k=1

∞∑
n=1

B2n

2n

t2n

2n!

{
22kn

σ2nN
− 1

σ2nN

}
.

Therefore,

logψN (t) =
N∑
k=1

∞∑
n=1

B2n

2n

22nk − 1

σ2nN

t2n

2n!

=

∞∑
n=1

B2n

2n

(
N∑
k=1

22nk − 1

σ2nN

)
t2n

2n!

=

∞∑
n=1

B2n

2n

4n
(
4nN −N − 1

)
+N

σ2nN (4n − 1)

t2n

2n!
.

By using the expression for σ2N , we find exactly the value (3.4) for the even

order cumulants κ
(N)
2n . Hence, the desired result.

Knowing explicitly the cumulants κ
(N)
2n−1 and κ

(N)
2n allows in turn to write

another stochastic representation for the random variable ẐN . Let us intro-
duce first some notation. Here and below the standard abbreviation ‘i.i.d.’ is
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used for ‘independent and identically distributed’ random variables. Define
the following random variable:

(3.5) X =
∞∑
k=1

Uk
2k
,

where {Uk}∞k=1 are i.i.d. random variables with continuous uniform distribu-
tion over the interval [−3, 3] , and consider an infinite sequenceX0,X1, X2, . . .
of independent copies of X.

Let now L be a random variable with the square hyperbolic secant distri-
bution, its density is

(3.6) fL (x) =
2π

(eπx + e−πx)2
, x ∈ R.

It is easy to find the cumulants of L, namely:

κ2n+1 (L) = 0, κ2n (L) = −62n
B2n

2n
.

The next step is to define a complex-valued random variable W, as follows:

W = 6iL, where i =
√
−1,

and let W1,W2, . . . , be i.i.d. copies of W. Based on these, we introduce the
random variable

Y =

∞∑
k=1

Wk

2k

and consider an infinite sequence Y1, Y2, . . . of independent copies of Y .

Theorem 3.1. With the notation

cN =

√
4N − 3

4
N − 1,

the random variable ẐN has the following stochastic representation:

(3.7) ẐN
d
=

1

cN

[
2NX0 + (Y1 + · · ·+ YN+1) +

1

2
(X1 + · · ·+XN )

]
.

Proof. The idea is to use the properties of the cumulants of a ran-
dom variable and the one-to-one relations between the moments and the
cumulants; see Shiryaev (2016). Recall that for any random variable ξ,
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κn (λξ) = λnκn (ξ) for λ ∈ R, and if η is another random variable inde-
pendent of ξ, we have κn (ξ + η) = κn (ξ) + κn (η) . The latter property
justifies the use in the literature of the term ‘semiinvariants’ instead of
cumulants; see Janson (1988) or Shiryaev (2016). Moreover, if ξ is sym-
metric with all moments finite, then all odd order cumulants are zero:
κ2n−1 (ξ) = 0. If ξ and its distribution are uniquely determined by the mo-
ment sequence

{
E
[
ξk
]
, k = 1, 2, . . .

}
, and hence, by the cumulant sequence

{κn (ξ) , n = 1, 2, . . . } , in this case a converse statement is valid: If all cumu-
lants κn (ξ) , n = 1, 2, . . . are finite and κ2n−1 (ξ) = 0, n = 1, 2, . . . , then ξ is
symmetric. Also, assuming that if ξ and η are independent random variables,
each uniquely determined by its moments, hence also by its cumulants, and
if ζ is a random variable such that for all n, κn (ζ) = κn (ξ) + κn (η) , one

can conclude that ζ
d
= ξ + η.

We have found, see (3.4), the cumulants κ
(N)
2n

(
= κ2n

(
ẐN

))
, and we want

to show that

(3.8) κ2n

(
ẐN

)
= κ2n

(
X

(N)
0

)
+ κ2n

(
Y (N)

)
+ κ2n

(
T (N)

)
,

where

X
(N)
0 =

2N

cN
X0, Y

(N) =
1

cN
(Y1 + · · ·+ YN+1) , T

(N) =
1

2cN
(X1 + · · ·+XN ) .

Since the random variables X0, X1, X2, . . . , Y1, Y2, . . . have simple structure,
they are all independent and symmetric with easily computable cumulants

κ2n (Xi) , κ2n (Yi) , we write explicitly the cumulants κ2n

(
X

(N)
0

)
, κ2n

(
Y

(N)
0

)
and κ2n

(
T (N)

)
. Then we find explicitly the cumulant κ2n

(
ẐN

)
:

κ2n

(
ẐN

)
= κ

(N)
2n =

1

c2nN
62n

B2n

2n

(
22nN −N − 1

)
+N 2−2n

22n − 1

=
1

c2nN
62n

B2n

2n

∞∑
k=1

2−2kn
(
22nN −N − 1 +N 2−2n

)
=

1

c2nN
62n

B2n

2n

∞∑
k=1

(
22(N−k)n − (N + 1) 2−2kn +N 2−2n(k+1)

)
.

The last sum can be written as a sum of three terms, by keeping the factor
before it, of course. The first term can be expressed as a cumulant, namely:

1

c2nN
62n

B2n

2n

∞∑
k=1

22(N−k)n = κ2n

(
X

(N)
0

)
.
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The second term is

− (N + 1)
62n

c2nN

B2n

2n

∞∑
k=1

2−2kn = κ2n

(
Y

(N)
0

)
.

Finally, the third term is

N

c2nN
62n

B2n

2n

∞∑
k=1

2−2n(k+1) = κ2n

(
T (N)

)
.

These three observations and the above comments on properties of the cu-
mulants justify the equality (3.8). Since

κ2n−1

(
X

(N)
0

)
= 0, κ2n−1

(
Y (N)

)
= 0, κ2n−1

(
T (N)

)
= 0

⇒ κ2n−1

(
ẐN

)
= 0,

the proof of the representation (3.7) is completed.

Remark 3.1. By noting that

lim
N→∞

2N

cN
= 1,

we see that, as N → ∞, only the first term in (3.7) remains. This follows
from the fact that

Y (N) =
1

cN
(Y1 + · · ·+ YN+1)

P→ 0 and T (N) =
1

cN
(X1 + · · ·+XN )

P→ 0.

For these two relations, we just apply Chebyshev inequality. Therefore, since

X
(N)
0 , Y (N) and T (N) are independent, we refer to Slutsky’s theorem and

conclude that
ẐN

d→ X0 as N →∞.

4. Asymptotic Results. The limiting values of the cumulants κ
(N)
j =

κj

(
ẐN

)
as N → ∞ can be explicitly obtained from the expressions (3.3)

and (3.4).

Corollary 4.1. There is a random variable, Z∗, such that ẐN
d→ Z∗

as N → ∞ and if Λ is the distribution function of Z∗, then the cumulants
of Λ, κ∗n = κn(Z∗), n = 1, 2, . . . , are as follows:

κ∗2n−1 = lim
N→∞

κ
(N)
2n−1 = 0, κ∗2n = lim

N→∞
κ
(N)
2n =

B2n

2n

62n

22n − 1
, n = 1, 2, . . .

This clearly shows that the limit distribution is not Gaussian.
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Remark 4.1. The interesting question now is about the behaviour of the
cumulants κ∗2n for large n. It is clear that

κ∗2n ≈
B2n

2n
32n for large n.

Notice however that B2n
2n 32n is exactly the cumulant of order 2n of the

uniform absolutely continuous distribution on the interval [−3, 3] . This fact
can eventually be used to find approximations for the limit distribution Λ.

Another conclusion can be derived from Corollary 8.

Proposition 4.1. (a) The limiting random variable Z∗ and its distri-
bution Λ are uniquely determined by both the moments and the cumulants.

(b) Moreover, Z∗ admits the following stochastic representation:

(4.1) Z∗
d
=

∞∑
i=1

Ui
2i
,

where, as before, U1, U2, . . . , are independent absolutely continuous random
variables which are uniformly distributed on [−3, 3] .

As a consequence, the variable Z∗ is bounded and its support is [−3, 3].

Proof. We easily find simple expressions for the cumulants of Ui, i =
1, 2, . . ., namely:

κ2n−1 (Ui) = 0, κ2n (Ui) = 62n
B2n

2n
.

Let us rewrite the cumulant of order 2n of Z∗ as follows:

κ∗2n =
B2n

2n

62n

22n − 1
= 62n

B2n

2n

2−2n

1− 2−2n
= κ2n (U)

∞∑
i=1

(
1

2i

)2n

=
∞∑
i=1

κ2n (Ui)

(2i)2n
=
∞∑
i=1

κ2n

(
Ui
2i

)
= κ2n

( ∞∑
i=1

Ui
2i

)
.

For the last equality, we have used the properties of the cumulants of in-
dependent random variables; here the sum is a converging infinite series.
Since all Ui’s have bounded support, [−3, 3] , the relation (4.1) shows that
the same holds for Z∗.
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We can make one step more. Namely, to use the representation (4.1)
for computing easily at least the lower order moments of Z∗. Below, we
correctly change the order of expectation and infinite summation, because
of the independence of Ui’s and the ‘nice’ convergence properties of of the
infinite sum. In particular, since EU2

i = 3, we find

EZ2
∗ = E

( ∞∑
i=1

Ui
2i

)2

=
∞∑
i=1

EU2
i

22i
⇒ EZ2

∗ = 3
∞∑
i=1

1

22i
= 1.

The moments of higher order can be computed similarly. Another way is to
use the one-to-one relations between moments and cumulants; see Shiryaev
(2016). For example,

EZ4
∗ = κ4 + 3κ22 = −18

25
+ 3 =

57

25
.

More generally, we have the following result.

Theorem 4.1. The sequence of moments m2n = EZ2n
∗ , n = 1, 2, . . . ,

satisfies the recurrences:

(4.2) m2n =
1

(2n+ 1) (22n − 1)

n∑
j=1

(
2n+ 1

2j + 1

)
32jm2n−2j ;

(4.3) m2n =

n∑
j=1

(
2n− 1

2j − 1

)
B2j

2j

62j

22j − 1
m2n−2j ;

(4.4) m2n =
22n

1− 22n

n∑
j=1

(
2n

2j

)
32jB2j

(
1

2

)
m2n−2j ,

where B2j

(
1
2

)
is the value of the Bernoulli polynomial of degree 2j at x = 1

2 .

Proof. As mentioned and used before, all odd-order moments of Z∗ van-
ish, EZ2n−1

∗ = 0. Hence we work with the moments m2n = EZ2n
∗ . Starting
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from the stochastic representation (4.1), we obtain a chain of equalities:

EZ2n
∗ = E

[ ∞∑
i=1

Ui
2i

]2n
=

1

22n
E

[ ∞∑
i=1

Ui
2i−1

]2n

=
1

22n
E

[
U1 +

∞∑
i=2

Ui
2i−1

]2n
=

1

22n
E [U1 + Z∗]

2n

=
1

22n
1

6
E

[∫ +3

−3
(u+ Z∗)

2n du

]
=

1

22n
1

6

1

2n+ 1
E
[
(3 + Z∗)

2n+1 − (−3 + Z∗)
2n+1

]
=

1

22n
1

6

1

2n+ 1
E
[
[3 + Z∗]

2n+1 + [3− Z∗]2n+1
]

=
1

22n
1

6

1

2n+ 1
2

n∑
j=0

(
2n+ 1

2j

)
32n+1−2j EZ2j

∗ .

After simple algebra (since m2n appears in both the left and the right-hand
sides), we have

(4.5)
m2n

32n
=

1

(2n+ 1) (22n − 1)

n−1∑
j=0

(
2n+ 1

2j

)
m2j

32j
,

which is equivalent to (4.2).
The second identity, (4.3), can be derived from the classical one-to-one

moments-cumulants relations.
The third one, (4.4), can be obtained by observing that, from (4.1),

2Z∗
d
=

∞∑
i=1

Ui
2i−1

d
= U1 +

∞∑
i=1

Ui+1

2i
,

so that the following distributional relations hold:

2Z∗
d
= Z∗ + U[−3,3]

d
= Z∗ + 6U[0,1] − 3.

Thus, considering the moment generating functions of both sides, we obtain

Ee2tZ∗ = EetZ∗Ee6tU[0,1]e−3t.

Noticing that
1

EetU[0,1]
=

t

et − 1
= Eet(iL−

1
2
),
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where the random variable L is defined by its density (3.6), we obtain that

Ee2tZ∗Ee
6t
(
iL−1

2

)
e3t = EetZ∗ ⇒ Z∗

d
= 2Z∗ + 6

(
iL− 1

2

)
+ 3

d
= 2Z∗ + 6iL.

Calculate the moment of order 2n of each side in the last relation, and use
the fact, by the symmetry of L, that E (iL)2n = B2n

(
1
2

)
. We obtain

m2n = 22nE

(
Z + 3B

(
1

2

))2n

= 22n
n∑
k=0

(
2n

2k

)
m2n−2k3

2kB2k

(
1

2

)
,

and hence

m2n =
22n

1− 22n

n∑
k=1

(
2n

2k

)
32kB2k

(
1

2

)
m2n−2k,

which is the desired result.

Among the natural further questions arising is the following one: Can we
derive the asymptotic behavior of m2n from the recurrences in Theorem 11?
For example, as an illustration, based on (4.4), we have found approximate
numerical values for the moments m2n for ‘small’ n, they are given in the
next table.

n 1 2 3 4 5 6 7 8

m2n 1 57
25 = 2.28 1749

245 = 7.13878 26.785 113.33214 523.1019 2580.48 13420

Remark 4.2. If we use relation (4.4) and induction arguments, we ar-
rive at an upper bound for the moments m2n = EZ2n

∗ and easily conclude a
convergence property for its Lyapunov quantity:

m2n ≤ 9n and lim
n→∞

(m2n)1/2n = 3.

It is worth mentioning that if having only these properties of the moments
of a symmetric distribution, we can conclude that the distribution has a
support [−3, 3].

5. More General Model. It may look strange why exactly the interval
[−3, 3] appeared as the support of the limiting distribution of the random
variable Z∗. The situation becomes clear after analysing the following more
general model.
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Let us use notations similar to those in the Introduction. Instead of the
‘base’ 2, now we involve an arbitrary positive integer a ≥ 2 and define the
sample space as follows:

ΩN (a) = {ω}, ω = (k1, k2, . . . , kN ), 0 ≤ kj ≤ aj − 1, j = 1, . . . , N

⇒ |ΩN (a)| = aN(N+1)/2.

To each outcome ω we assign the same probability: P(ω) = 1/aN(N+1)/2.
As before, we first define N independent discrete uniform random vari-

ables Xj(a), j = 1, 2, . . . , N ,

P[Xj(a) = k] =
1

aj
, k = 0, 1, . . . , aj − 1,

and then consider the random variables

ZN (a) = X1(a) + . . .+XN (a), N = 1, 2, . . . .

Define the sequence of integer numbers {α(N)
k (a)} as follows:

α
(N)
k (a) = |

{
(k1, . . . , kN ) : 0 ≤ kj ≤ aj − 1, j = 1, . . . , N, ΣN

j=1kj = k
}
|,

where k = 0, 1, 2, . . . , a(aN − 1)/(a − 1) − N. This range of k comes from

the moment generating function Σkα
(N)
k (a)xk = ΠN

j=1(x
aj −1)/(x−1). The

sequence {α(N)
k (a)} is related to restricted partitions of integers. Important

for us is the fact that

P[ZN (a) = k] =
α
(N)
k (a)

aN(N+1)/2
, k = 0, 1, 2, . . . , a(aN − 1)/(a− 1)−N

and we are interested in the standardized random variable

ẐN (a) =
ZN (a)− µN (a)

σN (a)
.

Proposition 5.1. (1) The mean value and the variance of ZN (a) are:

µN (a) = EZN (a) =
1

2

[
a
aN − 1

a− 1
−N

]
,

σ2N (a) = VarZN (a) =
1

12

[
a2

1− a2N

1− a2
−N

]
.
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(2) The following limiting relation holds:

ẐN (a)
d→ Z∗(a) as N →∞, where Z∗(a)

d
=
∞∑
k=1

Uk(a)

ak
.

Here Uk(a), k = 1, 2, . . . , is an infinite sequence of independent copies of
a random variable U(a) which is absolutely continuous and uniformly dis-

tributed over the interval

[
−3
√

a2−1
3 , 3

√
a2−1
3

]
.

Remark 5.1. It is easy to see that a = 2 is exactly the case analysed in
all details, see the previous sections. This is why we do not provide details
here.

The statements given above can be reformulated in an equivalent form.
To do this, we introduce a random variable, say V , which is continuous
and uniform on the interval [0, 1] and let F and f be the easily expressible
distribution function and density, respectively. Let further V1, V2, . . . be an
infinite sequence of independent copies of V . The ‘new’ quantity V∗, where

V∗ =
∞∑
k=1

Vk
2k
,

is a well-defined random variable with values in [0, 1]. The distribution func-
tion F∗ and the density f∗ of V∗ are easily written as infinite convolutions,
respectively of F and f , appropriately rescaled.

While both F and f have simple form, as far as we know, there are no
available (short, compact, closed) formulas for F∗ and f∗. Eventually we may
use their good approximations.

Let us return to the random variable Z∗. Since Z∗ =
∑∞

k=1 Uk/2
k, Uk

d
= U

is uniform on [−3, 3], we have

U
d
= −3 + 6V ⇒ Z∗

d
= −3 + 6V∗.

Therefore Proposition 4.1 has the following equivalent form:

Proposition 5.2. The distribution function G∗ and the density g∗ of
the random variable Z∗ can be expressed in terms of F∗ and f∗ as follows:

G∗(x) = P[Z∗ ≤ x] = P[−3 + 6V∗ ≤ x] = F∗

(
x+ 3

6

)
,

g∗(x) =
1

6
f∗

(
x+ 3

6

)
, x ∈ R.
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We treat similarly the more general random variable Z∗(a), a ≥ 2. Denote

its distribution function and density by G
(a)
∗ and g

(a)
∗ , respectively. Now

Z∗(a) =
∑∞

k=1 Uk(a)/2k, where Uk(a)
d
= U(a) is uniform on the interval

[−ba, ba], where we have used the notation

ba = 3

√
a2 − 1

3
.

We use the random variables V and V∗ introduced above to easily write the
following:

U(a)
d
= −ba + 2 ba V ⇒ Z∗(a)

d
= −ba + 2 ba V∗.

Therefore Proposition 5.1(2) has the following equivalent form:

Proposition 5.3. The distribution function G
(a)
∗ and the density g

(a)
∗ of

the random variable Z∗(a) can be expressed in terms of F∗ and f∗ as follows:

G
(a)
∗ (x) = P[Z∗(a) ≤ x] = P[−ba + 2 ba V∗ ≤ x] = F∗

(
x+ ba

2 ba

)
,

g
(a)
∗ (x) =

1

2 ba
f∗

(
x+ ba

2 ba

)
, x ∈ R.

6. Appendix. Here we provide more details about the numbers α
(N)
k ,

see the Introduction. Hence we present properties for α
(N)
k (a) in the case

a = 2. Some of these properties can be extended to arbitrary integer a > 2.
We do not pursue this here.

For an arbitrary function g : R 7→ R, consider the multiple sums

TN (x) =

1∑
k1=0

. . .

2N−1∑
kN=0

g (x+ k1 + · · ·+ kN )

over the parallelepipedic domain ×Ni=1

[
0, 2i − 1

]
. Here are the first cases:

T1 (x) =

1∑
k1=0

g (x+ k1) = g (x) + g (x+ 1) ,

T2 (x) =

1∑
k1=0

3∑
k2=0

g (x+ k1 + k2) = g (x)+2g (x+ 1)+2g (x+ 2)+2g (x+ 3)+g (x+ 4) ,
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and

T3 (x) =

1∑
k1=0

3∑
k2=0

7∑
k3=0

g (x+ k1 + k2 + k3) = g (x) + 3g (x+ 1) + 5g (x+ 2)

+ 7g (x+ 3) + 8g (x+ 4) + 8g (x+ 5) + 8g (x+ 6) + 8g (x+ 7) + 7g (x+ 8)

+ 5g (x+ 9) + 3g (x+ 10) + g (x+ 11) .

The sequence α
(N)
k of 2N+1 −N − 1 coefficients that appear in the sum

(6.1) TN (x) =
2N+1−N−2∑

k=0

α
(N)
k g (x+ k)

are, for N = 1, 2 and 3, respectively, as follows:

1, 1

1, 2, 2, 2, 1

1, 3, 5, 7, 8, 8, 8, 8, 7, 5, 3, 1.

Interestingly, these coefficients count the number of integer points contained
in hyperplanes that intersect a parallelepiped, as indicated in the figures
below in the case N = 2 and N = 3.

It is worth mentioning that the sequence {α(N)
k } appears in the following

unrelated context: Denote by s2 (n) the number of the digits “1” in the
binary expansion of n. Then one can show that, for an arbitrary function f,
the following relation holds:

2N−1∑
n=0

(−1)s2(n) f (x+ n) = (−1)N
2N−N−1∑
k=0

α
(N−1)
k ∆Nf (x+ k) .
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Here ∆ is the finite difference operator, ∆f (x) = f (x+ 1)− f (x) . Taking
f (x) = etx in the previous identity gives

2N−N−1∑
k=0

α
(N−1)
k ekt =

1

(1− ez)N

2N−1∑
n=0

(−1)s2(n) ent.

Expanding the term
(
1− et

)−N
in an infinite series with respect to et and

replacing N by N + 1 gives the following expression for α
(N)
j :

(6.2) α
(N)
j =

min{j, 2N+1−1}∑
n=0

(
j − n+N

N

)
(−1)s2(n) , for j = 0, 1, 2, . . . .

Since there are 2N+1−N−1 coefficients α
(N)
j , we have 0 ≤ j ≤ 2N+1−N−2,

hence the previous identity can be written as

(6.3) α
(N)
j =

j∑
n=0

(
j − n+N

N

)
(−1)s2(n) , j = 0, 1, 2, . . . , 2N+1 −N − 2.

Notice that the identity (6.2) is true for any integer j ≥ 0, while (6.3) is
valid only in the natural range 0 ≤ j ≤ 2N+1 − N − 2. The expression for

α
(N)
j in (6.3) can be seen as a convolution over the variable n, from n = 0 to

n = j, between the sequences
{

(−1)s2(n)
}

and
{(

n+N
N

)}
. Moreover, it can

be inverted: starting from

(1− ez)N
2N−N−1∑
k=0

α
(N−1)
k ekz =

2N−1∑
n=0

(−1)s2(n) enz

and expanding the left-hand side gives

(−1)s2(n) =

2N−1∑
k=0

(
N

k

)
(−1)k α

(N−1)
n−k , 0 ≤ n ≤ 2N − 1.

Notice that the left-hand side depends onN via the condition 0 ≤ n ≤ 2N−1.
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