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The time-convolutionless quantum master equation is an exact description of the nonequilibrium
dynamics of open quantum systems, with the advantage of being local in time. We derive a pertur-
bative expansion to arbitrary order in the system-reservoir coupling for its generator, which contains
significantly fewer terms than the ordered-cumulant expansion. We show that the derived expansion
also admits a simple recursive formulation. The derived series is then used to describe the nonequi-
librium dynamics of a quantum dot, including coherences. We find a relation between the generator
and a generalization of the T -matrix. Even though the T -matrix rate equations are plagued by
divergences, we show that these cancel order by order in the generator of the time-convolutionless
master equation. This generalizes previous work on the time-convolutionless Pauli master equa-
tion, which does not include coherences, and lays the ground for possible numerical evaluations and
analytical resummations.

I. INTRODUCTION

The description of open quantum systems out of equi-
librium is of fundamental interest within theoretical
physics. One aim is to understand how a quantum system
in contact with several reservoirs evolves into a station-
ary nonequilibrium state and what the properties of this
state are. In particular, for small systems such as quan-
tum dots, the stationary state can be very different from
any equilibrium state. As artifical atoms, quantum dots
are experimentally controllable systems and therefore al-
low the study of phenomena that play a fundamental role
in nanoelectronics, spintronics, dissipative quantum sys-
tems, and quantum information processing [1, 2].
In a situation where the small system (e.g., the quan-

tum dot) can be described by a limited number of de-
grees of freedom, which may be strongly interacting, and
where the system-reservoir coupling (e.g., the hybridiza-
tion) is weak, it is reasonable to focus on the dynamics
of the reduced density matrix ρS(t). By integrating out
the reservoirs states one naturally obtains a perturbative
series in the system-reservoir coupling, while the interac-
tions within the small system can, in principle, be treated
exactly. A differential equation that describes the evo-
lution of the reduced density matrix is called a quantum

master equation (ME) [3].
A ME can either be nonlocal in time, which means

that the rate of change of the reduced density matrix at
a time t depends on all the states of the reduced density
matrix prior to t, or it can be local in time (“time convo-
lutionless,” TCL) [4–6], such that the rate of change of
the reduced density matrix at time t depends only on the

∗ nestmann@physik.rwth-aachen.de
† carsten.timm@tu-dresden.de

reduced density matrix at time t itself. A time-nonlocal
ME, for example of Nakajima-Zwanzig (NZ) type [7–9],
has the general form

ρ̇S(t) =

∫ t

t0

dsK(t, s) ρS(s), (1)

where the central object is the so-called memory kernel
K(t, s). The memory kernel is a superoperator, which
acts on the reduced density matrix at past times s. Given
a method to generate all terms in a perturbation series for
the memory kernel, one may try to resum a (sub-)series.
Using a real-time diagrammatic scheme introduced by
Schoeller, Schön, and König [10–12], all terms of the
memory kernel can be generated. Furthermore, Schoeller
[13] presented an approach in Laplace space that is suit-
able for a nonequilibrium renormalization-group treat-
ment, and, in principle, includes all orders in the system-
reservoir coupling.
The clear advantage of the TCLME of the general form

ρ̇S(t) = S(t, t0) ρS(t) with the generator S(t, t0) is that
it is structurally much simpler then a ME of NZ type,
while still being exact and describing the full dynamics
[3]. The central challenge in the TCL approach lies in the
expansion of the generator of the TCL ME in the system-
reservoir coupling. In addition to an expansion using or-
dered cumulants introduced by van Kampen [14], which
holds for arbitrary Hamiltonians and time dependences
but is inconvenient for practical calculations due to the
enormous growth of the number of terms for higher or-
ders, one of us [15] has considered a Pauli TCL ME that
describes the diagonal entries of the reduced density ma-
trix. In Ref. [15], a scheme to construct all orders in
the perturbative expansion of the Pauli TCL generator
was derived. While this scheme does not assume vanish-
ing coherences (off-diagonal terms of the reduced density
matrix), it eliminates them from the description and thus
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does not provide any information on them. Even though
a close connection to the T -matrix rate equations, which
are plagued by divergences, was found, it was shown that
all divergences in the Pauli TCL generator cancel each
other order by order [15].
In this paper, we first derive a new perturbative ex-

pansion for the generator of the full TCL ME with co-
herences. This expansion admits a simple recursive for-
mulation and is equivalent to ordered cumulants [14] but
can be thought of as a reorganization of the terms that
leads to dramatic simplifications. Therefore, it has the
same range of validity as ordered cumulants and holds
for arbitrary Hamiltonians and time dependences. Using
the derived series, we generalize the approach of Ref. [15]
to describe the dynamics of a typical quantum-dot sys-
tem including coherences. As in the Pauli case, we show
that each order of the TCL generator consists of several
diverging parts, all of which cancel, leaving finite correc-
tions such that every order of the TCL generator is well
defined.

II. THE TCL MASTER EQUATION

In order to introduce our notation and make contact
with the superoperator formalism, we briefly review the
derivation of the TCL ME using projection operators [3–
6, 15, 16]. We then derive simpler expansion formulas for
the generator of this ME.

A. Derivation

We consider a large system consisting of a small sub-
system S of interest and an environment or bath B. The
full Hamiltonian reads as

Htot(t) = HS ⊗ 1B + 1S ⊗HB +HV (t), (2)

where we assume for simplicity that the Hamiltonians
of the small system and of the bath are time indepen-
dent. In the following, we will suppress identity oper-
ators of the system, 1S , and of the bath, 1B. Then,
the decoupled system is described by H0 := HS + HB.
The evolution of the full system is governed by the von
Neumann equation. Defining the Liouvillian superoper-
ators LX(t) • := [HX(t), •], where X ∈ {S,B, 0, V }, the
von Neumann equation in the Schrödinger picture can be
written as

iρ̇(S)(t) = [L0 + LV (t)] ρ
(S)(t). (3)

Here, the superscript “(S)” indicates the Schrödinger pic-
ture. It will, however, be more convenient to work in
the interaction picture, where the von Neumann equa-
tion takes the form

iρ̇(t) = eiL0tLV (t)e
−iL0t ρ(t) =: L(t) ρ(t). (4)

The unitary evolution of the full density matrix can for-
mally be written as

ρ(t) = G(t, t0) ρ(t0), (5)

with the full propagator G, which is the superoper-
ator solution of the differential equation ∂tG(t, t0) =
−iL(t)G(t, t0) with the initial condition G(t0, t0) = I.
It is explicitly given by

G(t, t0) = T← exp

(

−i

∫ t

t0

ds L(s)

)

, (6)

where T← is the time-ordering directive, which orders all
following factors such that their time arguments increase
from right to left. G(t, t0) is the superoperator equivalent
of the time-evolution operator for state vectors.
Since we are only interested in observables describing

the relevant (small) system S, it is sufficient to investigate
the reduced density matrix

ρS(t) := TrB ρ(t). (7)

We proceed by introducing a projection superoperator P
onto the subspace of the relevant degrees of freedom,

P • := TrB(•)⊗ ρB, (8)

where ρB is an arbitrary reference density matrix of the
bath. If the initial full state is not entangled, i.e., the
initial state is a product state ρ(t0) = ρ0S ⊗ ρ0B, it is
convenient to choose ρB = ρ0B , and we will implicitly
do so. Furthermore, we denote the projection onto the
irrelevant degrees of freedom by Q := I − P . It is easy
to check that P and Q are indeed orthogonal projection
superoperators satisfying P2 = P , Q2 = Q, and PQ =
QP = 0. Moreover, the following properties hold:

PLB = LBP = 0, (9)

[P ,L0] = [P ,LS ] = 0. (10)

With the help of the projectionQ, we here define the irre-
ducible propagator GQ as the solution of the differential
equation ∂tGQ(t, t0) = −iQL(t)GQ(t, t0) with the initial
condition GQ(t0, t0) = I. The solution can be written as

GQ(t, t0) = T← exp

(

−iQ

∫ t

t0

dsL(s)

)

. (11)

In order to derive the TCL ME, the von Neumann
equation is split into two parts:

∂

∂t
Pρ(t) = −iPL(t)Pρ(t)− iPL(t)Qρ(t), (12)

∂

∂t
Qρ(t) = −iQL(t)Pρ(t)− iQL(t)Qρ(t). (13)

From now on, we assume that the initial state is a product
state, which implies that Qρ(t0) = 0. Then the second
equation is solved by

Qρ(t) = −i

∫ t

t0

dsGQ(t, s)QL(s)Pρ(s). (14)
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Now the main idea lies in writing the density matrix at
times s ≤ t as the density matrix at time t propagated
backwards in time, that is

ρ(s) = G−1(t, s) ρ(t) = G−1(t, s) (P +Q)ρ(t), (15)

and again solving Eqs. (14) and (15) together for the
irrelevant part, which gives

Qρ(t) = [I − Σ(t, t0)]
−1

Σ(t, t0)Pρ(t), (16)

where we have defined the auxiliary superoperator

Σ(t, t0) := −i

∫ t

t0

dsGQ(t, s)QL(s)PG−1(t, s). (17)

Note that there is no relation between Σ and the memory
kernel, which we denote as ΣK in this paper, see Eq. (1).
Inserting Eq. (16) into Eq. (12) results in the TCL ME

∂

∂t
Pρ(t) = S(t, t0)Pρ(t), (18)

where the TCL generator S is given by

S(t, t0) := −iPL(t) [I − Σ(t, t0)]
−1

P . (19)

Since no approximations were used in the derivation, the
TCL ME is exact. However, it relies on the existence
of the inverse of I − Σ. Since Σ(t0, t0) vanishes and the
matrix elements of Σ are continous functions of time, the
existence of the inverse is at least guaranteed for suffi-
ciently small t− t0 [3].
Since usually there does not exist a closed form for

the TCL generator [17], a perturbative approach is use-
ful. It can be shown that the general nth-order contri-
bution S(n) in the system-reservoir coupling of the TCL
generator can be expressed using so-called ordered cu-
mulants [3, 14], which were originally introduced by van
Kampen [14] for the description of stochastic differential
equations. One finds that the nth order of S is given by

S(n)(t, t0) = (−i)n
∫ t

t0

dt1 · · ·

∫ tn−2

t0

dtn−1

×
〈
PL(t)L(t1) · · · L(tn−1)P

〉

oc
, (20)

with the ordered cumulants
〈
PL(t)L(t1) · · · L(tn−1)P

〉

oc
:=
∑

oc q

(−1)q PL(t) · · ·

× L(ti)P · · · PL(tj) · · · L(tk)P . (21)

They are constructed according to the following rules:
first, one writes down a string of n Liouvillians L (with
projections P before and after) and inserts q ≤ n − 1
projections P between them. Then, the Liouvillians are
furnished with time arguments: the first Liouvillian from
the left always gets the argument t, while the others carry
every permutation of t1, . . . , tn−1, with the restriction
that between two successive P insertions the time ar-
guments are ordered chronologically decreasing from left

to right. Therefore, in Eq. (21) we have t > · · · > ti and
tj > · · · > tk. Finally,

∑

oc q sums over all possible terms
that follow these rules.
Since we later want to compare the ordered-cumulant

expansion to other expansions, it is of interest to ask how
many terms one must add to obtain S(n). We focus on
the general case in which this number is not reduced by
symmetries. Then, a term with n Liouvillians L and q
projections P can be thought of as consisting of q + 1
distinct sections. Given such a term with the jth section
consisting of nj Liouvillians there are

(
n− 1

n1, n2, . . . , nq+1

)

=
(n− 1)!

n1!n2! · · ·nq+1!
(22)

possibilities to distribute the time arguments. Thus, to
obtain S(n), one needs to add

n−1∑

q=0

∑

n1+n2+···+nq+1=n−1
n1≥0; n2,...,nq+1≥1

(
n− 1

n1, n2, . . . , nq+1

)

(23)

terms. For n = 4 this evaluates to 26 terms, for n = 6 to
1082, and for n = 10 to over 14 million. It can be shown
that, for large n, the number of terms asymptotically
approaches [18]

(n− 1)!

(ln 2)n
∼

√

2πe

ln 2

(
n− 1

e ln 2

)n−1/2

(24)

This rapid growth makes the expansion in ordered cumu-
lants impractical for numerical calculations or analytical
partial resummations.

B. Simplified forms of the TCL generator

The integral in Eq. (17), which we used to define the
superoperator Σ, can be solved explicitly, as was shown in
Ref. [16]. However, for the TCL generator itself, further
simplifications are possible, which were not exploited yet
and which we will present in this section.
For completeness, we first repeat the steps taken in

Ref. [16]. To do so, we need the derivatives of GQ and
G−1 with respect to their second time arguments:

∂

∂s
GQ(t, s) = iGQ(t, s)QL(s), (25)

∂

∂s
G−1(t, s) = −iL(s)G−1(t, s). (26)

Now we can write the integrand of Eq. (17) as

−iGQ(t, s)QL(s)PG−1(t, s)

= GQ(t, s)Q
∂

∂s
G−1(t, s) +

[
∂

∂s
GQ(t, s)

]

QG−1(t, s)

=
∂

∂s
GQ(t, s)QG−1(t, s). (27)
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Thus, Σ is given by

Σ(t, t0) = Q−GQ(t, t0)QG−1(t, t0). (28)

We now turn to the simplification of the TCL generator
itself. Inserting Eq. (28) into Eq. (19) leads to

S = −iPL
[
P +GQQG−1

]−1
P

= −iPL
[
(PG+GQQ)G−1

]−1
P

= PĠ [PG+GQQ]
−1

P , (29)

where we evaluate all superoperators at t and t0 and the
overdot denotes the derivative with respect to the first
time argument. Now, the crucial step lies in the realiza-
tion that

[PG+GQQ]−1 P = P [Q+ PGP ]−1 , (30)

which we prove in Appendix A. The term GQQ inside the
inverse therefore does not contribute to S and we arrive
at the result that the TCL generator is given by

S(t, t0) = PĠ(t, t0)P [Q+ PG(t, t0)P ]
−1

. (31)

Remarkably, it is therefore possible to express the TCL
generator through the (reduced) propagator PGP alone,
which is much simpler then expressing it through the
inverse of a complicated integral such as Eq. (17). By
defining

Π(t, t0) := Q+ PG(t, t0)P , (32)

an even more compact rewriting is possible:

S(t, t0) = Π̇(t, t0)Π
−1(t, t0). (33)

This suggests to interpret Π as the propagator of the
open system, which makes the physical content of the
TCL generator obvious: when the generator S acts on
the state Pρ(t), this state is first propagated backwards
in time to reconstruct its initial state Pρ(t0). It is then
propagated forward in time back to t and the derivative
is taken. All the memory effects enter into the TCL gen-
erator through this double propagation, which allows us
to formulate an exact time-local master equation even in
non-Markovian situations. Furthermore, we now see that
the existence of the complicated inverse I −Σ is equiva-
lent to the existence of the inverse propagator Π−1.
The previous considerations enable us to derive a very

efficient series expansion in orders of the coupling Liou-
villian. The propagator can be expanded as a Dyson
series as G(t, t0) = I + Ḡ(t, t0) with

Ḡ(t, t0) := −i

∫ t

t0

dsL(s)G(s, t0) =

∞∑

n=1

G(n)(t, t0) (34)

and

G(n)(t, t0) = (−i)n
∫ t

t0

dt1 · · ·

∫ tn−1

t0

dtn L(t1) · · · L(tn).

(35)

Therefore, the TCL generator can be written as

S = P ˙̄GP
[
I + PḠP

]−1

=

∞∑

n=0

(−1)n
∞∑

µ0,...,µn=1

PĠ(µ0)PG(µ1)P · · · PG(µn)P . (36)

It follows that the nth order of the TCL generator is
given by

S(n) =
n−1∑

j=0

(−1)j
∑

µ0+···+µj=n

PĠ(µ0)PG(µ1)P · · · PG(µj)P .

(37)
Moreover, the orders S(n) of Eq. (37) satisfy the remark-
able recursion relation

S(n) = PĠ(n)P −
n−1∑

j=1

S(n−j)PG(j)P , (38)

with the initial condition S(1) = PĠ(1)P = −iPLP . The
proof is relegated to Appendix B. Note that the expan-
sions in Eqs. (37) and (38) must be equivalent, order
by order, to the expansion using ordered cumulants in
Eq. (20) because they all expand in the same parameter.
The number of terms in Eq. (37) is given by the number
of compositions of the number n, which is equal to 2n−1,
which is some improvement compared to the series of or-
dered cumulants, where the number of terms of order n
scales like (n − 1)n−1/2 for large n. A more remarkable
simplification is realized by the recursion relation (38)
since only n terms contribute at the nth order.

III. NONEQUILIBRIUM DYNAMICS OF A
QUANTUM DOT

In this section, we turn to the description of a quantum
dot coupled to leads under a bias voltage, which keeps the
system out of equilibrium. After introducing the model,
we use the results of the previous section to construct a
series expansion of the generator and then show that it
is finite order by order.

A. Model

We consider a quantum dot coupled to leads in such a
way that the hybridization between them is adiabatically
turned on. We model the system with a Hamiltonian of
the form

Htot(t) = HS +HB + eηtHV =: H0 + eηtHV . (39)

Here, HS describes the isolated dot. We do not make
assumptions about possible degeneracies in the dot’s en-
ergy spectrum. It is attached to electrodes, which we
take as free-electron reservoirs:

HB =
∑

r,σ,k

ǫrσk a
†
rσkarσk. (40)
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The operator a†rσk creates an electron in the reservoir
r ∈ {left, right} with spin σ and orbital index k, which
contains all other quantum numbers. The junctions con-
necting the dot to the reservoirs are modeled by the hy-
bridization Hamiltonian

HV =
∑

r,σ,k,ν

trσkν a
†
rσkcσν +H.c., (41)

where c†σν creates an electron in molecular orbital ν with
spin σ. The hybridization carries the time-dependent
prefactor eηt [see Eq. (39)]. We take t0 → −∞ and sub-
sequently η → 0+, which corresponds to adiabatically
switching on the coupling between dot and leads. Below,
we will see that the prefactor eηt allows us to count di-
verging contributions in powers of η−1 and thus to work
with well-defined intermediate expressions at finite η. As
before, we take the initial state to be a product state.
Note that PLV P = 0 holds because the expression inside
the trace introduced by the leftmost P is guaranteed to
only contain off-diagonal elements. Physically, this trace
is the average of a single fermionic bath operator arσk or

a†rσk in the bath reference state, which vanishes.

B. Perturbative expansion in the hybridization

The goal is now to derive the TCL generator S. Then,
the nonequilibrium dynamics of the quantum dot follows
from the TCL ME and the stationary state could in prin-
ciple be obtained as the right eigenvector of S to the
eigenvalue zero. As we have remarked earlier, the exis-
tence of the TCL generator is formally only certain for
sufficiently small t−t0. We are thus investigating a some-
what extreme situation, as in our case t − t0 → ∞ and
there is no guarantee that the generator exists.
We start from Eq. (36). First, we need to construct

the expansion of PĠP . For convenience, we define

R(t, t0) := PĠ(t, t0)P = −iPL(t)G(t, t0)P . (42)

This quantity can be interpreted as a generalized T -
matrix generator for the following reason: if one considers
the equation of motion ∂tPρ(t) = R(t, t0)Pρ(t), which
of course does not give the correct time evolution [19],
and then only keeps the diagonal elements, one obtains
the usual T -matrix rate equations [15].
Because of the simple exponential time dependence in

the Liouvillian, it is straightforward to integrate Eq. (35),
which for t0 → −∞ yields

R(µ) |p〉〈q| = −i eµηteiLSt PLV
1

∆Ep′q′ − L0 + (µ− 1)iη

× LV · · · LV
1

∆Ep′q′ − L0 + iη
LV Pe−iLStP |p〉〈q| . (43)

Here, we use the convention that |p〉 = |p′〉 ⊗ |p′′〉, where
primed states |p′〉 belong to the quantum-dot Hilbert
space, while double-primed states |p′′〉 belong to the lead

Hilbert space. In the same spirit, ∆Ep′q′ stands for the
energy difference of the dot states |p′〉 and |q′〉.
Since the leftmost P in Eq. (43) traces over lead states

and the rightmost P contains the equilibrium initial lead
density matrix ρ0B , R

(µ) contains equilibrium averages of

products of lead creation (annihilation) operators a†rσk
(arσk). To obtain nonzero contributions, these operators
must be paired. Thus, all odd orders R(2µ+1) vanish.
For Eq. (37) we also need the expansion of PGP .

Using a superoperator index notation with Apq
mn =

〈m| (A |p〉〈q|) |n〉, the orders of PGP can be expressed
through Eq. (43):

(
PG(µ)P

)pq

mn
=

1

i (∆Em′n′ −∆Ep′q′) + µη

(
R(µ)

)pq

mn
.

(44)
A divergence evidently occurs in the limit η → 0+ if
∆Em′n′ = ∆Ep′q′ . This happens if the superoperator
maps a coherence with a certain oscillation frequency
∆Ep′q′/h (possibly zero) onto one with the same oscil-
lation frequency or if it maps a diagonal contribution
(p′ = q′) onto a diagonal contribution (m′ = n′). The
latter case also occurs for the Pauli ME [15]. The form
of the η dependence turns out to be inconvenient for the
analysis of the limit. To extract the divergent part and
obtain pure negative powers of η, we define superopera-
tors Jµ through their matrix elements:

(Jµ)
pq
mn

:=

{
1 if ∆Em′n′ = ∆Ep′q′ ,

µη

i(∆Em′n′ −∆Ep′q′)
otherwise.

(45)
We can now replace the resolvent (i (∆Em′n′ −∆Ep′q′)+
µη)−1 in Eq. (44) by (Jµ)

pq
mn/(µη) without changing any-

thing in the limit η → 0+.
To obtain an index-free notation, we define the Schur

product of two superoperators A and B as

(A ◦ B)pqmn := (A)pqmn (B)
pq
mn , (46)

which allows us to reexpress Eq. (44) as

PG(µ)P =
1

µη
Jµ ◦R(µ). (47)

With this, the TCL generator given by Eq. (36) reads as

S =
∞∑

j=0

(−1)j
∞∑

µ0,...,µj=1

R(µ0)

(

Jµ1 ◦
R(µ1)

µ1η

)

×

(

Jµ2 ◦
R(µ2)

µ2η

)

· · ·

(

Jµj
◦
R(µj)

µjη

)

. (48)

This quantity appears to diverge in the limit η → 0+

because of the explicit negative powers of η. Moreover,
every orderR(µ) starting from the fourth also diverges for
η → 0+. This problem is well known for the special case
of the T -matrix rate equations [15, 16, 20–23] but persists
in the generalized T -matrix generator with coherences.
We will show that all the singularities cancel, leaving all
orders of the TCL generator well defined.
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C. Regularized T -matrix generator and
time-nonlocal memory kernel

In preparation for the proof that all singularities in the
TCL generator cancel, we first introduce a regularized
version of the generalized T -matrix generator R(t, t0) de-
fined in Eq. (42). As noted above, the expansion terms
R(µ) in Eq. (43), starting from µ = 4, diverge for η → 0+.
We first show that a systematic regularization can be

achieved by inserting Q projections after every LV (ex-
cept the last) in Eq. (43). This is formally achieved by
replacing G in the last expression in Eq. (42) by GQ.
Specifically, we define a regularized T -matrix generator,
or regularized T -matrix for short, as

Rreg(t, t0) := −iPL(t)GQ(t, t0)P , (49)

where the orders R
(µ)
reg in the limit t0 → −∞ are given by

R(µ)
reg |p〉〈q| = −i eµηteiLSt PLV Q

×
1

∆Ep′q′ − L0 + (µ− 1)iη
LV Q · · · LV Q

×
1

∆Ep′q′ − L0 + iη
LV Pe−iLStP |p〉〈q| . (50)

Compared to Eq. (43), Q has been inserted between each
pair of LV superoperators. Loosely speaking, this pre-
vents the bath from returning to the reference state ρB
before the final (leftmost) LV acts.
The finiteness of the regularized T -matrix is shown by

a detour to the time-nonlocal ME: Here, one writes the
evolution of the projected density matrix, in the interac-
tion picture, as

∂

∂t
Pρ(t) =

∫ t

t0

dsΣK(t, s)Pρ(s), (51)

where ΣK is the time-nonlocal memory kernel. The ex-
plicit form of Σk can be derived using projection super-
operators (see, for example, Ref. [3]), with the result

ΣK(t, s) = −PL(t)GQ(t, s)QL(s)P , (52)

where we have used that Qρ(t0) = 0 and PLP = 0. The
advantage of the time-nonlocal approach is that the ker-
nel ΣK is always well defined, i.e., it does not rely on
the existence of certain inverses, in contrast to the TCL
generator. Furtermore, the expansion of ΣK is known
to be well behaved and can, in principle, be generated
to arbitrary order, for example using diagrammatic tech-
niques [10–12].
Next, we show that Rreg can be expressed in terms

of the zero-frequency limit of the Laplace transform of
the time-nonlocal memory kernel ΣK . From Eq. (52)
together with Eq. (25), we see that

ΣK(t, s) = −
∂

∂s
Rreg(t, s). (53)

This implies

Rreg(t, t0) = Rreg(t, t) +

∫ t

t0

dsΣK(t, s) (54)

and thus for t0 → −∞,

Rreg(t,−∞) = −iPL(t)P +

∫ t

−∞

dsΣK(t, s). (55)

On the right-hand side, the first term remains finite in
the limit η → 0+ and is zero for the specific coupling HV .
The regularized T -matrix thus exists for η → 0+ if the
integral in the second term converges in this limit. The
limit corresponds to the Hamiltonian H ′tot = HS +HB +
HV , which lacks the exponential time dependence. The
memory kernel Σ′K(t− s) := limη→0+ ΣK(t, s) then only
depends on the time difference since the Hamiltonian is
time independent. In the resulting expression

lim
η→0+

Rreg(t,−∞) =

∫ ∞

0

dτ Σ′K(τ), (56)

the integral represents the zero-frequency limit of the
Laplace transform of the memory kernel of a system with-
out the factor eηt, i.e., of a model in which we do not turn
on the hybridization slowly.
Moreover, the time-nonlocal memory kernel ΣK or Σ′K

is always well defined for reservoirs with continuous spec-
trum. This is a consequence of the projections Q in
Eq. (52) that remove reducible contributions, which are
responsible for the divergences [13, 16, 23]. The zero-
frequency Laplace transform also exists, except in patho-
logical cases: the integral over Σ′K in Eq. (56) only di-
verges if the memory kernel has at least one eigenvalue
that decays with time τ like 1/τ or even more slowly. For
a small system with a finite number of relevant degrees
of freedom, this cannot happen unless some degrees of
freedom are completely decoupled. Therefore, Rreg and
all its expansion terms remain finite in the limit η → 0+

for a generic system.

D. Explicit η dependence of the TCL generator

The problem in exploiting Eq. (48) is that the R(µ)

diverge for µ ≥ 4, in addition to the explicit divergences
due to the η in the denominators. In order to take the
limit η → 0+, we first make every dependence on η ex-
plicit. We start by writing out all the singular contribu-
tions to the R(µ). To do so, we define

R(µ,µ′)
reg |p〉〈q| := −i e(µ−µ

′)ηteiLSt PLV Q

×
1

∆Ep′q′ − L0 + (µ− 1)iη
LV Q

×
1

∆Ep′q′ − L0 + (µ− 2)iη
· · · LV Q

×
1

∆Ep′q′ − L0 + (µ′ + 1)iη
LV Pe−iLSt |p〉〈q| . (57)
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The only difference compared to R
(µ−µ′)
reg given in Eq.

(50) lies in different prefactors in front of the iη in the

denominators. We note that R
(µ)
reg = R

(µ,0)
reg . Now we can

make all the singular parts of R(µ) explicit by inserting
unit operators I = P+Q after every LV in Eq. (43) and
by using the superoperators Jµ defined in Eq. (45):

R(µ) =

µ−1
∑

m=0

∑

µ>µ1>···>µm>0

R(µ,µ1)
reg

[

Jµ1 ◦

(

R
(µ1,µ2)
reg

µ1η

[

Jµ2

◦ · · ·
R

(µm−1,µm)
reg

µm−1η

(

Jµm
◦
R

(µm,0)
reg

µmη

)])

, (58)

where the m = 0 term is understood as R
(µ,0)
reg .

Equation (58) contains products that are alternating
between common matrix products and Schur products.
To make the structure more explicit and simplify the no-
tation, we define a ⋆-product between an even number of
superoperators A1, . . . ,A2n by

A1 ⋆ · · · ⋆A2n := A1 ◦
(

A2

[

A3 ◦
(

A4 · · ·

×
[

A2n−1 ◦ A2n

])])

. (59)

The ⋆-product is linear since both the common superop-
erator product and the Schur product are linear:

A1 ⋆ · · · ⋆ (cB1 + B2) ⋆ · · · = cA1 ⋆ · · · ⋆ B1 ⋆ · · ·

+A1 ⋆ · · · ⋆ B2 ⋆ · · · , (60)

where c is any complex number. We can now reexpress
Eq. (58) as

R(µ) =

µ−1
∑

m=0

∑

µ>µ1>···>µm>0

R(µ,µ1)
reg

×

(

Jµ1 ⋆
R

(µ1,µ2)
reg

µ1η
⋆ · · · ⋆ Jµm

⋆
R

(µm,0)
reg

µmη

)

. (61)

Inserting the last equation into Eq. (48) makes all the
singular parts of the TCL generator explicit:

S =

∞∑

j=0

∞∑

m0,...,mj=0

∑

µ00,...,µjmj
>0

µk0>···>µkmk

(−1)j R(µ00,µ01)
reg

(

Jµ01 ⋆
R

(µ01,µ02)
reg

µ01η
⋆ Jµ02 ⋆

R
(µ02,µ03)
reg

µ02η
⋆ · · · ⋆ Jµ0m0

⋆
R

(µ0m0 ,0)
reg

µ0m0η

)

×

(

Jµ10 ⋆
R

(µ10,µ11)
reg

µ10η
⋆ Jµ11 ⋆ · · · ⋆

R
(µ1m1 ,0)
reg

µ1m1η

)

· · ·

(

Jµj0 ⋆
R

(µj0,µj1)
reg

µj0η
⋆ Jµj1 ⋆ · · · ⋆

R
(µjmj

,0)
reg

µjmj
η

)

. (62)

It will prove advantageous to replace the summation variables µij pairwise through (µ00, µ01) → (µ0, µ
′
0), (µ01, µ02) →

(µ1, µ
′
1), . . . , (µjmj

, 0) → (µp, µ
′
p). For this to be correct, the vector u = (µ0, µ

′
0, . . . , µp, µ

′
p) has to be an element of

the set

Up :=
{

(µ0, µ
′
0, . . . , µp, µ

′
p) ∈ N

2(p+1)
0

∣
∣
∣(µi > µ′i) ∧ (µ′i = µi+1 ∨ µ′i = 0) ∧ µ′p = 0

}

. (63)

For every such vector u ∈ Up, we define the index set Z(u) := {i ∈ N0|µ
′
i = 0}, which contains the indices of the µ′i

that are zero. The summation variable j in Eq. (62) is then given by j = |Z(u)| − 1 and we can write the sum as

S =
∞∑

p=0

∑

u∈Up

(−1)|Z(u)|−1 η−p

µ1µ2 · · ·µp
R

(µ0,µ
′

0)
reg

(

Jµ1 ⋆ R
(µ1,µ

′

1)
reg ⋆ · · · ⋆ Jµn1

⋆ R
(µn1 ,0)
reg

)

×
(

Jµn1+1 ⋆ R
(µn1+1,µ

′

n1+1)
reg ⋆ · · · ⋆ Jµn1+n2

⋆ R
(µn1+n2 ,0)
reg

)

· · ·
(

Jµn1+···+nj−1+1 ⋆ · · · ⋆ Jµp
⋆ R(µp,0)

reg

)

. (64)

We note that we always have n1 + · · · + nj = p ∈ Z(u)
because µ′p = 0. Furthermore, since the p = 0 term is
equal to Rreg we can interpret the TCL generator as the
regularized generalized T -matrix plus corrections K:

S = Rreg +K. (65)

While Rreg is not singular, all terms for p ≥ 1 in Eq. (64),
i.e., the corrections K, diverge as η−p. To prove that the

limit η → 0+ is well defined, we thus have to expand all

the R
(µ,ν)
reg and Jµ in η, and show that every coefficient in

front of a term with a negative power of η is zero. Every
term with a positive power of η vanishes for η → 0+, and
only the terms with η0 will remain as the finite limit.

We start this program by inserting the Taylor expan-
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sion of Jµ in η, which is given by

Jµ = J (1) + µηJ (0), (66)

where

(
J (0)

)pq

mn
:=







0 if ∆Em′n′ = ∆Ep′q′ ,
−i

∆Em′n′ −∆Ep′q′
otherwise,

(67)

(
J (1)

)pq

mn
:=

{
1 if ∆Em′n′ = ∆Ep′q′ ,

0 otherwise.
(68)

The ⋆-product is not associative in the sense that

A1 ⋆ · · · ⋆A2n 6= (A1 ⋆ · · · ⋆A2j) (A2j+1 ⋆ · · · ⋆A2n) .
(69)

In Appendix C, we show, however, that ⋆-products of the
following special form are associative:

J (λ1) ⋆A1 ⋆ · · · ⋆ J
(1) ⋆Ak ⋆ · · · ⋆ J

(λn) ⋆An

=
(
J (λ1) ⋆ · · · ⋆ J (λk−1) ⋆Ak−1

)

×
(
J (1) ⋆Ak ⋆ · · · ⋆ J (λn−1) ⋆An

)
. (70)

Of course, the right-hand side of this equation can be
decomposed further, by applying it recursively whenever
one of the λi is unity. In doing so, we find that Eq. (70)
can be written in the form

(

J (λ1) ⋆A1 ⋆ J
(0) ⋆ · · · ⋆ J (0) ⋆Ai

)

×
(

J (1) ⋆Ai+1 ⋆ J
(0) ⋆ · · · ⋆ J (0) ⋆Aj

)

· · ·

×
(

J (1) ⋆Au+1 ⋆ J
(0) ⋆ · · · ⋆ J (0) ⋆An

)

(71)

(recall that λi ∈ {0, 1}). By inserting the Taylor ex-
pansion of every Jµ into Eq. (64) and decomposing
every ⋆-product as described, we can write the TCL
generator as a (matrix) product of r ⋆-products (with
1 ≤ r ≤ p), where the ith ⋆-product consists of 2ni

factors. Furthermore, instead of specifying the vector
u = (µ0, µ

′
0, . . . , µp, µ

′
p) in Eq. (64), we can equivalently

specify the differences

mi = µi − µ′i (72)

together with the information which of the µ′i are zero,
i.e., with the index set Z(u). We can fully determine
Z(u) by specifying the numbers ρ0, . . . , ρr ∈ {0, 1} such
that

µ′n1+···+nj
=

{
0 if ρj = 1,

µn1+···+nj
−mn1+···+nj

otherwise.
(73)

Thus, we always have ρr = 1. The quantities µ0, . . . , µp

now have to be understood as functions of n1, . . . , nr,
ρ0, . . . , ρr−1, and m1, . . . ,mp that are recursively given
by

µ0 = m0 + (1 − ρ0)µ1, (74)

µ1 = m1 + · · ·+mn1 + (1− ρ1)µn1+1, (75)

µk = mk + · · ·+mn1+···+nj+1

+ (1− ρj+1)µn1+···+nj+1+1, (76)
where the last equation holds for n1 + · · · + nj + 1 ≤
k ≤ n1 + · · ·+ nj+1. Similarly, the µ′i are understood as
functions of the same independent variables specified by
either Eq. (72) or Eq. (73). This enables us to write the
correction term K in Eq. (65) as

K =

∞∑

p=1

p
∑

r=1

∑

n1+···+nr=p

∞∑

m0,...,mp=1

1∑

ρ0,...,ρr−1=0

1∑

λ1=0

1∑

λ2=1−ρ1

· · ·

1∑

λr=1−ρr−1

(−1)ρ0+···+ρr−1 η−Σλ

µλ1
1 µλ2

n1+1 · · ·µ
λr

n1+···+nr−1+1

R
(µ0,µ

′

0)
reg

×
(

J (λ1) ⋆ · · · ⋆ J (0) ⋆ R
(µn1 ,µ

′

n1
)

reg

)(

J (λ2) ⋆ · · · ⋆ J (0) ⋆ R
(µn1+n2 ,µ

′

n1+n2
)

reg

)

· · ·
(

J (λr) ⋆ · · · ⋆ J (0) ⋆ R(µp,0)
reg

)

, (77)

with Σλ := λ1 + · · ·+ λp. The final step is to insert the Taylor expansion in η of all R
(µ,µ′)
reg , which is given by

R(µ,µ′)
reg = −i

∞∑

k1,...,km−1=0

(−iη)k1+···+km−1 (µ− 1)k1 · · · (µ′ + 1)km−1
[
k1, . . . , km−1

]
, (78)

where µ− µ′ = m and we have defined the superoperator [k1, . . . , km−1] acting as

[k1, . . . , km−1] |p〉〈q| := lim
η→0

eiLSt PLV Q

(
1

∆Ep′q′ − L0 + (µ− 1)iη

)k1+1

LV Q

(
1

∆Ep′q′ − L0 + (µ− 2)iη

)k2+1

· · ·

× LV Q

(
1

∆Ep′q′ − L0 + (µ′ + 1)iη

)km−1+1

LV P e−iLSt |p〉〈q| . (79)

At first glance, this does not seem to be well defined, since the right-hand side depends on µ and µ′ whereas the
left-hand side does not. However, the superoperators [k1, . . . , km−1] do not depend on the prefactors of iη, as long as
they are positive, as was shown in Appendix B of Ref. [15]. Inserting the Taylor expansion into Eq. (77) then finally
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makes every contribution of η explicit:

K =

∞∑

p=1

p
∑

r=1

∑

n1+···+nr=p

∞∑

m0,...,mp=1

1∑

λ1,...,λr=0

∞∑

k0,1,...,k0,m0−1,k1,1,...,kp,mp−1=0

(−i)Σk+p+1 ηΣk−Σλ fp,r(λ,n,m, ~k)

× [k0]
(
J (λ1) ⋆ [k1] ⋆ J

(0) ⋆ · · · ⋆ [kn1 ]
) (

J (λ2) ⋆ [kn1+1] ⋆ J
(0) ⋆ · · · ⋆ [kn1+n2 ]

)
· · ·
(
J (λr) ⋆ · · · ⋆ [kp]

)
, (80)

where we have used the shorthand notations λ =
(λ1, . . . , λr), n = (n1, . . . , nr), m = (m0, . . . ,mp), ki =

(ki,1, . . . , ki,mi−1), ~k = (k0, . . . ,kp), and Σk =
∑

ij ki,j .
The function fp,r reads as

fp,r(λ,n,m, ~k) :=

1∑

ρ0=0

1∑

ρ1=1−λ2

· · ·

1∑

ρr−1=1−λr

g0g1 · · · gp

×
(−1)ρ0+···+ρr−1

µλ1
1 µλ2

n1+1 · · ·µ
λr

n1+···+nr−1+1

, (81)

with the definition

gj ≡ g(µj , µ
′
j ,kj) := (µj − 1)kj,1 · · · (µ′j +1)kj,mj−1 . (82)

Recall that the µi and µ′i are understood as functions of
ρ0, . . . , ρr−1, n, and m.
It is not easy to give a physical interpretation of

the terms in Eq. (80). They all describe contributions
to the time evolution of the projected density matrix
Pρ, grouped into blocks of ⋆-products (in parentheses).
Within each block, the small system does not return to
any state with the same energy difference ∆Ep′q′ as the
initial state |p′〉〈q′|, and so there is no dangerously diver-
gent resolvent for η → 0+. Divergent factors of 1/η can,
however, occur after (to the left of) each block: whenever
the leftmost superoperator of a block is J (1), the small
system returns to a state with the same ∆Ep′q′ [see Eq.
(68)], which is associated with a factor of 1/η. This pro-
duces the factor η−Σλ in Eq. (80) since Σλ is the number
of J (1) that occur. The question whether K is finite can
now be decided by analyzing the prefactor function fp,r:
K is finite if and only if fp,r vanishes whenever Σk is less
then Σλ.

E. Cancellation of divergences

The detailed analysis of the function fp,r is relegated
to Appendix D, as it is quite lengthy. Here, we present

the result, which is remarkably simple. It turns out that
fp,r is indeed zero if Σk < Σλ. The terms with Σk > Σλ

contain positive powers of η and thus vanish for η → 0+.
In the relevant case where Σk = Σλ, we find that, in spite
of the complicated definition (81), fp,r only assumes the
three possible values −1, 0, 1. To be specific, for every
vector ki denote the sum of its elements as Ki = ki,1 +

· · ·+ki,mi−1 . Now, consider the function fp,r(λ,n,m, ~k)
for a fixed vector λ given by an arbitrary value of λ1 and
λj1+1 = λj2+1 = · · · = λjl−1+1 = 1 for indices 0 < j1 <
· · · < jl−1 < r. Let every element of λ that we did not
specify be zero, that is λk = 0 if k /∈ {1, j1+1, . . . , jl−1+
1}. Note that l = Σλ − λ1 + 1 and define a new vector
n
′ with elements n′k = njk−1+1 + · · ·+ njk . Then, fp,r is

given by

fp,r = (−1)r−Σλ+λ1−1 Θ(K0 ≥ 1)

×Θ(K0 + · · ·+Kn′

1
≥ λ1 + 1)

×Θ(K0 + · · ·+Kn′

1+n′

2
≥ λ1 + 2) · · ·

×Θ(K0 + · · ·+Kn′

1+···+n′

l−1
= λ1 + l − 1), (83)

where Θ(X) = 1 if X is a true statement and Θ(X) = 0
otherwise. The Θ function in the last line of Eq. (83)
does not only imply that every possibly divergent term
in the expansion of the TCL generator (where Σk < Σλ)
is zero but it also guarantees that every [kj ] appearing

to the right of the rightmost J (1) has to be equal to [0].
Furthermore, we see that the relevant quantity that or-
ganizes the terms is the vector n′: its elements determine
how many superoperators [kj ] appear between two J (1).
Equation (83) shows that the numbers

M0 = K0, (84)

M1 = K1 + · · ·+Kn′

1
, (85)

Mj = Kn′

1+···+n′

j−1+1 + · · ·+Kn′

1+···+n′

j
, (86)

determine whether a certain term is allowed. In order to
incorporate this additional structure into the expansion
of the TCL generator, it is useful to reorganize the terms.
To this end, we define

[[M0,M1]]λ :=

∞∑

j=1

∞∑

n1,...,nj=1

∑

k0,...,kn1+···+nj

K0=M0, K1+···+Kn1+···+nj
=M1

(−i)λ+n1+···+nj+1(−1)j−1[k0]

×
(

J (λ) ⋆ [k1] ⋆ J
(0) ⋆ · · · ⋆ [kn1 ]

)(

J (0) ⋆ [kn1+1] ⋆ J
(0) ⋆ · · · ⋆ [kn1+n2 ]

)

· · ·
(

J (0) ⋆ · · · ⋆ [kn1+···+nj
]
)

. (87)
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In this expression, the first superoperator J has an upper index of λ while every other J has an upper index of zero.
The vectors ki come from the same set as in Eq. (80). In a similar fashion, we define

[[M ]] :=

∞∑

j=1

∞∑

n1,...,nj=1

∑

k1,...,kn1+···+nj

K1+···+Kn1+···+nj
=M

(−i)n1+···+nj+1(−1)j−1
(

J (1) ⋆ [k1] ⋆ J
(0) ⋆ · · · ⋆ [kn1 ]

)

×
(

J (0) ⋆ [kn1+1] ⋆ J
(0) ⋆ · · · ⋆ [kn1+n2 ]

)

· · ·
(

J (0) ⋆ · · · ⋆ [kn1+···+nj
]
)

, (88)

where the first J has an upper index of unity while every other J has an upper index of zero. This means that every
block (in parentheses) except for the leftmost returns the state of the small system to one with a different energy
difference. On the other hand, the leftmost block in [[M0,M1]]1 and [[M ]] always returns the state it acts on to one
with the same energy difference [see Eqs. (67) and (68)]. As noted above, this is exactly the case where a divergent
factor 1/η appears. Note that the quantities ni in the last two equations correspond to the elements of the vector
n
′ introduced earlier but we have dropped the primes in order to keep the notation as compact as possible. The

corrections K can now be written as

K =

∞∑

l=1

1∑

λ=0

∞∑

M0,...,Ml=0

Θ(M0 ≥ 1)Θ(M0 +M1 ≥ λ+ 1) · · ·Θ(M0 + · · ·+Ml−1 = λ+ l − 1)

× [[M0,M1]]λ [[M2]] · · · [[Ml]]

=
∞∑

l=1

1∑

λ=0

λ+l−1∑

M0=1

λ+l−1−M0∑

M1=max(0,λ+1−M0)

· · ·

λ+l−1−
∑l−3

i=0 Mi
∑

Ml−2=max
(
0,λ+l−2−

∑l−3
i=0 Mi

)

× [[M0,M1]]λ [[M2]] · · · [[Ml−2]] [[Ml−1 = λ+ l − 1−
∑l−2

i=0 Mi]] [[Ml = 0]]. (89)

Here, l is the number of double brackets and every
[[M0,M1]]1 and [[M ]] is associated with exactly one fac-
tor of 1/η. In this sense, Eq. (89) expresses the correction
K in terms of the elementary singularities. [[M0,M1]]0 is
not associated with a negative power of η. On the other
hand, the sum of all Mj equals the sum of all Kj [see
Eqs. (84)–(86)], which equals Σk. This is the exponent
of the product of all positive powers of η resulting from
the Taylor expansion of the regularized T -matrix. The
sums in Eq. (89) restrict Σk to equal λ+ l−1. But this is
just the total negative power of η from the divergences.
Hence, Eq. (89) contains only the terms that survive for
η → 0+.
At every order l, only a finite number of terms con-

tribute to Eq. (89). We can therefore systematically
expand the corrections K using the introduced double
brackets. The first few terms are given by

K = [[1, 0]]1 + [[1, 0]]0 [[0]] + [[1, 1]]1 [[0]] + [[2, 0]]1 [[0]]

+ [[1, 0]]0 [[1]] [[0]] + [[1, 1]]0 [[0]] [[0]] + · · · (90)

This is of course not an expansion in the bare coupling,
since every double bracket contains infinitely many LV .
But given a system-bath coupling of the form of Eq. (41),
every [[M0,M1]]λ is at least of fourth order and every
[[M ]] is at least of second order. Since K stands for the
correction term in Eq. (65) one needs to add the regu-
larized T -matrix Rreg to obtain the TCL generator. We
thus find that up to the second order, the TCL gener-
ator is equal to the regularized T -matrix. Additionally,

we see that the fourth-order correction has to come from
the first term in Eq. (90), and the sixth-order corrections
from the terms in the first line, specifically

K(4) = [[1, 0]]
(4)
1 , (91)

K(6) = [[1, 0]]
(4)
0 [[0]](2) + [[1, 1]]

(4)
1 [[0]](2)

+ [[2, 0]]
(4)
1 [[0]](2), (92)

where the upper index indicates the order in LV . Not-
ing that the regularized T -matrix is given by Rreg =
−i[0]− i[0, 0, 0]− · · · , it is now straightforward to explic-
itly calculate the first orders of the TCL generator, where
we reinsert the definitions of the double brackets:

S(2) = −i [0], (93)

S(4) = −i [0, 0, 0] + i [1]
(

J (1) ⋆ [0]
)

, (94)

S(6) = −i [0, 0, 0, 0, 0]+ [1]
(

J (1) ⋆ [0] ⋆ J (0) ⋆ [0]
)

+ i [1]
(

J (1) ⋆ [0, 0, 0]
)

− [1]
(

J (1) ⋆ [0]
)(

J (0) ⋆ [0]
)

+ i
(
[1, 0, 0] + [0, 1, 0] + [0, 0, 1]

)(

J (1) ⋆ [0]
)

+ [1]
(

J (0) ⋆ [0]
)(

J (1) ⋆ [0]
)

− i [1]
(

J (1) ⋆ [1]
)(

J (1) ⋆ [0]
)

− i [2]
(

J (1) ⋆ [0]
)(

J (1) ⋆ [0]
)

. (95)
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We have obtained an expansion of the TCL generator
in terms of superoperators that are finite by construc-
tion. This is the central result of this paper. Higher-order
terms can of course be generated using appropriate com-
puter algebra systems but become increasingly lengthy.

IV. SUMMARY AND CONCLUSIONS

In this paper, we have shown how to systematically
expand the TCL generator in the coupling between the
relevant small system and the environment. By compar-
ing the TCL generator and the propagator of the reduced
density matrix order by order, we have derived a repre-
sentation of the orders of the TCL generator in terms of
the orders of the propagator [Eq. (37)]. Although this
expansion and the one in terms of ordered cumulants are
equivalent, the former is expected to be advantageous for
numerical calculations and for analytical resummation
schemes because it requires fewer terms. This indicates
that massive cancellations, which are not obvious a pri-
ori, must occur in the ordered cumulants. Additionally,
we have shown that the same series can be rewritten as a
recursion relation [Eq. (38)], which further simplifies the
expansion.
In order to use the TCL formalism to describe trans-

port through quantum dots beyond weak dot-lead cou-
pling, insight into higher-order terms is required. With
this motivation, we have generalized the approach of Ref.
[15], in which all orders of the Pauli TCL generator (lim-
ited to diagonal elements of the reduced density matrix)
were derived, to describe the complete reduced density
matrix with coherences. As in the Pauli case, seemingly
divergent terms ultimately inherited from the T -matrix
occur. However, we have shown that all divergent terms
cancel order by order, leaving finite corrections to be
added to the properly regularized T -matrix to obtain
the TCL generator. An interesting mathematical struc-
ture is revealed, in which the product alternates between
the Schur (elementwise) product and the usual matrix
product. We have derived a relatively compact form of
the expansion to arbitrary order, which only contains fi-
nite terms [Eq. (89)]. The fundamental objects appearing
in this expansion describe processes that are each asso-
ciated with an “elementary” singularity (a factor 1/η,
where η is the adiabatic-switching rate sent to zero at
the end of the calculations). It thus provides an expan-
sion in the most singular contributions, not one in the
dot-lead coupling. However, on its basis, the expansion
of the TCL generator in the coupling can be obtained ex-
plicitly [Eqs. (93)–(95)], where our results guarantee the
finiteness of all terms.
Clearly, outside the perturbative regime, there is no

reason for any term in the series to be small, and the
convergence of the perturbative series is not guaranteed.
The next step, made possible by the present work, will be
to derive the conditions for its convergence. Moreover,
since every term is formally known one might hope to

perform partial resummations. Since the TCL ME is
exact and local in time, not just the stationary state but
the full dynamics in the intermediate-coupling regime can
be explored.
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Appendix A: Proof of Eq. (30)

We define A := [PG+GQQ]
−1

P and write G = I+Ḡ
and GQ = I + ḠQ, where Ḡ and ḠQ are given by

Ḡ(t, t0) = −i

∫ t

t0

dsL(s)G(s, t0), (A1)

ḠQ(t, t0) = −iQ

∫ t

t0

dsL(s)G(s, t0). (A2)

With these definitions, we find

P =
(
I + PḠ+ ḠQQ

)
A. (A3)

By letting Q act from the left on Eq. (A3) we obtain

0 =
(
Q+ ḠQQ

)
A =

(
I + ḠQ

)
QA = GQQA (A4)

since PQ = 0 and QḠQ = ḠQ. It is guaranteed that the
inverse of GQ exits, and by letting it act from the left on
Eq. (A4) we see that QA = 0, or equivalently A = PA.
Thus, by replacing A → PA in Eq. (A3), the term ḠQQ
vanishes, and after taking the inverse of the remaining
factor to the left of A, we find

A = P
[
I + PḠP

]−1
= P [Q+ PGP ]

−1
, (A5)

which completes the proof.

Appendix B: Recursive expansion of the TCL
generator

In this appendix, we prove Eq. (38). We start from Eq.
(37) and proceed by induction. The proof for the case
n = 1 is obvious. To prove the induction step, we require
the identity

∑

µ1+···+µj=µ

fj(µ1, . . . , µj)

=

µ−j+1
∑

k=1

∑

µ1+···+µj−1=µ−k

fj(µ1, . . . , µj−1, k), (B1)
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where fj is an arbitrary function of j arguments and
µ1, . . . , µj are greater then zero. We also need that

µ
∑

j=2

µ−j+1
∑

k=1

· · · =

µ−1
∑

k=1

µ−k+1
∑

j=2

· · · (B2)

Equipped with these equations, we now express the nth
order of the TCL generator as

S(n) =

n∑

k=1

(−1)k+1
∑

n1+···+nk=n

PĠ(n1)PG(n2)P · · · PG(nk)P

= PĠ(n)P +

n∑

k=2

(−1)k+1
∑

n1+···+nk=n

PĠ(n1)PG(n2)P · · · PG(nk)P

(B1)
= PĠ(n)P +

n∑

k=2

n−k+1∑

j=1

(−1)k+1
∑

n1+···+nk−1=n−j

PĠ(n1)PG(n2)P · · · PG(nk−1)PG(j)P

(B2)
= PĠ(n)P +

n−1∑

j=1

n−j+1
∑

k=2

(−1)k+1
∑

n1+···+nk−1=n−j

PĠ(n1)PG(n2)P · · · PG(nk−1)PG(j)P

= PĠ(n)P −

n−1∑

j=1





n−j
∑

k′=1

(−1)k
′+1

∑

n1+···+nk′=n−j

PĠ(n1)PG(n2)P · · · PG(nk′ )P



G(j)P

= PĠ(n)P −
n−1∑

j=1

S(n−j)PG(j)P . (B3)

In the second to last step we have introduced k′ = k − 1
and in the last step we have used the induction hypoth-
esis. This proves the proposed recursion relation.

Appendix C: Proof of Eq. (70)

Consider the matrix elements of the left-hand side of
Eq. (70):

(
J (λ1) ⋆A1 ⋆ · · · ⋆ J

(1) ⋆Ak ⋆ · · · ⋆ J (λn) ⋆An

)pq

mn

=
(
J (λ1)

)pq

mn

(
J (λ2)

)pq

α1β1
· · ·
(
J (1)

)pq

αk−1βk−1
· · ·

×
(
J (λn)

)pq

αn−1βn−1

(
A1

)α1β1

mn

(
A2

)α2β2

α1β1
· · ·
(
An

)pq

αn−1βn−1
.

(C1)

Because
(
J (1)

)pq

mn
= δ∆Em′n′ ,∆Ep′q′

and the matrix ele-

ments of all J (λ) only depend on differences of energies
of states but not on the states themselves we have

(
J (λ)

)pq

αβ

(
J (1)

)pq

γδ
=
(
J (λ)

)γδ

αβ

(
J (1)

)pq

γδ
. (C2)

Thus, with the substitutions αk−1 → α and βk−1 → β,
the right-hand side of Eq. (C1) can be written as

(
J (λ1)⋆A1⋆ · · ·⋆Ak−1

)αβ

mn

(
J (1)⋆Ak ⋆ · · ·⋆An

)pq

αβ
, (C3)

which completes the proof.

Appendix D: Analysis of the prefactor function fp,r

As a first step, we establish a connection between fp,r,
which is defined in Eq. (81), and the simpler function

f̃p,r(λ1,n,m, ~k) := fp,r
(
(λ1, 1, . . . , 1

︸ ︷︷ ︸

r − 1 times

),n,m, ~k
)
. (D1)

To do this, consider a fixed but arbitrary vector λ of
dimension r, where λ1 ∈ {0, 1}, λj1+1 = λj2+1 = · · · =
λjl−1+1 = 1, and all other elements are zero, i.e., k /∈
{1, j1 + 1, j2 + 1, . . . , jl−1 + 1} ⇒ λk = 0. Since the ji
can always be chosen accordingly for any vector λ there
is no loss of generality. Note that l = Σλ − λ1 + 1. It
then follows that ρ0, ρj1 , . . . , ρjl−1

∈ {0, 1} and all other
ρk are equal to unity. Hence, we find

fp,r(λ,n,m, ~k)

=

1∑

ρ0,ρj1 ,...,ρjl−1
=0

(−1)r−l(−1)ρ0+ρj1+···+ρjl−1 g0 · · · gp

µλ1
1 µn1+···+nj1+1 · · ·µn1+···+njl−1

+1

= (−1)r−l
1∑

ρ0,...,ρl−1=0

(−1)ρ0+···+ρl−1g0 · · · gp

µλ1
1 µn′

1+1 · · ·µn′

1+···+n′

l−1+1

= (−1)r−l f̃p,l(λ1,n
′,m, ~k), (D2)

where we have defined the vector n′ with elements n′k =
njk−1+1+ · · ·+njk for k < l and n′l = p−n′1−· · ·−n′l−1.
Thus, in order to understand the behavior of fp,r, it is

sufficient to consider f̃p,l.
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Now for every vector kj let Kj = kj,1 + · · · + kj,mj−1

denote the sum of its elements. The definition (82) of
gj shows that Kj = 0 implies gj = 1 and, in particular,
that K0 = 0 implies g0 = 1. In this case, no part of the
summand depends on ρ0 except for the factor (−1)ρ0 .

Thus, if K0 = 0 then f̃p,l = 0.

In the next step, we use the following fact: if g(x)
is a normalized polynomial in x of order n, then
∑1

ρ=0(−1)ρ g(m+(1−ρ)µ) is a normalized polynomial in
µ of order n without an order-zero term. With this, we
can perform the sum over ρ0 since µ0 = m0 + (1− ρ0)µ1

[see Eq. (74)] and we can interpret g0(µ0) = g0(m0+(1−
ρ0)µ1) as a polynomial of order K0 in µ1 [see Eq. (82)].
We find

f̃p,l = Θ(K0 ≥ 1)

1∑

ρ1,...,ρl−1=0

(−1)ρ1+···+ρl−1 g1 · · · gp
µn′

1+1 · · ·µn′

1+···+n′

l−1+1

× (µK0−λ1
1 + · · ·+ c1 µ

1−λ1
1 ), (D3)

where Θ(X) = 1 if X is a true statement and Θ(X) = 0
otherwise. The second line represents some polyno-
mial in µ1 of order K0 − λ1, with unit coefficient of
the highest-order term and vanishing order-zero term.
In this expression, only the factor (−1)ρ1 , the func-
tions g1, . . . , gn′

1
, and the polynomial in the second line

depend on ρ1 (through µ1, . . . , µn′

1
). With the same

reasoning as before, we conclude that f̃p,r is zero if
K0 + · · · + Kn′

1
= λ1 since in this case nothing except

for the factor (−1)ρ1 depends on ρ1. Therefore, f̃p,l is
proportional to Θ(K0+ · · ·+Kn′

1
≥ λ1+1) and if this Θ

function equals unity we can again interpret the second
line of Eq. (D3) together with the factor g1 · · · gn′

1
as a

polynomial in µ1 = m1 + · · ·+mn′

1
+ (1− ρ1)µn′

1+1 and
perform the sum over ρ1 to obtain a polynomial in µn′

1+1

of order K0 + · · ·+Kn′

1+n′

2
− λ1 − 1.

The described procedure can now be iterated to elim-
inate all the remaining sums, leading to the result

f̃p,l = Θ(K0 ≥ 1)Θ(K0 + · · ·+Kn′

1
≥ λ1 + 1)

×Θ(K0 + · · ·+Kn′

1+n′

2
≥ λ1 + 2) · · ·

×Θ(K0 + · · ·+Kn′

1+···+n′

l−1
≥ λ1 + l − 1)

× gn′

1+···+n′

l−1+1 · · · gp. (D4)

Inspecting the last Θ function in Eq. (D4) and noting
that l − 1 = Σλ − λ1, we see that a necessary condition
for f̃p,l to be non-zero is that

Σk ≥ K0 + · · ·+Kn′

1+···+n′

l−1
≥ λ1 + l − 1 = Σλ. (D5)

Hence, we conclude that every term in the expansion of
the TCL generator with a negative power of η is zero
[see Eq. (80)], and therefore that the expansion is well
behaved. Furthermore, in the limit η → 0+, only the
terms with Σk = Σλ remain. In this case, the last Θ
function in Eq. (D4) also implies that

Kn′

1+···+n′

l−1+1 = · · · = Kp = 0, (D6)

from which it follows that

gn′

1+···+n′

l−1
+1 = · · · = gp = 1. (D7)

Substituting our result for f̃p,l into Eq. (D2), we arrive
at the result

fp,r = (−1)r−Σλ+λ1−1 Θ(K0 ≥ 1)

×Θ(K0 + · · ·+Kn′

1
≥ λ1 + 1)

×Θ(K0 + · · ·+Kn′

1+n′

2
≥ λ1 + 2) · · ·

×Θ(K0 + · · ·+Kn′

1+···+n′

l−1
= Σλ), (D8)

which was asserted in the main text.
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