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#### Abstract

The Burgers' equation is a one-dimensional momentum equation for a Newtonian fluid. The Cole-Hopf transformation solves the equation for a given initial and boundary condition. However, in most cases the resulting integral equation can only be solved numerically. In this work a new semi-analytic solving method is introduced for analytic and bounded series solutions of the Burgers' equation. It is demonstrated that a sequence transformation can split the nonlinear Burgers' equation into a sequence of linear diffusion equations. Each consecutive sequence element can be solved recursively using the Green's function method. The general solution to the Burgers' equation can therefore be written as a recursive integral equation for any initial and boundary condition. For a complex exponential function as initial condition we derive a new analytic solution of the Burgers' equation in terms of the Bell polynomials. The new solution converges absolutely and uniformly and matches a numerical solution with arbitrary precision. The presented semi-analytic solving method can be generalized to a larger class of nonlinear partial differential equations which we leave for future work.
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## 1. Introduction

The Burgers' equation is a momentum equation for a one-dimensional viscous fluid [1]. The equation describes a competition in the velocity field between
nonlinear convection and linear diffusion. It has an important historical significance in modeling turbulence, plays an important role in nonlinear acoustics and has applications in traffic flows [2, 3, 4, 5, 6,

The Cole-Hopf transformation converts the Burgers' equation into a linear diffusion equation which can be solved by the Green's function method for any initial and boundary condition [7, 8]. For some initial data the resulting integral equation can be solved explicitly in a closed-form solution or series solution [9, 10]. For many initial and boundary conditions however explicit solutions cannot be obtained and the integral equation has to be solved numerically. As a result, the capability to analytically understand the nonlinear dynamics is limited and other semi-analytic solving methods become important.

In this work we solve the Burgers' equation using a sequence approach. We show that the Burgers' equation can be transformed into a sequence of linear diffusion equations for holomorphic and bounded series solutions. Each consecutive sequence element can be solved recursively using the Green's function method. The general solution to any initial value problem of the Burgers' equation can therefore be written as a recursive integral equation. This novel semi-analytic method is termed the sequence transformation method. For some initial and boundary conditions this recursive integral equation can be solved explicitly and written in a closed-form series. We show that we are able to obtain a closed-form series solution for a specific initial condition for which the Cole-Hopf integral solution holds no known closed-form solution.

Other semi-analytical methods such as the homotopy analysis method, Adomian decomposition method, differential transform method and variational iteration method have been successfully used in the past to solve the Burgers' equation [11, 12, 13, 14, 15, 16, 17, 18. The approach in these methods resembles our approach, in the sense that the solution is an infinite series whose terms can be calculated term-wise. However our approach does not require a deformation parameter, an auxiliary convergence parameter, predefined expansion polynomials, an expansion parameter, explicit Taylor series or Lagrange multipliers. Instead, the sequence of linear diffusion equations follows naturally from
a sequence transformation applied to the Burgers' equation. Any initial condition, boundary condition or source term can be straightforwardly integrated using the Green's function method.

In 2 a Banach space is introduced including a set of sequence operations. The sequence transformation method is presented in 3 . In 4 the complex valued Burgers' differential equation is given. A new and complete analytic solution to the Burgers' equation is presented in $\$ 5$ written in terms of the Bell polynomials for a complex exponential function as initial condition. Finally in $\$ 6$ we conclude and discuss possible future directions.

## 2. Preliminaries

In 2.1 we introduce a Banach space for a class of well behaved and physically relevant functions. In the remainder of this section we discuss four important operations in the Banach space that are used in this work. First in 2.2 we show that differentiation and integration for a series in this space can be performed term-wise. In 2.3 the Cauchy product is introduced for two series. Finally in $\$ 2.4$ we introduce the concept of a complete function and show that analytic continuation is a unique process.

### 2.1. Banach space and series

Let $\Omega \subseteq \mathbb{C}^{2}$ be an open subset and let $\mathcal{F}(\Omega)$ be a Banach space of all bounded holomorphic functions of two variables $f(z, w): \Omega \rightarrow \mathbb{C}$ with the supremum $\operatorname{norm}\|f(z, w)\|:=\sup _{(z, w) \in \Omega}|f(z, w)|$. We define the sequence space $\mathcal{F}_{s}(\Omega)$ as the set of all possible infinite sequences $\left\{f_{n}(z, w)\right\}$ with $f_{n}(z, w) \in \mathcal{F}(\Omega)$ and $n \in \mathbb{N}$ whose series converges by the Weierstrass M-test. That is, a sequence $\left\{f_{n}(z, w)\right\}$ is only member of $\mathcal{F}_{s}(\Omega)$ when $\left\|f_{n}(z, w)\right\| \leq M_{n}$ and $\sum_{n=1}^{\infty} M_{n}<$ $\infty$. As a result, any sequence $\left\{f_{n}(z, w)\right\} \in \mathcal{F}_{s}(\Omega)$ has a series that converges absolutely and uniformly on $\Omega$ to a member in $\mathcal{F}(\Omega)$, since the Banach space is complete. Our notation for a series is

$$
\begin{equation*}
f(z, w):=\sum_{n} f_{n}(z, w):=\sum_{n}\left\{f_{n}(z, w)\right\}, \tag{1}
\end{equation*}
$$

where the summation over a sequence results in a series.

### 2.2. The differentiation and integration of a series

A series $f(z, w) \in \mathcal{F}(\Omega)$ of the sequence $\left\{f_{n}(z, w)\right\} \in \mathcal{F}_{s}(\Omega)$ is infinitely differentiable term-wise with respect to $z$ or $w$, since $f(z, w)$ converges uniformly in $\Omega$ and is analytic in both $z$ and $w$. Furthermore integration of the series $f(z, w)$ along any continuous path in $\Omega$ with respect to the variable $z$ or $w$ can be performed term-wise, since $f(z, w)$ converges uniformly in $\Omega$ and is continuous in both $z$ and $w$.

### 2.3. The product of two series

Two series $f(z, w) \in \mathcal{F}(\Omega)$ of the sequence $\left\{f_{n}(z, w)\right\} \in \mathcal{F}_{s}(\Omega)$ and $g(z, w) \in$ $\mathcal{F}(\Omega)$ of the sequence $\left\{g_{n}(z, t)\right\} \in \mathcal{F}_{s}(\Omega)$ may be multiplied together using the Cauchy product as
$f(z, w) g(z, w):=\left(\sum_{n} f_{n}(z, w)\right)\left(\sum_{n} g_{n}(z, w)\right)=\sum_{n}\left(\sum_{m=1}^{n-1} f_{m}(z, w) g_{n-m}(z, w)\right)$.

The functions $f(z, w), g(z, w)$ and the product $f(z, w) g(z, w)$ are absolutely and uniformly convergent in $\Omega$. Therefore we have that the product $f(z, w) g(z, w)$ is a member of $\mathcal{F}(\Omega)$, since the Banach space is complete.

### 2.4. Analytic continuation and complete functions

A function $F(z, w) \in \mathcal{F}(\Phi)$ may consist of a finite set of function elements

$$
\begin{equation*}
\left(f^{k}(z, w) \in \mathcal{F}\left(\Omega_{k}\right), \Omega_{k} \subseteq \Phi\right) \tag{3}
\end{equation*}
$$

such that

$$
\begin{aligned}
F(z, w) & :=\bigcup_{k} f^{k}(z, w) \\
\Phi & :=\bigcup_{k} \Omega_{k}
\end{aligned}
$$

where $\Omega_{k}$ and $\Phi \subseteq \mathbb{C}^{2}$ are open, $k \in \mathbb{N}$ and we use superscript notation for a function element $k$ (not to be confused with the derivative). If $\Phi$ denotes the
natural boundary for $F(z, w)$ such that there exists no analytic continuation of $F(z, w)$ outside $\Phi$ then $F(z, w)$ is complete.

The analytic continuation of two function elements $\left(f^{k}(z, w), \Omega_{k}\right)$ and ( $\left.f^{\lambda}(z, w), \Omega_{\lambda}\right)$ is unique when $\Omega_{k} \cap \Omega_{\lambda} \neq \varnothing$ and $\lambda \in \mathbb{N}$. That is, suppose $\left(u(z, w), \Omega_{\lambda}\right)$ and $\left(v(z, w), \Omega_{\lambda}\right)$ are two analytic continuations of $\left(f^{k}(z, w), \Omega_{k}\right)$. Now if $u(z, w)=$ $v(z, w)=f^{k}(z, w)$ for all $(z, w) \in\left(\Omega_{k} \cap \Omega_{\lambda}\right)$ we must have that $u(z, w)=v(z, w)$ for all $(z, w) \in \Omega_{\lambda}$, since $u(z, w)$ and $v(z, w)$ are both analytic and $\Omega_{k} \cap \Omega_{\lambda} \neq \varnothing$.

## 3. The sequence transformation method

Let us define a transformation $\mathcal{T}: \mathcal{F}_{s}(\Omega) \rightarrow \mathcal{F}(\Omega)$ for a sequence $\left\{f_{n}(z, w)\right\} \in$ $\mathcal{F}_{s}(\Omega)$ to a tagged series $\hat{f}(z, w, s) \in \mathcal{F}(\Omega)$ by

$$
\begin{equation*}
\mathcal{T}\left[\left\{f_{n}(z, w)\right\}\right]:=\sum_{n} f_{n}(z, w) \exp (i n s) \tag{4}
\end{equation*}
$$

where $i$ is the imaginary unit and $s \in[-\pi, \pi]$. The tagged series

$$
\begin{equation*}
\hat{f}(z, w, s)=\sum_{n} f_{n}(z, w) \exp (i n s) \tag{5}
\end{equation*}
$$

converges absolutely and uniform on $\Omega \times[-\pi, \pi]$, because

$$
\left\|f_{n}(z, w) \exp (i n s)\right\| \leq\left\|f_{n}(z, w)\right\| \leq M_{n}
$$

for all $(z, w, s) \in \Omega \times[-\pi, \pi]$. The inverse transformation $\mathcal{T}^{-1}: \mathcal{F}(\Omega) \rightarrow \mathcal{F}_{s}(\Omega)$ from a tagged series $\hat{f}(z, w, s) \in \mathcal{F}(\Omega)$ to a sequence $\left\{f_{m}(z, w)\right\} \in \mathcal{F}_{s}(\Omega)$ is defined as

$$
\begin{equation*}
\mathcal{T}^{-1}[\hat{f}(z, w, s)]=\left\{\frac{1}{2 \pi} \int_{-\pi}^{\pi} \hat{f}(z, w, s) \exp (-i m s) \mathrm{d} s\right\}=\left\{f_{m}(z, w)\right\} \tag{6}
\end{equation*}
$$

where $m \in \mathbb{N}$ and we are allowed to integrate term-by-term, since the integrand converges uniformly on $\Omega \times[-\pi, \pi]$. The identity transform is given by

$$
\begin{aligned}
\mathcal{T}^{-1} \mathcal{T}\left[\left\{f_{n}(z, w)\right\}\right] & =\left\{\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left(\sum_{n} f_{n}(z, w) \exp (i n s)\right) \exp (-i m s) \mathrm{d} s\right\} \\
& =\left\{\sum_{n} \frac{1}{2 \pi} \int_{-\pi}^{\pi} f_{n}(z, w) \exp (i(n-m) s) \mathrm{d} s\right\} \\
& =\left\{f_{m}(z, w)\right\}
\end{aligned}
$$

The remarkable feature of this transformation is that every sequence in $\mathcal{F}_{s}(\Omega)$ has a tagged series for which the inverse transformation allows to obtain the original sequence. We can use this property to split a nonlinear differential equation into a sequence of linear differential equations which we show in the next section for the Burgers' equation.

## 4. The Burgers' equation

Let $f(z, w) \in \mathcal{F}(\Omega)$ be a series of the sequence $\left\{f_{n}(z, w)\right\} \in \mathcal{F}_{s}(\Omega)$ and be a solution of the Burgers' differential operator $\mathcal{A}: \mathcal{F}(\Omega) \rightarrow \mathcal{F}(\Omega)$ given by the zero-map

$$
\begin{equation*}
\mathcal{A}[f(z, w)]=\frac{\partial f(z, w)}{\partial w}-\nu \frac{\partial^{2} f(z, w)}{\partial z^{2}}+f(z, w) \frac{\partial f(z, w)}{\partial z}=0 \tag{7}
\end{equation*}
$$

where $\nu \in \mathbb{R}>0$ is the viscosity.
In 4.1 we apply the sequence transformation to the Burgers' equation and show that the nonlinear differential equation can be decomposed in a sequence of linear diffusion equations for all holomorphic and bounded series solutions. In $\$ 4.2$ the Green's function method is introduced to solve the resulting sequence of linear diffusion equations for an initial value problem. In order to simplify the analysis, the scope is limited to complex-valued functions with real arguments. Finally, in 4.3 the concept of a complete solution is explained.

### 4.1. The sequence differential equation

Instead of solving (7) directly for a function $f(z, w)$, we first decompose the nonlinear equation into a sequence of linear diffusion equations by making use of the sequence transformation, see $\$ 3$. We start by applying the differential operator $\mathcal{A}$ to a tagged series $\hat{f}(z, w, s)$ and calculate the inverse sequence transformation $\mathcal{T}^{-1}$ by

$$
\begin{align*}
& \mathcal{T}^{-1}[\mathcal{A}[\hat{f}(z, w, s)]]=\mathcal{T}^{-1}\left[\frac{\partial \hat{f}(z, w, s)}{\partial w}-\nu \frac{\partial^{2} \hat{f}(z, w, s)}{\partial z^{2}}+\hat{f}(z, w, s) \frac{\partial \hat{f}(z, w, s)}{\partial z}\right] \\
& =\mathcal{T}^{-1}\left[\sum_{n}\left(\frac{\partial f_{n}(z, w) \exp (i n s)}{\partial w}-\nu \frac{\partial^{2} f_{n}(z, w) \exp (i n s)}{\partial z^{2}}+\left(\sum_{l=1}^{n-1} f_{l}(z, w) \frac{\partial f_{n-l}(z, w)}{\partial z}\right) \exp (i n s)\right)\right] \\
& =\left\{\frac{\partial f_{m}(z, w)}{\partial w}-\nu \frac{\partial^{2} f_{m}(z, w)}{\partial z^{2}}+\sum_{l=1}^{m-1} f_{l}(z, w) \frac{\partial f_{m-l}(z, w)}{\partial z}\right\}  \tag{8}\\
& =\{0\}
\end{align*}
$$

where $\{0\}$ is the null sequence, $m \in \mathbb{N}$, the product $\hat{f}(z, w, s) \frac{\partial \hat{f}(z, w, s)}{\partial z}$ is written out using the Cauchy product (see section 2.3) and we have used that $\hat{f}(z, w, s)$ is a holomorphic function and absolutely and uniformly convergent. As a result, we see that each sequence element $f_{m}(z, w)$ is a solution of an in-homogeneous linear diffusion equation.

In the next section we use the Green's function method to solve the sequence of linear diffusion equations.

### 4.2. Solving the sequence differential equation on two lines in the complex plane

To simplify our analysis, we will only consider functions $u(x, t): \Delta \rightarrow \mathbb{C}$, where $\Delta \subseteq \mathbb{R}^{2}$. If we set $z=x \exp \left(i \theta_{x}\right)$ and $w=t \exp \left(i \theta_{t}\right)$ as the complex polar coordinates, we can define $u(x, t)$ as the function

$$
\begin{equation*}
u(x, t):=f\left(x \exp \left(i \theta_{x}\right), t \exp \left(i \theta_{t}\right)\right) \tag{9}
\end{equation*}
$$

where $\left(\theta_{x}, \theta_{t}\right) \in \mathbb{R}^{2}$ are two constants and $(x, t) \in \mathbb{R}^{2}$ are two real variables. As a result, the function $u(x, t)$ is actually the function $f(z, w)$ restricted on two line segments in the complex plane. The function $u(x, t)$ is analytic along the line segments in the complex plane, since $f(z, w)$ is holomorphic on $\Omega$ and $\Delta \subset \Omega$. An example on how to solve (7) with an initial and boundary conditions in the full complex plane is outside the scope of this work.

Let $u(x, t)$ be a bounded and analytic series of the sequence $\left\{u_{n}(x, t)\right\}$ and a solution of the Burgers' differential operator (7), restricted on $\Delta:\left(x_{a}, x_{b}\right) \times$
$\left(t_{a}, t_{b}\right) \subseteq \mathbb{R}^{2}$, then the sequence differential equations, following (8), are given by

$$
\begin{cases}\frac{\partial u_{1}(x, t)}{\partial t}-\nu \frac{\partial^{2} u_{1}(x, t)}{\partial x^{2}} & =0 \\ \frac{\partial u_{2}(x, t)}{\partial t}-\nu \frac{\partial^{2} u_{2}(x, t)}{\partial x^{2}} & =-u_{1}(x, t) \frac{\partial u_{1}(x, t)}{\partial x} \\ \frac{\partial u_{3}(x, t)}{\partial t}-\nu \frac{\partial^{2} u_{3}(x, t)}{\partial x^{2}} & =-\left(u_{1}(x, t) \frac{\partial u_{2}(x, t)}{\partial x}+u_{2}(x, t) \frac{\partial u_{1}(x, t)}{\partial x}\right) \\ \cdots & =\cdots \\ \frac{\partial u_{m}(x, t)}{\partial t}-\nu \frac{\partial^{2} u_{m}(x, t)}{\partial x^{2}} & =-\sum_{l=1}^{m-1} u_{l}(x, t) \frac{\partial u_{m-l}(x, t)}{\partial x}\end{cases}
$$

We see that each individual sequence element is an in-homogeneous linear diffusion equation that can be solved using the Green's function method as

$$
\begin{align*}
& u_{1}(x, t)=\int_{x_{a}}^{x_{b}} G\left(x, x_{0} ; t, t_{a}\right) u\left(x_{0}, t_{a}\right) \mathrm{d} x_{0}  \tag{10}\\
& +\left.\nu \int_{t_{a}}^{t^{+}}\left(G\left(x, x_{0} ; t, t_{0}\right) \frac{\partial u\left(x_{0}, t_{0}\right)}{\partial x_{0}}-u\left(x_{0}, t_{0}\right) \frac{\partial G\left(x, x_{0} ; t, t_{0}\right)}{\partial x_{0}}\right)\right|_{x_{0}=x_{a}} ^{x_{0}=x_{b}} \mathrm{~d} t_{0} \\
& u_{m \geq 2}(x, t)=-\int_{t_{a}}^{t^{+}} \int_{x_{a}}^{x_{b}} G\left(x, x_{0} ; t, t_{0}\right)\left(\sum_{l=1}^{m-1} u_{l}\left(x_{0}, t_{0}\right) \frac{\partial u_{m-l}\left(x_{0}, t_{0}\right)}{\partial x_{0}}\right) \mathrm{d} x_{0} \mathrm{~d} t_{0},
\end{align*}
$$

where $G\left(x, x_{0} ; t, t_{0}\right)$ is the Green's function and satisfies the causal diffusion equation

$$
-\frac{\partial G\left(x, t ; x_{0}, t_{0}\right)}{\partial t_{0}}-\nu \frac{\partial^{2} G\left(x, t ; x_{0}, t_{0}\right)}{\partial x_{0}^{2}}=\delta\left(x-x_{0}\right) \delta\left(t-t_{0}\right),
$$

where $G\left(x, x_{0} ; t, t^{+}\right)=0$ and $\delta$ is the Dirac delta function. The general solution of the Burgers' equation $(7)$ for any initial and boundary condition can therefore be written as a recursive integral equation by

$$
\begin{align*}
u(x, t)= & \sum_{m=1}^{\infty} u_{m}(x, t)=\int_{x_{a}}^{x_{b}} G\left(x, x_{0} ; t, t_{a}\right) u\left(x_{0}, t_{a}\right) \mathrm{d} x_{0}  \tag{11}\\
& +\left.\nu \int_{t_{a}}^{t^{+}}\left(G\left(x, x_{0} ; t, t_{0}\right) \frac{\partial u\left(x_{0}, t_{0}\right)}{\partial x_{0}}-u\left(x_{0}, t_{0}\right) \frac{\partial G\left(x, x_{0} ; t, t_{0}\right)}{\partial x_{0}}\right)\right|_{x_{0}=x_{a}} ^{x_{0}=x_{b}} \mathrm{~d} t_{0} \\
& -\sum_{m=2}^{\infty} \int_{t_{a}}^{t^{+}} \int_{x_{a}}^{x_{b}} G\left(x, x_{0} ; t, t_{0}\right)\left(\sum_{l=1}^{m-1} u_{l}\left(x_{0}, t_{0}\right) \frac{\partial u_{m-l}\left(x_{0}, t_{0}\right)}{\partial x_{0}}\right) \mathrm{d} x_{0} \mathrm{~d} t_{0}
\end{align*}
$$



Figure 1: The complex plane for the variables $w \in \mathbb{C}, \theta_{t} \in \mathbb{R}$ and $t \in \mathbb{R}$ for two line segments $w=t \exp \left(i \theta_{t}\right)$ for the intervals $t \in\left(t_{a}, t_{b}\right)$ and $t \in\left(t_{a}, t_{c}\right)$.

We note that the Green's function method does not guarantee that $u(x, t)$ is complete, see section 2.4

### 4.3. The complete solution

The Green's function method allows to solve the sequence differential equation for given initial and boundary conditions, but it does not guarantee that the resulting series $u(x, t)$ is complete, i.e. the radius of convergence of the solution is typically not the full domain of interest. Therefore the solution $u(x, t)$ is generally a function element of some yet unknown complete solution $U(x, t): \Psi \rightarrow \mathbb{C}$, following section 2.4 , where $\Psi \subseteq \mathbb{R}^{2}$ denotes the natural boundary.

Figure 1 shows the complex plane for the complex variable $w$ and two line segments $w=t \exp \left(i \theta_{t}\right)$ for $t \in\left(t_{a}, t_{b}\right)$ and $t \in\left(t_{a}, t_{c}\right)$ where $t_{c}>t_{b}$. Suppose $u(x, t)$ only converges on $(x, t) \in\left(x_{a}, x_{b}\right) \times\left(t_{a}, t_{b}\right)$, where $x_{a}$ and $x_{b}$ is the natural boundary along $x$. Then there might be an analytic extension to $(x, t) \in$ $\left(x_{a}, x_{b}\right) \times\left(t_{a}, t_{c}\right)$, where $t_{c}$ is the natural boundary along $t$. Hence, $U(x, t)$ is the complete function on the domain $\Psi:\left(x_{a}, x_{b}\right) \times\left(t_{a}, t_{c}\right)$ and $u(x, t)$ is a function element $\left(u(x, t),\left(x_{a}, x_{b}\right) \times\left(t_{a}, t_{b}\right)\right)$ of $U(x, t)$.

The Green's function method can in this case be used to analytically extend the function $u(x, t)$ to a larger domain. The new function element $v(x, t)$ can be obtained by solving a series $v(x, t)$ of sequence $\left\{v_{n}(x, t)\right\}$ with initial conditions starting in between $t_{a}<t<t_{b}$.

## 5. An initial value problem for the Burgers' equation

Consider the following initial value problem for the Burgers' equation

$$
\begin{gather*}
\frac{\partial u(x, t)}{\partial t}-\nu \frac{\partial^{2} u(x, t)}{\partial x^{2}}+u(x, t) \frac{\partial u(x, t)}{\partial x}=0 \\
u(x, 0)=\exp (i x)=\cos (x)+i \sin (x) \tag{12}
\end{gather*}
$$

where $\nu \in \mathbb{R}>0, t \geq 0, \infty<x<\infty$. To solve the differential equation, we start in 5.1 with the ansatz that the solution is a series that can be solved using the sequence transformation method. Later in $\$ 5.2$ we proof that the ansatz is correct and we show that the series indeed converges absolutely and uniform in a domain $\Delta$. Finally in $\$ 5.3$ we give the absolute error of the series solution and compare the solution convergence properties to a numerical solution using the Cole-Hopf transformation.

### 5.1. Solving the initial value problem

We assume that the solution to the initial value problem (12) is a series $u(x, t) \in \mathcal{F}(\Delta)$ of the sequence $\left\{u_{n}(x, t)\right\} \in \mathcal{F}_{s}(\Delta)$. Following 10 , the solution for the sequence $\left\{u_{m}(x, t)\right\}$ is

$$
\begin{aligned}
u_{1}(x, t) & =\int_{-\infty}^{\infty} G\left(x, x_{0} ; t, 0\right) \exp \left(i x_{0}\right) \mathrm{d} x_{0} \\
u_{m \geq 2}(x, t) & =-\int_{0}^{t^{+}} \int_{-\infty}^{\infty} G\left(x, x_{0} ; t, t_{0}\right)\left(\sum_{l=1}^{m-1} u_{l}\left(x_{0}, t_{0}\right) \frac{\partial u_{m-l}\left(x_{0}, t_{0}\right)}{\partial x_{0}}\right) \mathrm{d} x_{0} \mathrm{~d} t_{0}
\end{aligned}
$$

where $G\left(x, x_{0} ; t, t_{0}\right)$ is the free-space Green's function

$$
\begin{equation*}
G\left(x, x_{0} ; t, t_{0}\right)=\frac{1}{\sqrt{4 \pi \nu\left(t-t_{0}\right)}} \exp \left(\frac{-\left(x-x_{0}\right)^{2}}{4 \nu\left(t-t_{0}\right)}\right) H\left(t-t_{0}\right) \tag{13}
\end{equation*}
$$



Figure 2: A plot of the complex-valued solution $u(x, t)$, given by 15 , for $2 \pi<x<2 \pi$ at three different times $t=0, t=1$ and $t=4$ with $\nu=0.3$. The imaginary part is plotted on the left and the real part is plotted on the right. The series solution has been cut-off at $m=30$.
where $i$ is the imaginary unit and $H\left(t-t_{0}\right)$ is the Heaviside theta function [19]. The first three calculated sequence elements of $\left\{u_{m}(x, t)\right\}$ are

$$
\left\{\begin{aligned}
u_{1}(x, t) & =\exp (i x-t \nu) \\
u_{2}(x, t) & =\frac{i \exp (-4 \nu t+2 i x)(1-\exp (2 \nu t))}{2 \nu} \\
u_{3}(x, t) & =-\frac{\exp (-9 \nu t+3 i x)(1-3 \exp (4 \nu t)+2 \exp (6 \nu t))}{8 \nu^{2}} \\
\cdots & =\cdots
\end{aligned}\right.
$$

where we have omitted the Heaviside theta functions since $t \geq 0^{+}$. The sequence can be captured in a closed from as

$$
\begin{align*}
u_{m}(x, t)= & \frac{i^{m-1} \exp \left(-\nu m^{2} t+i m x\right)}{2^{m-1} \nu^{m-1}(m-1)!} \times \\
& \sum_{k=1}^{m}(-1)^{k-1}(k-1)!\mathrm{B}_{m, k}\left(\mu_{1}(m, t), \ldots, \mu_{m-k+1}(m, t)\right) \tag{14}
\end{align*}
$$

where $\mathrm{B}_{m, k}\left(\mu_{1}(m, t), \ldots, \mu_{m-k+1}(m, t)\right)$ are the exponential Bell polynomials and

$$
\mu_{l}(m, t):=\exp (l \nu t(m-l))
$$

Following (11), the full solution to our initial value problem is then given by

$$
\begin{equation*}
u(x, t)=\sum_{m=1}^{\infty} u_{m}(x, t) \tag{15}
\end{equation*}
$$

where $(x, t) \in \Delta$. In figure 2 we plot the solution $u(x, t)$ for $2 \pi<x<2 \pi$ at different times with $\nu=0.3$. The figure shows a competition between nonlinear convection and linear diffusion in the velocity field. At $t=1$ we see the development of a shock wave in both the real and imaginary part of the solution which is dissipated by viscosity on later times.

### 5.2. Proof of convergence

In order to show that our ansatz was correct, we need to proof that 15 converges absolutely and uniform in $\Delta$. We start by estimating

$$
\begin{align*}
\left|u_{m}(x, t)\right| & \leq \frac{\exp \left(-\nu m^{2} t\right)}{2^{m-1} \nu^{m-1}(m-1)!}\left|\sum_{k=1}^{m}(-1)^{k-1}(k-1)!\mathrm{B}_{m, k}\left(\mu_{1}(m, t), \ldots, \mu_{m-k+1}(m, t)\right)\right| \\
& \leq \frac{\exp \left(-\nu m^{2} t\right)}{2^{m-1} \nu^{m-1}(m-1)!} \sum_{k=1}^{m}\left|(-1)^{k-1}(k-1)!\mathrm{B}_{m, k}\left(\mu_{1}(m, t), \ldots, \mu_{m-k+1}(m, t)\right)\right| \\
& =\frac{\exp \left(-\nu m^{2} t\right)}{2^{m-1} \nu^{m-1}(m-1)!} \sum_{k=1}^{m}(k-1)!\mathrm{B}_{m, k}\left(\mu_{1}(m, t), \ldots, \mu_{m-k+1}(m, t)\right) \\
& \leq \frac{\exp \left(-\nu m^{2} t\right) \exp (\nu(m-1) m t)}{2^{m-1} \nu^{m-1}(m-1)!} \sum_{k=1}^{m}(k-1)!\mathrm{B}_{m, k}(1,1, \ldots, 1) \\
& =\frac{\exp (-\nu m t)}{2^{m-1} \nu^{m-1}(m-1)!} \sum_{k=1}^{m}(k-1)!\left\{\begin{array}{c}
m \\
k
\end{array}\right\} \tag{16}
\end{align*}
$$

where $\left\{\begin{array}{l}m \\ k\end{array}\right\}$ are the Stirling numbers of the second kind. Now by the ratio test we have that

$$
\begin{align*}
\lim _{m \rightarrow \infty} \frac{\left|u_{m+1}(x, t)\right|}{\left|u_{m}(x, t)\right|} & =\lim _{m \rightarrow \infty}\left(\frac{\frac{\exp (-\nu(m+1) t)}{2^{m} \nu^{m}(m)!} \sum_{k=1}^{m+1}(k-1)!\left\{\begin{array}{c}
m+1 \\
k
\end{array}\right\}}{\frac{\exp (-\nu m t)}{2^{m-1} \nu^{m-1}(m-1)!} \sum_{k=1}^{m}(k-1)!\left\{\begin{array}{c}
m \\
k
\end{array}\right\}}\right) \\
& =\lim _{m \rightarrow \infty}\left(\frac{\exp (-\nu t)}{2 \nu m} \frac{\sum_{k=1}^{m+1}(k-1)!\left\{\begin{array}{c}
m+1 \\
k
\end{array}\right\}}{\sum_{k=1}^{m}(k-1)!\left\{\begin{array}{c}
m \\
k
\end{array}\right\}}\right) \\
& =\frac{\exp (-\nu t)}{2 \nu} \lim _{m \rightarrow \infty}\left(\frac{1}{m} \frac{\sum_{k=1}^{m+1}(k-1)!\left\{\begin{array}{c}
m+1 \\
k
\end{array}\right\}}{\sum_{k=1}^{m}(k-1)!\left\{\begin{array}{c}
m \\
k
\end{array}\right\}}\right) \\
& =\frac{r \exp (-\nu t)}{2 \nu} \\
& <1 \tag{17}
\end{align*}
$$

where $r=\lim _{m \rightarrow \infty}\left(\frac{1}{m} \frac{\sum_{k=1}^{m+1}(k-1)!\left\{\begin{array}{c}m+1 \\ k\end{array}\right\}}{\sum_{k=1}^{m}(k-1)!\left\{\begin{array}{c}m \\ k\end{array}\right\}}\right)$ and can be calculated numerically as $r \approx 1.4427$. The convergence condition for the Weierstrass M-test is fulfilled,
see section 2.1. when $\nu>r / 2$ for all $t \geq 0$. The sequence elements are entire analytic functions and the series convergences uniformly and absolutely in $\Delta=(-\infty, \infty) \times(0, \infty)$ for $\nu>r / 2$, therefore the solution 15 is analytic and complete for $\nu>r / 2$.

We note that we do not have a more narrow upper bound for the Bell polynomials in 16), therefore the series may in fact be convergent for values $\nu \leq r / 2$ as figure 2 shows.

### 5.3. The absolute error

The series solution (15) of the initial value problem converges absolutely and uniform in $\Delta=(-\infty, \infty) \times(0, \infty)$ for $\nu>r / 2$. This means that we can define an absolute error as

$$
\begin{equation*}
\delta U=\left|U(x, t)-U_{N}(x, t)\right| \tag{18}
\end{equation*}
$$

where $(x, t)=\sup _{(x, t) \in \Lambda}|U(x, t)|, \Lambda \subseteq \Delta, U(x, t)$ is the exact solution of the initial value problem and $U_{N}(x, t)$ is the partial series solution given by

$$
\begin{equation*}
U_{N}(x, t)=\sum_{m=1}^{N} u_{m}(x, t) \tag{19}
\end{equation*}
$$

$N \in \mathbb{N}$. The absolute error (18) goes to zero as $N \rightarrow \infty$ and can be used to show how fast the partial series solution converges to the exact solution in $\Lambda$ for increasing values of $N$.

The exact solution with infinite precision is not known, but we can use the absolute error (18) to show how fast the partial series solution converges to the numerical solution of the initial value problem given by the Cole-Hopf transformation [7]

$$
\begin{equation*}
U(x, t)=\frac{\int_{-\infty}^{\infty} \frac{\left(x-x_{0}\right)}{t} \exp \left(\frac{-\left(x-x_{0}\right)^{2}}{4 \nu t}-\frac{1}{2 \nu} \int_{0}^{x_{0}} \exp \left(i x^{\prime}\right) \mathrm{d} x^{\prime}\right) \mathrm{d} x_{0}}{\int_{-\infty}^{\infty} \exp \left(\frac{-\left(x-x_{0}\right)^{2}}{4 \nu t}-\frac{1}{2 \nu} \int_{0}^{x_{0}} \exp \left(i x^{\prime}\right) \mathrm{d} x^{\prime}\right) \mathrm{d} x_{0}} \tag{20}
\end{equation*}
$$

This integral does not have a known closed-form expression, but we can numerically estimate this integral with high-precision (30 digits) using Mathematica [20]. Figure 3 shows a log plot of the absolute error between a high-precision


Figure 3: A log plot of the absolute error between a high-precision numerical solution (30-digits accurate) of 20 and the partial series solution 19 as function of $N$ for different viscosities in $\Lambda=[-2 \pi, 2 \pi] \times[0,3]$, see 18 .
numerical solution of (20) and the partial series solution as function of $N$ for different viscosities in $\Lambda=[-2 \pi, 2 \pi] \times[0,3]$. The figure shows that the absolute error decreases exponentially with increasing $N$. Interestingly, the figure also shows that the rate of convergence decreases for decreasing $\nu$. From a physical point of view we expect this to happen, since in the limit $\nu \rightarrow 0$ the burgers equation has a finite time singularity where the solution blows up. Figure 4 shows a log plot of the absolute error as function of the viscosity for different $N$. This figure shows that indeed the viscosity plays an important factor in the convergence of the series solution. A singularity occurs at $\nu \approx 0.239$ for all plotted values $N$ where absolute error starts to grows exponentially. In this case the solution has a finite blow-up time where velocity gradient becomes infinitely steep at some point in $\Lambda=[-2 \pi, 2 \pi] \times[0,3]$. Furthermore, the numerical estimation of 20 also starts to produce convergence errors around this value for the viscosity. We discussed in $\$ 5.2$ that we need a more narrow upper bound for the Bell polynomials in $\sqrt{16}$ in order to proof that the series is indeed convergent for values $\nu \leq r / 2$, which is outside the scope of this work.


Figure 4: A log plot of the absolute error between a high-precision numerical solution (30digits accurate) of 20 and the partial series solution 19 as function of the viscosity $\nu$ for different $N$ in $\Lambda=[-2 \pi, 2 \pi] \times[0,3]$, see 18 .

## 6. Conclusion \& Discussion

In this work we introduced a novel semi-analytic method to solve the Burgers' equation. We have shown that for any holomorphic and bounded series solution, the Burgers' equation can be decomposed into a sequence of linear diffusion equations by means of a sequence transformation. The solution for each individual sequence element can be written as a recursive integral equation using the Green's function method. In some cases, this recursive integral can be explicitly solved and a closed-form expression for the sequence can be obtained.

Using the sequence transformation method, we solved an initial value problem of the Burgers' equation on two line segments in the complex plane. We showed that, for a complex exponential function as initial condition, the solution can be written as an infinite series using the Bell polynomials. The series solution is analytically complete, bounded and converges absolutely when the viscosity is larger than a threshold value. Furthermore we showed that the series solution converges exponentially to a high-precision numerical solution using the Cole-Hopf transformation for specific values of the viscosity.

In many physical systems one expects the solution of a nonlinear differential
equation to be analytic or at-least piece-wise analytic in the domain of interest. Therefore, we anticipate the sequence transformation method to be applicable far beyond the Burgers' equation. It would be very interesting to generalize the sequence transformation method to a broader set of nonlinear differential equations that admit analytic solutions and where the linear part can be solved by a Green's function method, e.g. wave equations such as the Sine Gordon equation, which we leave for future work.

## 7. Acknowledgements

We are grateful to the OEIS Foundation Inc. for maintaining an extremely useful online encyclopedia of integer sequences, http://oeis.org. This work is part of an Industrial Partnership Programme of the Netherlands Organization for Scientific Research (NWO). This research programme is co-financed by ASML.

## References

[1] M. P. Bonkile, A. Awasthi, C. Lakshmi, V. Mukundan, V. S. Aswin, A systematic literature review of burgers' equation with recent advances, Pramana 90 (6) (2018) 69. doi:10.1007/s12043-018-1559-4.
URL https://doi.org/10.1007/s12043-018-1559-4
[2] J. Burgers, A mathematical model illustrating the theory of turbulence, in: R. V. Mises, T. V. Krmn (Eds.), A Mathematical Model Illustrating the Theory of Turbulence, Vol. 1 of Advances in Applied Mechanics, Elsevier, 1948, pp. 171 - 199. doi:https://doi.org/10.1016/S0065-2156(08)70100-5.

URL http://www.sciencedirect.com/science/article/pii/
S0065215608701005
[3] J. D. Murray, On burgers' model equations for turbulence, Journal of Fluid Mechanics 59 (2) (1973) 263279. doi:10.1017/S0022112073001564.
[4] N. Sugimoto, Burgers equation with a fractional derivative; hereditary effects on nonlinear acoustic waves, Journal of Fluid Mechanics 225 (1991) 631653. doi:10.1017/S0022112091002203
[5] O. V. Rudenko, C. M. Hedberg, The quadratically cubic burgers equation: an exactly solvable nonlinear model for shocks, pulses and periodic waves, Nonlinear Dynamics 85 (2) (2016) 767-776. doi:10.1007/ s11071-016-2721-5.

URL https://doi.org/10.1007/s11071-016-2721-5
[6] T. Musha, H. Higuchi, The 1/fFluctuation of a traffic current on an expressway, Japanese Journal of Applied Physics 15 (7) (1976) 1271-1275. doi:10.1143/jjap.15.1271

URL https://doi.org/10.1143\%2Fjjap.15.1271
[7] E. Hopf, The partial differential equation ut + uux $=u x x$, Communications on Pure and Applied Mathematics 3 (3) (1950) 201-230. arXiv:https: //onlinelibrary.wiley.com/doi/pdf/10.1002/cpa.3160030302, doi:10.1002/cpa.3160030302. URL https://onlinelibrary.wiley.com/doi/abs/10.1002/cpa. 3160030302
[8] J. D. Cole, On a quasi-linear parabolic equation occurring in aerodynamics, 2016.
[9] E. Y. Rodin, On some approximate and exact solutions of boundary value problems for burgers' equation, Journal of Mathematical Analysis and Applications 30 (2) (1970) 401 - 414. doi:https://doi.org/10.1016/0022-247X(70)90171-X

URL http://www.sciencedirect.com/science/article/pii/ 0022247X7090171X
[10] E. R. Benton, G. W. Platzman, A table of solutions of the one-dimensional burgers equation, Quart. Appl. Math. 30 (1972) 195-212. doi:10.1090/ qam/306736.
[11] V. K. Srivastava, M. K. Awasthi, (1+n)-dimensional burger's equation and its analytical solution: A comparative study of hpm, adm and dtm, Ain Shams Engineering Journal 5 (2) (2014) 533-541. doi:https://doi.org/10.1016/j.asej.2013.10.004.
URL http://www.sciencedirect.com/science/article/pii/
S2090447913001135
[12] B. Lin, K. Li, The (1+3)-dimensional burgers equation and its comparative solutions, Computers \& Mathematics with Applications 60 (12) (2010) 3082 - 3087. doi:https://doi.org/10.1016/j.camwa.2010.10.009

URL http://www.sciencedirect.com/science/article/pii/ S0898122110007881
[13] J. Biazar, H. Aminikhah, Exact and numerical solutions for non-linear burger's equation by vim, Mathematical and Computer Modelling 49 (7) (2009) 1394-1400.doi:https://doi.org/10.1016/j.mcm.2008.12.006.
[14] S. Abbasbandy, M. Darvishi, A numerical solution of burgers equation by modified adomian method, Applied Mathematics and Computation 163 (3) (2005) 1265-1272. doi:https://doi.org/10.1016/j.amc.2004.04.061. URL http://www.sciencedirect.com/science/article/pii/ S0096300304003017
[15] H. Aminikhah, An analytical approximation for coupled viscous burgers equation, Applied Mathematical Modelling 37 (8) (2013) 5979 - 5983. doi:https://doi.org/10.1016/j.apm.2012.12.013. URL http://www.sciencedirect.com/science/article/pii/ S0307904X12007627
[16] A. Prakash, M. Kumar, K. K. Sharma, Numerical method for solving fractional coupled burgers equations, Applied Mathematics and Computation 260 (2015) $314-320$. doi:https:
//doi.org/10.1016/j.amc.2015.03.037.
URL http://www.sciencedirect.com/science/article/pii/
S0096300315003422
[17] M. Basto, V. Semiao, F. L. Calheiros, Numerical study of modified adomian's method applied to burgers equation, Journal of Computational and Applied Mathematics 206 (2) (2007) 927 - 949. doi:https://doi.org/10.1016/j.cam.2006.09.001.
URL http://www.sciencedirect.com/science/article/pii/ S0377042706005413
[18] M. Abdou, A. Soliman, Variational iteration method for solving burger's and coupled burger's equations, Journal of Computational and Applied Mathematics 181 (2) (2005) 245 - 251. doi:https://doi.org/10.1016/j.cam.2004.11.032.
URL http://www.sciencedirect.com/science/article/pii/ S0377042704005825
[19] D. G. Duffy, Green's Functions with Applications, CRC Press, 2015. doi: 10.1201/b18159.

URL https://www.taylorfrancis.com/books/9781482251036
[20] Wolfram Research Inc., Mathematica 11.3 (2018).
URL http://www.wolfram.com

