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TABLEAU STABILIZATION AND RECTANGULAR TABLEAUX

FIXED BY PROMOTION POWERS

CONNOR AHLBACH

Abstract. We introduce tableau stabilization, a new phenomenon and statistic
on Young tableaux based on jeu de taquin. We investigate bounds for tableau
stabilization, the shape of stabilized tableaux, and tableau stabilization as a per-
mutation statistic. We apply tableau stabilization to construct the sufficiently
large rectangular tableaux fixed by powers of promotion, which were counted by
Brendon Rhoades via the cyclic sieving phenomenon [Rho10, Theorem 1.3].

1. Introduction

In this paper, we introduce tableau stabilization, a new phenomenon we found
in order to construct sufficiently large rectangular tableaux that are fixed by pro-
motion powers. Central to defining and investigating tableau stabilization are
Schütenberger’s jeu de taquin and the rectification operator, which are already well-
established algorithms in the theory of Young tableaux. Tableau stabilization is the
phenomenon that if we attach sufficiently many shifted copies of a skew tableau to
its right and then rectify, some copy and all of those to its right only experience hor-
izontal slides. We will investigate when the vertical slides stop, i.e. when the skew
tableau stabilizes. We will also determine the shape of the stabilized tableau if the
initial skew tableau had same size rows. The same size rows case is used to construct
sufficiently large rectangular tableaux that are fixed by promotion powers. We leave
the reader with open problems on tableau stabilization, most notably extending our
bound from equal row sizes and finding its distribution as a permutation statistic.
See Section 2 for definitions and further background.

Definition 1.1. For any standard skew tableau S, let S(k) denote the result of
attaching (k−1) shifted copies of S to the right of S so that the result is a standard
skew tableau. Let m denote the size of S and k be a positive integer. We say S
stabilizes at k if the entries in [(k − 1)m+ 1, km] lie in the same rows in Rect(S(k))

and S(k). Let stab(S) denote the minimum value at which S stabilizes.
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2 CONNOR AHLBACH

Example 1.2. Let Rect denote the rectification operator. Consider

S = 1 3

5 6

2 4

T = 1 6

2 5

3 4

S(3) = 1 3 7 9 13 15

5 6 11 12 17 18

2 4 8 10 14 16

, T (3) = 1 6 7 12 13 18

2 5 8 11 14 17

3 4 9 10 15 16

,

Rect(S(3)) = 1 3 5 6 7 9 13 15

2 4 11 12 17 18

8 10 14 16

, Rect(T (3)) = 1 4 5 6 7 12 13 18

2 8 10 11 14 17

3 9 15 16

.

Notice 2 does not lie in the same row in S(3) and Rect(S(3)), but 7, 8, . . . , 12 do.

Hence, stab(S) = 2. As 13, 14, . . . , 18 also stay in the say row in S(3) and Rect(S(3)),

S stabilizes at 3 as well. Notice 10 does not lie in the same row in T (3) and Rect(T (3)),
but 13, 14, . . . , 18 do. Hence, stab(T ) = 3.

Also consider

U = 4 5 6

3 7

1 2

,

U (3) =
4 5 6 11 12 13 18 19 20

3 7 10 14 17 21

1 2 8 9 15 16

,

Rect(U (3)) =
1 2 3 4 5 6 11 12 13 18 19 20

7 9 10 14 17 21

8 15 16

.

Notice that 9 does not in the same row in U (3) and Rect(U (3)), but 15, 16, . . . , 21
do, so stab(U) = 3.

Tableau stabilization is defined on skew tableaux whose row sizes weakly decrease
from top to bottom. Otherwise, S(k) need not be a standard skew tableau, see
Remark 3.4. Two of the most basic facts about tableau stabilization are that once a
skew tableau stabilizes, it continues to stabilize, and any skew tableau must stabilize
eventually, Lemma 3.9. A more interesting property of stabilization is that it is
constant on dual equivalence classes, Theorem 3.6.

The same size rows case is of particular interest to us because we use it to construct
sufficiently large rectangular tableaux that are fixed by certain promotion powers.
We also have better results in this case.
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It is natural to ask what bounds there are for when a tableau stabilizes. In
Example 1.2, S, T, U all had 3 rows and stabilized at 3. Note S in Example 1.2
actually stabilized earlier. Does every skew tableau with b rows whose sizes weakly
decrease from top to bottom stabilize at b? We have verified that the answer is yes
for all standard skew tableaux of size at most 7 and random searching on larger
tableaux has failed to produce a counterexample (computations in Sage, [Ste19]).

Conjecture 1.3. Any standard skew tableau with b rows and decreasing row sizes
stabilizes at b.

In the same size rows case, Conjecture 1.3 is true, Theorem 1.4. Theorem 1.4 will
give us explicit bounds on the dimensions of the rectangular tableaux we construct to
be fixed by various promotion powers. Although we have not proven Conjecture 1.3,
we have deduced a weaker, but still linear, bound for skew tableaux with b rows of
decreasing size, Theorem 1.5. This weaker bound shows Conjecture 1.3 is true when
b = 2. The b = 3 case is open.

Theorem 1.4. Any standard skew tableau with b rows of the same size stabilizes
at b.

Theorem 1.5. Any standard skew tableau with b ≥ 2 rows and decreasing row
sizes stabilizes at 2b− 2.

We have a way to determine the shape of Rect(S(k)) if S has b rows of size r,
and k ≥ b− 1, Theorem 1.6. This approach is instrumental in proving Theorem 1.4.
Both Theorem 1.4 and Theorem 1.6 are essential in our proof of Theorem 1.14. See
Section 2 and Section 3 for missing definitions. Purbhoo and Rhee effectively proved
the r = 1 case in [PR17, Lemma 11(ii)].

Theorem 1.6. (r = 1, [PR17, Lemma 11(ii)]) Suppose S is a standard skew tableau
with b rows of size r. Let w1, . . . , wb denote the entries in each row read from left
to right, starting from the bottom. For k ≥ b− 1, Rect(S(k)) has shape (λ1, . . . , λb),
where

λj = kr +

b−j
∑

i=1

ci −

j−1
∑

i=1

ci for all j = 1, . . . , b,(1)

and

ci = (the length of the first row of P (wiwi+1))− r for all i = 1, . . . , b− 1.

We defined tableau stabilization in order to construct the sufficiently large rect-
angular tableaux fixed by powers of promotion. Dennis White conjectured and
Brendon Rhoades proved a very interesting cyclic sieving phenomenon, [RSW04],
regarding the action of promotion on rectangular standard Young tableaux, Theo-
rem 1.10 [Rho10, Theorem 1.3]. This result shows that the number of rectangular
standard Young tableaux of shape (ab) fixed by d promotions equals the number
of standard ab

d -ribbon tableaux of shape (ab), Corollary 1.12 [Rho10, Corollary 9.1],
which is the same as the number of standard tableaux of the shape associated to
the ab

d -quotient of (a
b) [DLT94], Corollary 1.12.
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Definition 1.7. For any set W and map g : W →W , define

W g := {w ∈W : g(w) = w}.

Definition 1.8. Suppose Cn is a cyclic group of order n generated by σn, W is
a finite set on which Cn acts, and f(q) ∈ Z≥0[q]. We say the triple (W,Cn, f(q))
exhibits the cyclic sieving phenomenon (CSP) if for all k ∈ Z,

#W σk
n = f(ωk

n),(2)

where ωn is a fixed primitive n-th root of unity.

For a, b ∈ Z≥1, let

(ab) := (a, . . . , a)
︸ ︷︷ ︸

b times

,

and let SYT(ab) denote the set of standard Young tableaux of shape (ab).

Theorem 1.9. [Hai92, Theorem 4.4] Schützenberger’s promotion operator p : SYT(ab)→
SYT(ab) has order ab.

By Theorem 1.9, the cyclic group 〈p〉 generated by p : SYT(ab) → SYT(ab) has
order ab. Following a conjecture Dennis White, Rhoades proved that using the q-
analog of the hook length formula on shape (ab) gives rise to a CSP for the action
of 〈p〉 [Rho10, Theorem 1.3]. Let hc denote the hook length of cell c in the Young
diagram of (ab).

Theorem 1.10. [Rho10, Theorem 1.3] (Conjectured by White, 2007) For a, b ∈ Z≥1,
(

SYT(ab), 〈p〉,
[ab]q!

∏

c∈(ab)[hc]q

)

exhibits the CSP.

The polynomial
[ab]q!∏

c∈(ab)
[hc]q

in Theorem 1.10 has notable connections to tableau

statistics and representation theory [Rho10]. First, the hook length formula [FRT54]
tells us

#SYT(ab) =
(ab)!

∏

c∈(ab) hc
,

making
[ab]q!∏

c∈(ab)
[hc]q

the q-analog of the hook length formula for the shape (ab). Sec-

ondly, it is a q-shift of the major index generating function on Standard Young
tableau of shape λ:

[ab]q!
∏

c∈(ab)[hc]q
= q−a(b2) SYT(λ)maj(q).

Thirdly, SYT(λ)maj(q) corresponds to the graded multiplicities of the Specht module
Sλ in the coinvariant algebra [Sta99, Corollary 7.21.5]. Namely, for λ ⊢ n,

SYT(λ)maj(q) =
∑

k≥0

〈Rk
n, S

λ〉qk,
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where Rk
n is the degree k component of the coinvariant algebra Rn of Sn.

Rhoades proves Theorem 1.10 by finding a basis of the Specht module S(ab) on
which the long cycle σab acts by promotion up to a sign, [Rho10, Proposition 3.5]. He
uses the Kazhdan–Lusztig construction of the irreducible Sn-representations, which
is governed by descents sets of tableaux and the top coefficients of the Kazhdan–
Lusztig polynomials. Identifying permutations with their insertion tableaux, he
shows that the symmetrized Kazhdan–Lusztig µ function on rectangular tableaux is
invariant under simultaneous promotion. Moreover, he defines a cyclic descent set
on rectangular tableaux which promotion cycles.

Because σab acts by promotion up to a sign on the Specht module indexed by
(ab), we have, by the definition of character,

#SYT(ab)p
d
= |χ(ab)(σd

ab)|,(3)

where χλ is the character of the Specht module indexed by λ. The following Corollary
then follows from (3), the Murnagnan–Nakayama Rule, and the fact that all r-ribbon
tableaux of a given shape have the same height parity [JK81, 2.7.26].

Corollary 1.11. [Rho10, Corollary 9.1] For a, b ∈ Z≥1, and d | ab,

# SYT(ab)p
d
= # standard

(
ab

d

)

−ribbon tableaux of shape (ab).

Kevin Purbhoo also gave an alternate proof of Corollary 1.11 using the Wronksi
map [Pur13, Theorem 1.5]. The Wronksi map takes a b-dimensional subspace X of
polynomials with degree up to a+b−1 and outputs the determinant of the Jacobian
of a basis for X, which is well-defined up to scalar multiplication. The generic fibers
of the Wronski map are in bijection with rectangular standard Young tableaux of
shape (ab). If we restrict to points in the fiber of the Wronski map that are fixed by

a certain Cd-action, Purbhoo shows that the generic number is both #SYT(ab)p
d

and the number of ab
d -ribbon tableaux of shape (ab), proving Corollary 1.11.

Now, r-ribbon tableaux of shape λ only exist when λ has empty r-core [DLT94].
Moreover, when λ has empty r-core, r-ribbon tableaux of shape λ bijectively cor-
respond to standard fillings of the r-quotient of λ, [DLT94] or [Wil16, Lemma 2.1].
With these two facts, we can rephrase Corollary 1.11 as follows.

Corollary 1.12. [Rho10, Corollary 9.1] For a, b ∈ Z≥1 and d | ab,

(4) #SYT(ab)p
d
=

{

#SYT(Q ab
d
(λ)), if (ab) has empty ab

d -core,

0, else

where Qr(λ) is the r-quotient of λ combined anti-diagonally into a single a skew
shape.

However, neither Rhoades’s nor Purbhoo’s proof describes which rectangular
tableaux are fixed by d promotions. The problem of constructing these fixed points
is still open. We make substantial progress on this problem by characterizing all of
the sufficiently large tableaux fixed by a given power of promotion. By Theorem 1.9,
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SYT(ab)p
d
is only nonempty when d | ab. Furthermore, we show in Section 2 that all

nonempty cases are of the form SYT((ar)b)p
br

up to conjugation. Thus, it suffices
to answer Question 1.13.

Question 1.13. For a, b, r ∈ Z≥1, which tableaux lie in SYT((ar)b)p
br
?

Some cases of Question 1.13 have already been answered. The a = 1 case is a

trivial consequence of Theorem 1.9: SYT(rb)p
br

= SYT(rb). The r = 1, a ≥ b case
was solved by Kevin Purbhoo and Donguk Rhee, [PR17] in 2017. Their construction
uses an algorithm similar to tableau stabilization. For each w = w1 . . . wb ∈ Sb,
they put w1, . . . , wb in cells placed anti-diagonally. Then they perform rectification
while refilling the anti-diagonal cells with n plus whatever entry just left it. This
algorithm agrees with stabilizing the anti-diagonal tableau and then restricting to
cells left of this anti-diagonal. Finally, they perform the analogous algorithm with
outer slides toward the southwest corner of (ab) and attach the two results along
the anti-diagonal to get a rectangular tableau of shape (ab) fixed by pb.

The a = 2 case was solved by Dennis White, [Whi06], and independently by
Donguk Rhee in his Master’s thesis, [Rhe12] using the same construction. For the
sake of completeness and so there is a record of this construction in the literature,
we present their construction in Section 7.

We answer Question 1.13 for all b, r ∈ Z≥1 and a ≥ 2b − 1, Theorem 1.14. In

addition, the tableaux we construct in SYT((ar)b)p
br

are in natural bijection with
SYT(Qa((ar)

b)), which are in bijection with standard ab
d -ribbon tableaux of shape

(ab), as in Corollary 1.12, solving [Rho10, Problem 9.4] for a ≥ 2b−1. Describing the

tableaux in SYT((ar)b)p
br

for a ∈ [3, 2b − 2] remains open, see Open Problem 9.6.
Let Rect denote the rectification operator and Rect∗ denote the anti-rectification

operator, which slides a skew tableau until it is right-justified, see Definition 5.1.
For partitions λ, µ, let λ∪ µ denote the result of combining λ and µ anti-diagonally
into a single skew shape, see Example 2.18. By Corollary 1.12, the tableaux in

SYT((ar)b)p
br
are in bijection with SYT((r)∪· · ·∪(r)), with b pieces. For any tableau

S ∈ SYT((r)∪· · ·∪ (r)) and integer a ≥ 2b−1, let Ra(S) be the rectangular tableau

formed by row-concatenating Rect(S(b−1)), S(a−2b+2)+(b−1)r, and Rect∗(S(b−1))+
(a− b+ 1)r together from left to right.

Theorem 1.14. For any b, r ∈ Z≥1 and integer a ≥ 2b − 1, the tableaux in

SYT((ar)b)p
br

are all constructed as follows:

SYT((ar)b)p
br

=






Ra(S) : S ∈ SYT((r) ∪ · · · ∪ (r)

︸ ︷︷ ︸

b times

)






.

In addition,

#SYT((ar)b)p
br

=

(
br

r, r, . . . , r

)

.(5)
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Moreover, since promotion commutes with itself, SYT((ar)b)p
br

is closed under
the promotion operator. Using the extension of promotion to skew shapes, we will
show that promotion commutes with the Ra operator.

Corollary 1.15. For all a ≥ 2b− 1 and S ∈ SYT((r) ∪ · · · ∪ (r)
︸ ︷︷ ︸

b times

),

p(Ra(S)) = Ra(p(S)).

The a = 2 case uses a similar construction, but it does not require tableau stabi-

lization. Using Corollary 1.12, the tableaux in SYT((2r)b)p
br

are in bijection with

SYT((r⌈
b
2⌉) ∪ (r⌊

b
2⌋)). For S ∈ SYT((r⌈

b
2⌉) ∪ (r⌊

b
2⌋)). Let R2(S) is formed by at-

taching Rect(S) and Rect∗(S) + br together from left to right. We show promotion
commutes with the R2 operator as well.

Theorem 1.16. [Whi06] [Rhe12] For b, r ∈ Z≥1,

SYT((2r)b)p
br

=
{

R2(S) : S ∈ SYT((r⌈
b
2⌉) ∪ (r⌊

b
2⌋))

}

,

In addition,

#SYT((2r)b)p
br

=

(
br
⌊
b
2

⌋
r

)

#SYT(r⌈
b
2⌉) ·#SYT(r⌊

b
2⌋).

Corollary 1.17. [Whi06] [Rhe12] For all S ∈ SYT((r⌈
b
2⌉) ∪ (r⌊

b
2⌋)),

p(R2(S)) = R2(p(S)).

In Section 2, we review the necessary background. In Section 3, we introduce
tableau stabilization and prove some of its general properties, notably Theorem 1.5.
In Section 4, we restrict our attention to stabilization on tableaux with same size
rows, prove Theorem 1.4, and prove Theorem 1.6. In Section 5, we discuss anti-
stabilization and prove it coincides with stabilization when both are defined. In

Section 6, we employ tableau stabilization to explicitly construct SYT((ar)b)p
br

for

a ≥ 2b−1, proving Theorem 1.14, and describe promotion on SYT((ar)b)p
br

for a ≥

2b − 1. In Section 7, we explicitly construct SYT((2r)b)p
br
, proving Theorem 1.16,

and describe the action of promotion on SYT((2r)b)p
br
. In Section 8, we study

stabilization as a permutation statistic. In Section 9, we present open problems.

2. Background

2.1. Words and Tableaux. A word is a finite sequence of letters in Z≥1, the set
of positive integers. For any sequence w, let wj refer to the j-th letter of w and ℓ(w)
refer to the length of w. A word w1w2 . . . wn is increasing if w1 ≤ w2 ≤ · · · ≤ wn and
decreasing if w1 ≥ w2 ≥ · · · ≥ wn. A subsequence of a word w1w2 . . . wn is a word of
the form wi1wi2 . . . wik for some 1 ≤ i1 < i2 < · · · < ik ≤ n. Let [n] := {1, 2, . . . , n}
and [a, b] := {x ∈ Z : a ≤ x ≤ b}. The descent set of w = w1 . . . wn is

Des(w) = {i ∈ [n− 1] : wi > wi+1}.
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A partition λ = (λ1, . . . , λk) is a weakly decreasing sequence of positive integers.
We say λ ⊢ n or |λ| = n if λ1 + · · · + λk = n. We view λ as a left-justified diagram
with λ1, . . . , λk cells in its rows from top to bottom, using English notation. If λ, µ
are partitions so that all of the cells in µ are in λ, the skew shape λ/µ is the set of
cells in λ but not in µ.

A (semistandard) tableau is a filling of a partition with entries from Z≥1 so that the
rows are weakly increasing and the columns are strictly increasing. A (semistandard)
skew tableau is such a filling of a skew shape. For a skew tableau S, let |S| denote
the number of cells in S. A skew tableau S is standard if it uses 1, . . . , |S| exactly
once. For partitions λ, µ, let SYT(λ),SYT(λ/µ) denote the set of standard skew
tableaux of shape λ, λ/µ, respectively. We say a skew tableau has straight shape if its
shape is a partition. For any skew tableau S, let rv(S), the row vector of S, denote
the sequence of row sizes from top to bottom so that rv(S)j denotes the number of
cells in row j of S. The row vector of S coincides with the shape of S when S has
straight shape. The reading word of S is the sequence of entries in S read left to
right along the rows, from bottom to top. Let λ′, S′ denote the conjugates of λ, S,
respectively, obtained by interchanging the rows and columns. For a standard skew
tableau S, its descent set is

Des(S) = {i : (i+ 1) lies strictly below i in S}.

Example 2.1.

S =
1 7

2 4 6 9

3 5 8

is a standard skew tableau with skew shape (7, 5, 5, 3)/(5, 5, 1, 0), |S| = 9, rv(S) =
(2, 0, 4, 3), rv(S)3 = 4, reading word 358246917, and Des(S) = {1, 2, 4, 7}.

2.2. Row Insertion and Jeu de Taquin. This paper uses row insertion, the
Robinson–Schensted–Knuth correspondence (RSK), and jeu de taquin heavily. We
will state the known properties we will use here, but we assume the reader is already
familiar with row insertion, RSK, and jeu de taquin. We recommend [Sag01, Chap-
ter 3] or [Ful97, Chapter 1] for background on these algorithms and their properties.

Definition 2.2. For any tableau T and x ∈ Z≥1, let T ← x be the tableau obtained
by row inserting x into T . For a word w = w1w2 . . . wn, let

T ← w := (. . . ((T ← w1)← w2) . . . )← wn.

Let P (w) := ∅← w denote the insertion tableau of w and Q(w) denote the recording
tableau of w, which records the order the cells are created in ∅← w. Then,

Des(w) = Des(Q(w)),(6)

which is a consequence of Lemma 2.5.

Definition 2.3. The bumping chain for the row insertion T ← x is the set of cells
in T ← x which are bumped into or created while row inserting x into T .
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Example 2.4. We highlight the bumping chain of this insertion in yellow:

1 3 5 7 8

2 9 10 11 14

4 12 15

13

← 6 =
1 3 5 6 8

2 7 10 11 14

4 9 15

12

13

.

Lemma 2.5. [Ful97, §1.1] Let T be any tableau, and consider the sequential row
insertions (T ← x)← y.

(i) If x ≤ y, the bumping chain of y is strictly right of the bumping chain of x.
(ii) If x > y, the bumping chain of y is weakly left of the bumping chain of x.

We will need the following generalization of Lemma 2.5(ii) that allows for inter-
mediate insertions between x and y. Because insertions can only decrease the value
of each cell, Lemma 2.5(ii) still holds if the intermediate bumping chains avoid the
bumping chain of x.

Lemma 2.6. Let T be any tableau, and consider the sequential row insertions
(. . . ((T ← x)← x1) · · · ← xk)← y. If the bumping chains of x1, . . . , xk are disjoint
from the bumping chain of x and x > y, then the bumping chain of y is weakly left
of the bumping chain of x.

The insertion tableau was originally defined to study increasing subsequences
of words by Schensted, who proved that the length of the first row of P (w) is
the maximum length of an increasing subsequence of w [Sch61]. Later, Greene
generalized this result to describe rv(P (w)) in terms of increasing subsequences of
w [Gre74]. Since reversing a word w transposes the shape of P (w), analogous results
hold for decreasing subsequences and the conjugate shape.

Theorem 2.7. [Gre74] Suppose w is a word and let λ = (λ1, . . . , λb) = rv(P (w)).
Then, for any k ≤ b, λ1 + · · · + λk is the maximum length of a subsequence of w
which is the disjoint union of k increasing subsequences. If λ′ = (λ′

1, . . . , λ
′
ℓ(λ)), then

for any k ≤ ℓ(λ), λ′
1 + · · ·+ λ′

k is the maximum length of a subsequence of w which
is the disjoint union of k decreasing subsequences.

Definition 2.8. For any skew tableau S, an inner slide on S is the act of sliding into
an outer corner of the inner shape of S and continuing to slide into the created hole
so that increasing rows and columns are preserved until we reach an outer corner
of S. Let Rect(S) denote the rectification of S, obtained by continually performing
inner slides until straight shape is achieved. Rect(S) is well-defined in that it is
independent of the order of the slides. See Example 2.9.
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Example 2.9. Consider

S = 1 6

3 4 9

2 7 8 11

5 10 12 13

.

We continually perform inner slides to the yellow ∗ cell as follows. The green cells
indicate which cells were just moved by the previous inner slide.

∗ 1 6

3 4 9

2 7 8 11

5 10 12 13

→
1 4 6

∗ 3 8 9

2 7 11 13

5 10 12

→
∗ 1 4 6

2 3 8 9

5 7 11 13

10 12

→
1 3 4 6

2 7 8 9

5 11 13

10 12

.

Therefore,

Rect(S) = 1 3 4 6

2 7 8 9

5 11 13

10 12

.

Rectification has many important roles in algebraic combinatorics. It is related to
the RSK correspondence as in Lemma 2.10. It is involved in one of the many ways
to define the Littlewood–Richardson coefficients, Definition 2.11. Inner and outer
slides are also essential in defining promotion, demotion, and evacuation, Definitions
2.12 and 2.14.

Lemma 2.10. [Ful97, §2.1, Corollary 2] For any skew tableau S,

Rect(S) = P (w),(7)

where w is the reading word of S.

Definition 2.11. [Ful97, Chapter 5.1] Given any skew shape λ/µ and ν ⊢ |λ| − |µ|,
the corresponding Littlewood–Richardson coefficient is

cλµ,ν := #{S ∈ SYT(λ/µ) : Rect(S) = T0}

for any T0 ∈ SYT(ν). The number cλµ,ν is independent of the choice of T0 ∈ SYT(ν)
[Ful97, Corollary 5.1.1].

Schützenberger’s promotion operator on standard tableaux, Definition 2.12, ap-
pears in the context of representation theory. Promotion also generalizes to linear
extensions of finite posets, including skew tableaux.

Definition 2.12. For any skew shape λ/µ, promotion p : SYT(λ/µ) → SYT(λ/µ)
is given by erasing the label 1, sliding that cell until it hits an outer corner of λ/µ,
filling that outer corner with |λ|− |µ|+1, and finally decrementing all of the entries
by 1. Demotion is given by erasing the label n, sliding that cell until it hits an
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inner corner of λ, filling that inner corner with 0, and finally incrementing all of the
entries by 1. Demotion and promotion are inverses when λ/µ is rectangular, but
not in general. The names “promotion” and “demotion” for these operations are
often interchanged, such as in [Rho10].

Example 2.13.

p :
1 3 5 6

2 4 8 11

7 9 10 12

7→
∗ 3 5 6

2 4 8 11

7 9 10 12

7→
2 3 5 6

4 8 10 11

7 9 12 ∗

7→
1 2 4 5

3 7 9 10

6 8 11 12

.

For an example on a skew shape,

p :
2 6 12

1 3 9

4 5 8 11

7 10 13

7→
2 6 12

∗ 3 9

4 5 8 11

7 10 13

7→
2 6 12

3 8 9

4 5 11 ∗

7 10 13

7→
1 5 11

2 7 8

3 4 10 13

6 9 12

.

We will only use demotion on rectangular shapes, when it is the inverse of promotion.

p−1 :
1 3 5 6

2 4 8 11

7 9 10 12

7→
1 3 5 6

2 4 8 11

7 9 10 ∗

7→
∗ 1 3 6

2 4 5 8

7 9 10 11

7→
1 2 4 7

3 5 6 9

8 10 11 12

.

Definition 2.14. Suppose λ ⊢ n. For T ∈ SYT(λ), the evacuation of T , e(T ) ∈
SYT(λ) is the standard tableau that records the reverse order in which the cells are
vacated as the smallest entry is repeatedly removed and the remaining skew tableau
rectified.

Example 2.15. Consider

T = 1 4 5

2 6

3

.

Repeatedly removing the smallest entry and rectifying, we get the sequence

1 4 5

2 6

3

,
2 4 5

3 6
,

3 4 5

6
,

4 5

6
,

5

6
,

6
, .

Recording the reverse order in which the cells are vacated gives

e(T ) =
1 3 4

2 5

6

.
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Definition 2.16. Two standard skew tableaux S, T are dual equivalent if they differ
by a sequence elementary dual equivalence moves. The elementary dual equivalence
move di swaps the cells of i±1 and i if i∓1 appears between them in reading order:

di :

i
...

i∓ 1
...

i± 1

↔

i± 1
...

i∓ 1
...

i

.

Haiman studies dual equivalence in [Hai92]. He defines dual equivalence as the
property that the same sequence of slides produces the same shape and then proves
this property is characterized by Definition 2.16, [Hai92, Theorem 2.6]. Moreover,
elementary dual equivalences moves commute with slides, [Hai92, Lemma 2.3], so:

di(Rect(S)) = Rect(di(S)),(8)

for all integers i and standard skew tableaux S. Haiman uses dual equivalence to
prove Theorem 1.9. Two permutations are dual equivalent if they differ by moves
of the form

. . . (i± 1) . . . (i∓ 1) . . . i · · · ↔ . . . i . . . (i∓ 1) . . . (i± 1) . . . ,

for any integer i. By Definition 2.16, dual equivalence of standard tableaux of
the same skew shape corresponds to dual equivalence of their reading words [Hai92,
Lemma 2.11]. Dual equivalence classes of permutations are indexed by their common
recording tableau: for all v,w ∈ Sn,

Q(v) = Q(w) ⇐⇒ v and w are dual equivalent.(9)

2.3. Quotients and Cores of Partitions. We review the definition of quotients
and cores of partitions. We present a version due to James and Kerber [JK81,
Section 2.7] by viewing the boundary path of a partition as a binary sequence.
Many other equivalent variations for the quotient and cores of partitions are known,
such as [Mac95, I, Exercise 1.8]. In our case, it will prove convenient to view the
r-quotient as a skew shape by combining its pieces anti-diagonally.

Definition 2.17. Consider the map

ϕ : {Partitions} → {Infinite binary strings with initial 0’s and terminal 1’s}

given by tracing the boundary path of the partition from southwest to northeast
and writing 0 for each up step and 1 for each right step. The initial 0’s represent
the up steps along the negative y-axis, and the terminal 1’s represent the right steps
along the positive x-axis. We can thus view these sequences as finite binary strings
where we can remove initial 0’s and terminal 1’s.

For any partition λ and r ∈ Z≥1, we form the r-quotient, Qr(λ), and r-core,

Cr(λ), of λ as follows. Let w = ϕ(λ), and for each j = 1, . . . , r, let w(j) denote

the subsequence of w whose positions are congruent to j modulo r. Let λ(1) =



TABLEAU STABILIZATION 13

ϕ−1(w(1)), . . . , λ(r) = ϕ−1(w(r)). Then, Qr(λ) is the result of combining λ(1), . . . , λ(r)

into a single skew shape anti-diagonally, denoted λ(1)∪· · ·∪λ(r), with λ(1) southwest
of λ(2) southwest of λ(3), etc. Finally, let w̃ denote the binary sequence obtained
after performing all swaps of the form

1x1 . . . xr−10→ 0x1 . . . xr−11

on w until the 0’s are are far left as possible. The order of swaps is irrelevant
since we only swap two numbers whose indices are congruent modulo r. Then, set
Cr(λ) = ϕ−1(w̃).

Example 2.18. Suppose λ = (7, 5, 5, 5, 3, 2, 1) and r = 3. Tracing the boundary
path of λ and labeling vertical steps with 0’s and horizontal steps with 1’s,

1

0 1

0 1

0 1 1

0

0

0 1 1

0

Therefore,
w = ϕ(λ) = 10101011000110,

so

w(1) = 10101 = 1010, w(2) = 01100 = 1100, w(3) = 1001 = 100,

which correspond to

λ(1) = ϕ−1(w(1)) = (2, 1), λ(2) = ϕ−1(w(2)) = (2, 2), λ(3) = ϕ−1(w(3)) = (1, 1).

Thus,

Q3(λ) = (2, 1) ∪ (2, 2) ∪ (1, 1) = = (5, 5, 4, 4, 2, 1)/(4, 4, 2, 2).

Finally, performing all possible swaps of the form 1x1x20→ 0x1x21 on w gives

w̃ = 00000010111111 = 10,

which corresponds to
C3(λ) = ϕ−1(w̃) = (1).
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We need to know what rectangles have empty r-core and what the r-quotient is

in that case. Then, we can apply Corollary 1.12 to find #SYT(ab)p
d
, and we will

know when we have constructed all of the tableaux in #SYT(ab)p
d
. These results

were known by Dennis White and are implicit in [Whi06], unpublished work. We
include their proofs here for completeness.

Lemma 2.19. Suppose a, b, r ∈ Z≥1 and r | ab. Then, (ab) has empty r-core if and
only if r | a or r | b.

Proof. The binary word corresponding to the rectangle λ = (ab) is

ϕ(λ) = 1a0b.

From Definition 2.17, λ has empty r-core if and only if performing all possible
swaps of the form 1x1 . . . xr−10 → 0x1 . . . xr−11 to 1a0b results in 0b1a. Hence, (ab)
has empty r-core if and only if the positions of the zeros, namely a + 1, . . . , a +
b are congruent to 1, 2, . . . , b modulo r, in some order. We say two multisets
{β1, . . . , βm}, {γ1, . . . , γm} are congruent modulo r, denoted {β1, . . . , βm} ≡r {γ1, . . . , γm},
if there exists a permutation w ∈ Sb so that βwj ≡r γj for all j = 1, . . . ,m. Then,

the r-core of (ab) is empty if and only if

{a+ 1, . . . , a+ b} ≡r {1, . . . , b}.(10)

By the division algorithm, we can write a = kr + i and b = ℓr + j with k, ℓ ∈ Z≥0

and i, j ∈ [0, r − 1]. Then,

(11)
{a+ 1, . . . , a+ b} ≡r {i+ 1, . . . , i+ b} ≡r {0, . . . , r − 1}ℓ ∪ {i+ 1, . . . , i+ j}

{1, . . . , b} ≡r {0, . . . , r − 1}ℓ ∪ {1, . . . , j}.

Combining (10) and (11) gives

{i+ 1, . . . , i+ j} ≡r {1, . . . , j}.(12)

Since i, j ∈ [0, r− 1], (12) holds if and only if i = 0 or j = 0, or equivalently r | a or
r | b.

�

Remark 2.20. We can also characterize a partition λ having empty r-core using
r-ribbons. The r-core of a partition λ is the smallest partition µ that an be obtained
from λ by successively removing r-ribbons. From this perspective, it is clear that if
r | a or r | b, then the r-core of (ab) is empty. However, it is less obvious that the
r-core of (ab) is empty only if r | a or r | b.

Corollary 2.21. Suppose a, b, d ∈ Z≥1 and d | ab. If SYT(ab)p
d
6= ∅, then

SYT(ab)p
d
= SYT((kr)b)p

br
, or SYT(ab)p

d
= SYT(akr)p

ar

for some k, r ∈ Z≥1.
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Proof. By Corollary 1.12, if SYT(ab)p
d
6= ∅, then (ab) has empty ab

d -core. By
Lemma 2.19, this means

ab

d
| a, or

ab

d
| b =⇒ b | d, or a | d.(13)

If b | d, let r := d
b ∈ Z≥1, so d = br and

d | ab =⇒ r | a =⇒ a = kr for some k ∈ Z≥1.

Hence, SYT(ab)p
d
= SYT((kr)b)p

br
. Otherwise, a | d, so similarly, SYT(ab)p

d
=

SYT((akr)p
ar

for some k, r ∈ Z≥1. �

Thus, SYT(ab)p
d
is empty unless it is of the form SYT((ar)b)p

br
or SYT(bar)p

br

by Corollary 2.21. However, since promotion commutes with conjugation,

SYT(bar)p
br

= {T ′ : T ∈ SYT((ar)b)p
br
}.

Therefore, it suffices to consider to describe the tableaux in SYT((ar)b)p
br

to find

SYT(ab)p
d
in general, as in Question 1.13.

Lemma 2.22. For a, b ∈ Z≥1, let s = b (mod a) ∈ [0, a− 1]. Then, for any r ∈ Z≥1,

Qa((ar)
b) = (r⌈

b
a⌉) ∪ · · · ∪ (r⌈

b
a⌉)

︸ ︷︷ ︸

s times

∪ (r⌊
b
a⌋) ∪ · · · ∪ (r⌊

b
a⌋)

︸ ︷︷ ︸

a−s times

Proof. Following Definition 2.17, ν := (ar)b corresponds to the binary sequence

ϕ(ν) = 1ar0b.

Hence, Qa(ν) = ν(1) ∪ · · · ∪ ν(a) where

ν(1) = · · · = ν(s) = ϕ−1(1r 0⌈
b
a⌉) = (r⌈

b
a⌉),

ν(s+1) = · · · = ν(a) = ϕ−1(1r 0⌊
b
a⌋) = (r⌊

b
a⌋).

�

2.4. Generalized Sums. Later in Section 4, it will be convenient to allows sums
∑n

j=m where m > n. For a sequence a0, a1, . . . , we generalize the notion
∑n

j=m aj
from m ≤ n to all m,n ∈ Z≥0 as follows, as in Section 2.6 of [GKP94].

Definition 2.23. For m,n ∈ Z≥0, define

n∑

j=m

aj :=

n∑

j=0

aj −

m−1∑

j=0

aj ,(14)

where
∑−1

j=0 aj = 0. In particular, for m > n, we have

n∑

j=m

aj =

{

0, if m = n+ 1,

−
∑m−1

j=n+1 aj, if m > n+ 1.
(15)
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We make Definition 2.23 so that
n∑

j=m

aj +

p
∑

j=n+1

aj =

p
∑

j=m

aj(16)

for all m,n, p ∈ Z≥0, which is an immediate consequence of (14). We introduce this
notation so we can rewrite (1) more elegantly as

λj = kr +

b−j
∑

i=j

ci.(17)

In addition, we will make use of the following lemma involving
∑n

j=m aj with m > n
in Section 4.

Lemma 2.24. For any positive integers b ≥ t ≥ 1 and any sequence a1, a2, . . . ,

t∑

j=1

b+j−t−1
∑

i=1

ai =
t∑

j=1

b−j
∑

i=j

ai.

Proof. We have

t∑

j=1

b+j−t−1
∑

i=j

ai =
t∑

j=1

b−j
∑

i=j

ai +
t∑

j=1

b−t−1∑

i=b−j+1

ai +
t∑

j=1

b+j−t−1
∑

i=b−t

ai by (16)

=

t∑

j=1

b−j
∑

i=j

ai +

t∑

j=1





b−t−1∑

i=b−j+1

ai +

b−j
∑

i=b−t

ai





by re-indexing the last sum by j 7→ t+ 1− j. Then,

t∑

j=1

b+j−t−1
∑

i=j

ai =

t∑

j=1

b−j
∑

i=j

ai +

t∑

j=1

b−j
∑

i=b−j+1

ai by (16)

=

t∑

j=1

b−j
∑

i=j

ai by (15).

�

3. Tableau Stabilization

In this section, we recall tableau stabilization from the introduction and explore
its properties. After defining row shift equivalence and equivalent definitions of
tableau stabilization, we show stabilization is invariant under dual equivalence. We
show stabilization continues after its first occurrence and prove an upper bound for
stabilization when it is defined.

Definition 3.1. For any skew tableau S, let S +x denote the result of adding x to
each cell of S. We say two skew tableaux S1 and S2 are row shift equivalent, denoted
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∼, if there exists a constant x so S1 + x and S2 differ only by horizontal slides. For
example,

1 2 4

3 5

6

∼ 1 2 4

3 5

6

∼ 13 14 16

15 17

18

.

Row shift equivalence is a natural equivalence relation for our purposes since
stabilization is unaffected by horizontal slides. Using Definition 3.1, we can rephrase
the definition of tableau stabilization, Definition 1.1, in various ways as follows.

Definition 3.2. For c ≤ d, let S|[c,d] be the restriction of S to the cells with entries

in [c, d]. Suppose S is a standard skew tableau with m entries and decreasing

row vector. Recall that S(k) is the result of attaching (k − 1) shifted copies of
S to the right of S so that the result is a standard skew tableau. This means
S(k)

∣
∣
[(j−1)m+1,jm]

∼ S for all j = 1, . . . , k. We say S stabilizes at k if any of the

following equivalent conditions hold:

(a) Rect(S(k))
∣
∣
[(k−1)m+1,km]

∼ S,

(b) Rect(S(k))
∣
∣
[(k−1)m+1,km]

and S have the same number of cells in each row,

(c) rv(Rect(S(k)))− rv(Rect(S(k−1))) = rv(S).

Let stab(S) denote the minimum value at which S stabilizes. See Example 1.2 for
examples.

It is easy to see that Definition 3.2(a), (b), (c) are all equivalent to Definition 1.1.
First, (a) is just a rephrasing of Definition 1.1. Secondly, (a) clearly implies (b).
Thirdly, (b) and (c) are equivalent because

rv(Rect(S(k))
∣
∣
∣
[(k−1)m+1,km]

) = rv(Rect(S(k)))− rv(Rect(S(k−1))).

Finally, if (c) holds, then since Rect(S(k))
∣
∣
[(k−1)m+1,km]

is obtained by sliding the

cells in S + (k − 1)m, the slides from S + (k − 1)m to Rect(S(k))
∣
∣
[(k−1)m+1,km]

can

only be horizontal. Hence, Rect(S(k))
∣
∣
[(k−1)m+1,km]

∼ S.

Remark 3.3. By definition of rectification, we have

Rect(S(j)) = Rect(S(j+1))
∣
∣
∣
[1,jm]

for all j ≥ 1,

so

Rect(S(j))
∣
∣
∣
[(i−1)m+1,im]

= Rect(S(k))
∣
∣
∣
[(i−1)m+1,im]

for all 1 ≤ i ≤ j ≤ k.

Thus, to determine if S stabilizes at j for any j ≤ k, it suffices to consider Rect(S(k)).
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Remark 3.4. We only consider standard skew tableaux with decreasing row vectors
so that S(k) is a standard skew tableau for all k ∈ Z≥1. If the row vector of S is not

decreasing, then S(k) need not be a skew tableau. For example,

S = 2

1 3
=⇒ S(2) = 2 5

1 3 4 6
,

which is not a skew tableau both because of its shape and the third column not
being increasing.

Lemma 3.5. Suppose S, T are standard skew tableaux with S ∼ T . Then, Rect(S(k)) =

Rect(T (k)) for all k ∈ Z≥1 and stab(S) = stab(T ).

Proof. Consider any k ∈ Z≥1. By definition of row shift equivalence restricted to

standard skew tableaux, S(k) and T (k) have the same reading word, so Rect(S(k)) =

Rect(T (k)) by Lemma 2.10. Let m = |S| = |T |. Then, if S stabilizes at k,

Rect(T (k))
∣
∣
∣
[(k−1)m,km]

= Rect(S(k))
∣
∣
∣
[(k−1)m,km]

∼ S ∼ T,

so T stabilizes at k as well. Similarly the converse holds, and stab(S) = stab(T ). �

Theorem 3.6. If S, T are dual equivalent standard skew tableaux, then stab(S) =
stab(T ).

Proof. By Definition 2.16, we may assume T = di(S) without loss of generality.
Shifting the entries by a constant preserves this relationship, so T +x = di+x(S+x)

for all positive integers x. It follows by the definition of S(k) in Definition 1.1 that

T (k) = di ◦ di+m ◦ · · · ◦ di+(k−1)m(S(k)) for all k ≥ 1,(18)

where m = |S| = |T |, which means S(k), T (k) are dual equivalent. By (8), (18)
implies

Rect(T (k)) = di ◦ di+m ◦ · · · ◦ di+(k−1)m(Rect(S(k))) for all k ≥ 1.(19)

Since elementary dual equivalence moves preserve the row vector,

rv(Rect(T (k))) = rv(Rect(S(k))) for all k ≥ 1.

Hence, stab(S) = stab(T ) by Definition 3.2(c). �

Example 3.7. Consider

S =
2

3

1

4

, T =
1

3

2

4

,
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which satisfy T = d2(S). Then,

Rect(S(3)) = 1 2 6 10

3 5 7 11

4 9

8 12

, Rect(T (3)) = 1 3 5 9

2 6 7 11

4 10

8 12

,

which satisfy Rect(T (3)) = d2◦d6◦d10(Rect(S
(3))). Notice that d2 swaps 1 and 2 in S

and T but swaps 2 and 3 in Rect(S(3)) and Rect(T (3)). Here, stab(S) = stab(T ) = 3,
which is consistent with Theorem 3.6.

In order to show any standard skew tableau S with decreasing row vector eventu-
ally stabilizes and then continues to stabilize, consider S(∞), obtained by attaching
infinitely many shifted copies of S to the right of S so that the result uses 1, 2, . . .
exactly once. As the row vector of S is decreasing, the rows and columns of S(∞) are
increasing. We can rectify S(∞) with inner slides just like any skew tableau using
the following lemma.

Lemma 3.8. Suppose S is a standard skew tableau with m entries and decreasing
row vector. When rectifying S(∞), if all inner slides so far pass horizontally through
the entries in [(k − 1)m + 1, km] for some k ∈ Z≥1, then they pass horizontally
through all entries greater than km.

Proof. We localize our attention to the entries in [(k− 1)m+1, km] and suppose all
inner slides so far have proceed horizontally through [(k − 1)m + 1, km]. Consider
one such slide:

• x1 . . . xj−1 . . . . . . xg

y1 . . . yi yi+1 . . . yh

→
x1 . . . xj−1 xj . . . xg •

y1 . . . yi . . . yh−1 yh

where g ≥ h and j = h− i+ 1. This means

xℓ < yℓ+i−1 for all ℓ = 1, . . . , h− i+ 1.

Then, if we include the relevant entries in [km+ 1, (k + 1)m], we have

• x1 . . . xj−1 . . . . . . xg x′1 . . . x′j . . . . . . x′g

y1 . . . yi yi+1 . . . yh y′1 . . . y′s+1 . . . y′h

→
x1 . . . xj−1 xj . . . xg x′1 . . . x′t . . . . . . x′g •

y1 . . . yi . . . yh−1 yh y′1 . . . y′s . . . y′h

where x′ℓ = xℓ +m, y′ℓ = yℓ +m, s = i+ g − h ≥ i, t = h− s+ 1 ≤ j. This slide also
proceeds horizontally through [km+ 1, (k + 1)m] because

x′ℓ < y′ℓ+i−1 ≤ y′ℓ+s−1 for all ℓ = 1, . . . , h− s+ 1.
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Also, any cell whose diagonally southwest neighbor is in a different shifted copy of
S slides horizontally. It follows inductively that this slide and thus all slides so far
proceed horizontally through all entries greater than km.

�

Lemma 3.9. Suppose S is a standard skew tableau with decreasing row vector.
Then, S must stabilize eventually, and if S stabilizes at k, then S stabilizes at k′ for
all k′ ≥ k.

Proof. Suppose S has b rows and skew shape λ/µ. Then S(∞) can be rectified with
|µ| inner slides, with µi of them starting in row i. Each inner slide starting in row
i has at most b − i vertical slides. By Lemma 3.8, these b − i vertical slides must
happen before or within the first b− i shifted copies of S that have yet to experience

vertical slides. Hence, all vertical slides take place in the first
∑b

i=1 µi(b− i) shifted

copies of S. This means S stabilizes at
∑b

i=1 µi(b− i) + 1.
Suppose S stabilizes at k. Thus, the entries in [(k−1)m+1, km] have experienced

no vertical slides, so all entries greater than km have experienced no vertical slides
by Lemma 3.8. Therefore, S stabilizes at k′ for all k′ ≥ k.

�

While Lemma 3.9 shows that any standard skew tableau with decreasing row

vector must stabilize eventually, its bound for stabilization,
∑b

i=1 µi(b − i) + 1, is
very weak. This naive bound depends on the inner shape, whereas our general
bound, Theorem 1.5, only depends on the number of rows b, and is linear in b. Any
standard tableau T of straight shape has stab(T ) = 1 trivially since Rect(T ) = T .
Any nonempty standard skew tableau S with 1 row also has stab(S) = 1 trivially.
Theorem 1.5 gives a general bound, 2b− 2, for b ≥ 2 rows.

Definition 3.10. For any word u = u1u2 . . . un and m ∈ Z≥1, let

u+m = (u1 +m)(u2 +m) . . . (un +m).

In addition, for k ∈ Z≥1, let

u(k,m) = u(u+m)(u+ 2m) . . . (u+ (k − 1)m)

If m is implicit, let u(k) = u(k,m). For example, if u = 134, k = 2, and m = 5, then

(134)(2) = (134)(2,5) = 134689.

Notation 3.11. Suppose S is a standard skew tableau with decreasing row vector
(rb, rb−1, . . . , r2, r1), so that its size is m := r1 + · · · + rb. Let w1, w2, . . . , wb denote
the entries in S read from left to right in rows b, (b− 1), . . . , 1, respectively, so that
the reading word of S is w1w2 . . . wb. For the rest of this paper, m will be implicit,

so u(k) = u(k,m) for any word u. Thus, the reading word of S(k) is w
(k)
1 w

(k)
2 . . . w

(k)
b .

Hence, by Lemma 2.10,

Rect(S(k)) = P (w
(k)
1 w

(k)
2 . . . w

(k)
b ).(20)
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For j = 1, . . . , b and k ≥ 1, let

T
(k)
j (S) := P (w

(k)
1 w

(k)
2 . . . w

(k)
j ).(21)

so that T
(k)
b (S) = Rect(S(k)).

Example 3.12. If

S =
4 5 6

3 7

1 2

,

then r1 = 2, r2 = 2, r3 = 3,m = 7, w1 = 12, w2 = 37, w3 = 456. Also,

T
(3)
2 = P (1289(15)(16)37(10)(14)(17)(21)) =

1 2 3 7 10 14 17 21

8 9 15 16
.

Numbers bigger than 9 in a sequence are parenthesized to avoid confusion.

Our goal is to understand the tails of the rows in T
(k)
b (S) for sufficiently large

k, which will turn out to k ≥ 2b − 2, Lemma 3.16. In order to understand what
happens to the tails of the rows under these row insertions, Lemma 3.14, we need to
understand various comparisons between the elements we are inserting, Lemma 3.13.

Lemma 3.13. Suppose u, v are increasing words on [m] with respective lengths
r ≤ s. Recall P (uv) denotes the insertion tableau of the concatenated word uv, and
let

c := rv(P (uv))1 − s.

Then, for each k ≥ 1,

v
(k)
t < u

(k)
t+c for all t ∈ [rk − c].(22)

Proof. By Theorem 2.7, rv(P (uv))1 = c+ s is the maximum length of an increasing
subsequence of uv. For any j ∈ [r − c], the subsequence

u1u2 . . . uj+cvjvj+1 . . . vs

of uv has size c+ s+ 1, so it is not increasing. As u, v are increasing, this forces

vj < uj+c for all j ∈ [r − c].(23)

Now, by Definition 3.10,

u
(k)
ir+j = uj + (i− 1)m, v

(k)
is+j′ = vj′ + (i− 1)m(24)

for all i ∈ [0, k − 1], j ∈ [r], j′ ∈ [s]. If i ∈ [0, k − 1], j ∈ [r − c], then j + c ≤ r, so

v
(k)
is+j = vj + (i− 1)m < uj+c + (i− 1)m = uir+j+c ≤ uis+j+c(25)
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using (23), r ≤ s, and that u is increasing. On the other hand, if i ∈ [0, k − 2], j ∈
[r − c+ 1, s], then vj ≤ m and j + c ≥ r + 1, so

v
(k)
is+j = vj + (i− 1)m ≤ im < u(i+1)r+1 ≤ uir+j+c ≤ uis+j+c,(26)

also using r ≤ s and that u is increasing. Combining (25) and (26) gives Lemma 3.13.
�

Lemma 3.14. Suppose i,m ∈ Z≥1, u, v are increasing words on [(i− 1)m+ 1, im]
with respective lengths r ≤ s, and w,w′ are increasing words on [(i − 1)m]. Then,
for all k ≥ 2,

wu(k) ← w′v(k) =
x (v +m)(k−1)

x′ (u+m)(k−1)

where x, x′ are increasing words on [im], possibly with different lengths.

Proof. First, consider the insertion wu(k) ← w′. Since each element of w′ is ≤
(i − 1)m and all elements of u(k) are ≥ (i − 1)m + 1, the elements of u(k) that w′

bumps down must form a consecutive sequence w′′ starting from the beginning of
u(k), possibly empty. Letting c := rv(P (uv)) − s, u ← v creates a tableau whose
first row has size c + s, meaning v bumps down r − c elements from u. Hence, in
wu(k) ← w′v, after w′ bumps down w′′ from u(k), v bumps down at most r − c
elements from u. Thus, as each element of v is ≤ im, v also bumps down at least
c+ s− r of the initial elements that are after both w′′ and u. In particular, as r ≤ s,
the c initial elements of (u+m)(k−1) are bumped down in wu(k) ← w′v.

Let c′ ≥ c be the number of initial elements of (u + m)(k−1) that are bumped

down in wu(k) ← w′v. By Lemma 3.13 and u being increasing,

(v +m)
(k−1)
t < (u+m)

(k−1)
t+c ≤ (u+m)

(k−1)
t+c′ for all t ∈ [r(k − 1)− c′].

It follows inductively that the insertion of (v + m)(k−1) bumps down all of the

remaining elements of (u+m)(k−1) in row 1. The result follows.
�

Example 3.15. Suppose u = 134, v = 256, k = 3 and m = 6. Then, u(3,6) ← v(4,6)

=
1 3 4 7 9 10 13 15 16

← 2568(11)(12)(14)(17)(18)

=
1 2 4 5 6 8 11 12 14 17 18

3 7 9 10 13 15 16

=
12456 (v + 6)(2)

3 (u+ 6)(2)

Lemma 3.16. For j = 2, . . . , b, and k ≥ 2b− 2, T
(k)
j (S) is of the form
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x1 (wj + (j − 1)m)(k−j+1)

x2 (wj−1 + jm)(k−j)

...
...

xi (wj+1−i + (j − 2 + i)m)(k−j+2−i)

...
...

xj−1 (w2 + (2j − 3)m)(k−2j+3)

xj (w1 + (2j − 3)m)(k−2j+3)

where each xi is an increasing word on [(j−2+ i)m], possibly with different lengths.

Proof. We proceed by induction on j. The base case j = 1 holds since w
(k)
1 is

increasing. Inductively assuming the result holds for some fixed j ≤ b− 1, we have

T
(k)
j+1(S) = T

(k)
j (S)← w

(k)
j+1.(27)

By repeated applications of Lemma 3.14, the bumping process in T
(k)
j (S) ← w

(k)
j+1

bumps (wj + jm)(k−j) from row 1 to row 2, which bumps (wj−1 + (j + 1)m)(k−j−1)

from row 2 to row 3, . . . , which bumps (wj+1−i + (j − 1 + i)m)(k−j+1−i) from row

i to row i + 1 for all i = 1, . . . , j. This means (wj+2−i + (j − 2 + i)m)(k−j+2−i)

bumps into row i for i = 1, . . . , j, j + 1. Thus, row i of T k
j+1(S) ends in (wj+2−i +

(j − 1 + i)m)(k−j+1−i) for i = 1, . . . , j and in (w1 + (2j − 1)m)(k−2j+1) in the newly
created row j+1. Smaller elements are also bumped down from each row, but they
do not affect this pattern. This proves Lemma 3.16 for j + 1 and completes our
induction. �

Proof of Theorem 1.5. Suppose S is a standard skew tableau with decreasing row
vector and continue Notation 3.11. Plugging j = b and k = 2b− 2 into Lemma 3.16
gives

Rect(S(2b−2)) = T
(2b−2)
b (S) =

x1 (wb + (b− 1)m)(b−1)

x2 (wb−1 + bm)(b−2)

...
...

xi (wb+1−i + (b− 2 + i)m)(b−i)

...
...

xb−1 (w2 + (2b− 3)m)(1)

xb (w1 + (2b− 3)m)(1)

,

where each xi is an increasing word on [(b− 2 + i)m]. Hence,

Rect(S(2b−2))
∣
∣
∣
[(2b−3)m+1,(2b−2)m]

∼ S,

so S stabilizes at 2b− 2.
�
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4. Stabilization on Skew Tableaux with Constant Row Vectors

In this section, we restrict our attention to skew tableaux with constant row
vectors. We prove formula (1) for the shape of the stabilized tableau, Theorem 1.6.
This lets us improve our upper bound for stabilization from 2b−2 to b in the constant
row vector case, proving Theorem 1.4.

Notation 4.1. Suppose S is a standard skew tableau with constant row vector (rb),
so that it has b rows of size r, and its size is m := br. We then continue with
Definition 3.10 and Notation 3.11 as before. Recall w1, w2, . . . , wb are the reading
words of the rows of S from bottom to top,

T
(k)
j (S) := P (w

(k)
1 w

(k)
2 . . . w

(k)
j ) for j = 1, . . . , b and k ≥ 1,(28)

and T
(k)
b (S) = Rect(S(k)). In addition, let

ci = ci(S) := rv(P (wiwi+1))1 − r, for all i = 1, . . . , b− 1.(29)

See Example 4.3 for an example computation of the ci’s.

First, we derive a lower bound on the partial sums of rv(T
(k)
b (S)) using Theo-

rem 2.7. Secondly, we will show that equality always holds for this bound using
Lemma 2.5 and Lemma 2.6, proving Theorem 1.6. Recall from (15) that for all
n, p ∈ Z≥0 with n > p,

p
∑

j=n

aj =

{

0, if y = x− 1,

−
∑n+1

j=p−1 aj , else.

Lemma 4.2. Suppose S is standard skew tableau with row vector (rb) and use

Notation 4.1. If k ≥ b− 1 and rv(T
(k)
b (S)) = (λ1, . . . , λb), then, for t = 1, . . . , b,

t∑

j=1

λj ≥
t∑

j=1



kr +

b−j
∑

i=j

ci



 .(30)

Proof. Consider any positive integers t ≤ b and k ≥ b − 1. By Theorem 2.7, we
will be done if we show there exists t disjoint increasing subsequences of w(S, k) :=

w
(k)
1 . . . w

(k)
b whose total length is

∑t
j=1

(

kr +
∑b−j

i=j ci

)

. We will exhibit t such

increasing subsequences of w(S, k) explicitly. Our exhibition of these subsequences
uses the following b× k matrix of words:

Mk(S) =

wb wb +m . . . wb + (k − 1)m
...

...
...

...
w2 w2 +m . . . w2 + (k − 1)m
w1 w1 +m . . . w1 + (k − 1)m

Notice concatenating these words from left to right and then top to bottom gives
w(S, k).
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1
t

2

3

(t− 1)
t

b− t b− 1 k
b

1

(b− t+ 1)

(b− t+ 2)

(b− t+ 3)

(b− 1)

Figure 1. The lattice paths used to construct increasing subse-
quences of w(S, k)

In addition, we will use the lattice paths on the Cartesian plane in Figure 1. Label
the paths L1, . . . , Lt in Figure 1 from bottom to top. For j = 1, . . . , t, the path Lj

proceeds as follows:

(a) Walk horizontally from (j, 1) to (j, t + 1− j), then
(b) Alternate between (0, 1) and (1, 0) steps, starting with (0, 1), until reaching

(b− j, b+ j − t), then
(c) Walk horizontally to (k, b+ j − t).

Now, overlay the b× k grid containing these lattice paths on Mk(S). We can then
convert each lattice path Lj into a word yj as follows. First concatenate the words in
Mk(S) that correspond to lattice points in Lj in order starting from (1, j) and ending
at (k, b + j − t) to obtain xj . Note xj need not be increasing because it contains
(wi + sm)(wi+1 + sm) in each column i where there is a vertical step. To obtain an
increasing subsequence associated to Lj, we will replace each (wi+sm)(wi+1+sm) by
a maximum length increasing subsequence of (wi+sm)(wi+1+sm). By Theorem 2.7
and the definition of ci, (29), there exists a maximum length increasing subsequence
ui of wiwi+1 with length ci+ r. Thus, replace each instance of (wi+sm)(wi+1+sm)
in xj with ui + sm to obtain the increasing subsequence yj. Hence,

yj = w
(t−j)
j (uj + (t− j)m)(uj+1 + (t+ 1− j)m) . . . (ub+j−t−1 + (b− j)m)

(wb+j−t + (b+ 1− j)m)(k−b+j).
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Since the lattice paths L1, . . . , Lt are disjoint, y1, . . . , yt are disjoint as well. For
j = 1, . . . , t, as ℓ(wi) = r and ℓ(ui) = ci + r for all i, we have

ℓ(yj) = (t− j)r +





b+j−t−1
∑

i=j

(ci + r)



+ (k − b+ j)r = kr +

b+j−t−1
∑

i=j

ci.

Hence,

t∑

j=1

ℓ(yj) = tkr +
t∑

j=1

b+j−t−1
∑

i=j

ci =
t∑

j=1



kr +

b−j
∑

i=j

ci





by Lemma 2.24. Thus, y1, . . . , yt are t disjoint increasing subsequences of w(S, k)

with total length
∑t

j=1

(

kr +
∑b−j

i=j ci

)

, completing the proof. �

Example 4.3. Suppose

S =
7 9 10

2 4 12

6 8 11

1 3 5

.

Thus, b = 4, r = 3,m = 12, w1 = 135, w2 = 68(11), w3 = 24(12), w4 = 79(10),

P (w1w2) =
1 3 5 6 8 11

, P (w2w3) =
2 4 11 12

6 8
,

P (w3w4) =
2 4 7 9 10

12
,

so c1 = 3, c2 = 1, c3 = 2. Maximum length increasing subsequences of w1w2, w2w3

and w3w4 are

u1 = 13568(11), u2 = 68(11)(12), u3 = 2479(10),

respectively. The matrix of words for this example is

M3(S) =

w4 w4 + 12 w4 + 24
w3 w3 + 12 w3 + 24
w2 w2 + 12 w2 + 24
w1 w1 + 12 w1 + 24

=

79(10) (19)(21)(22) (31)(33)(34)
24(12) (14)(16)(24) (26)(28)(36)
68(11) (18)(20)(23) (30)(32)(35)
135 (13)(15)(17) (25)(27)(29)

.

The lattice paths from the proof of Lemma 4.2 for b = 4, k = 3 and t = 1, 2, 3, 4 are
shown in Figure 2 from left to right, respectively.

Figure 2 corresponds to the following lists of disjoint increasing subsequences of

w
(3)
1 w

(3)
2 w

(3)
3 w

(3)
4 :

1. u1(u2 + 12)(u3 + 24) with size 15,
2. w1(u1 + 12)(u2 + 24), u2(u3 + 12)(w4 + 24) with total size 25,
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Figure 2. The lattice paths used to construct increasing subse-
quences of w(S, k) for b = 4, k = 3, t = 1, 2, 3, 4

3. w1(w1 + 12)(u1 + 12), w2(u2 + 12)(w3 + 24), u3(w4 + 12)(w4 + 24) with total size
33,

4. w
(3)
1 , w

(3)
2 , w

(3)
3 , w

(3)
4 with total size 36.

Letting (λ1, λ2, λ3, λ4) = rv(T
(3)
4 (S)), Lemma 4.2 says

λ1 ≥ 3r +

3∑

i=1

ci = 15,

λ1 + λ2 ≥ 15 + 3r +

2∑

i=2

ci = 25,

λ1 + λ2 + λ3 ≥ 25 + 3r +

1∑

i=3

ci = 33,

λ1 + λ2 + λ3 + λ4 ≥ 33 + 3r +

0∑

i=4

ci = 36,

which is consistent with Theorem 2.7 and the total sizes of our increasing subse-
quences. Now, not only do these inequalities hold, but they are all equalities. We

have rv(T
(3)
4 (S)) = (15, 10, 8, 3), as shown below:

T
(3)
4 (S) = Rect(S(3)) =

1 2 4 6 7 9 10 14 16 19 21 22 31 33 34

3 5 8 11 12 23 24 26 28 36

13 15 17 18 20 30 32 35

25 27 29

.

Proof of Theorem 1.6. Suppose S is a standard skew tableau with row vector (rb),
and continue Notation 4.1. Fix k ≥ b− 1. Recall that

T
(k)
i (S) = P (w

(k)
1 w

(k)
2 . . . w

(k)
i ) for i = 1, . . . , b.

We need to show

rv(T
(k)
b (S))j = kr +

b−j
∑

i=j

ci for all j = 1, . . . , b and k ≥ b− 1.(31)
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We proceed by induction on b. If b = 1, P (w
(k)
1 ) is a tableau with 1 row of size kr,

so Theorem 1.6 holds for b = 1. Inductively assume that Theorem 1.6 holds for all
standard skew tableaux with less than b rows and all k ≥ b− 2.

Let B1, . . . , Bkr denote the bumping chains of the row insertions

T
(k)
b−1(S) = T

(k)
b−2(S)← w

(k)
b−1.

Each letter of w
(k)
b−1 has its own bumping chain. Since w

(k)
b−1 is increasing, B1, . . . , Bkr

proceed strictly left to right by Lemma 2.5. By the induction hypothesis, we have

rv(T
(k)
b−2(S))j = kr +

b−2−j
∑

i=j

ci, for all j = 1, . . . , b− 2,

rv(T
(k)
b−1(S))j = kr +

b−1−j
∑

i=j

ci, for all j = 1, . . . , b− 1.

Therefore, for j = 1, . . . , b− 2,

rv(T
(k)
b−1(S))j − rv(T

(k)
b−2(S))j = cb−1−j ,

which implies that cb−1−j of the bumping chains among B1, . . . , Bkr end in row j.
Furthermore, for t = 1, . . . , b − 2, exactly cb−1−t + · · · + cb−2 of B1, . . . , Bkr end in
or above row t.

Next, let B′
1, . . . , B

′
kr denote the bumping chains of the row insertions

T
(k)
b (S) = T

(k)
b−1(S)← w

(k)
b .

Since w
(k)
b is increasing, B′

1, . . . , B
′
kr again proceed strictly left to right by Lemma 2.5.

We claim that B′
j is weakly left of Bj+cb−1

for all j = 1, . . . , kr − cb−1. where

cb−1 = rv(P (wb−1wb))1 − r,

from (29). By Lemma 3.13,

(w
(k)
b )j < (w

(k)
b−1)j+cb−1

for all j = 1, . . . , kr − cb−1.(32)

Since B2, . . . , Bkr are disjoint from B1, and (w
(k)
b )1 < (w

(k)
b−1)1+cb−1

, Lemma 2.6

implies that B′
1 is weakly left of B1+cb−1

. Inductively assuming that B′
1, . . . , B

′
j

are weakly left of B1+cb−1
, . . . , Bj+cb−1

, respectively, Bj+2+cb−1
, . . . , Bm, B′

1, . . . B
′
j

are all disjoint from Bj+1+cb−1
and (w

(k)
b )j+1 < (w

(k)
b−1)j+cb−1

. Thus, by Lemma 2.6,

B′
j+1 is weakly left of Bj+1+cb−1

, proving our claim. Hence, B′
j must end in a strictly

lower row than Bj+cb−1
for all j = 1, . . . , kr − cb−1.

Combining this with exactly cb−t + · · · + cb−2 of B1, . . . , Bkr ending in or above
row t− 1, at most cb−t + · · · + cb−2 + cb−1 of B′

1, . . . , B
′
kr end in or above row t for
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t = 1, . . . , b− 1. Thus, using our original induction hypothesis,

(33)

t∑

j=1

rv(T
(k)
b (S))j ≤





t∑

j=1

rv(T
(k)
b−1(S))j



+ cb−t + · · ·+ cb−1

=

t∑

j=1



kr +

b−1−j
∑

i=j

ci



+

t∑

j=1

cb−j

=
t∑

j=1



kr +

b−j
∑

i=j

ci



 .

for t = 1, . . . , b− 1. Combining (33) with Lemma 4.2,

t∑

j=1

rv(T
(k)
b (S))j =

t∑

j=1



kr +

b−j
∑

i=j

ci



 for all t = 1, . . . , b− 1.(34)

For the t = b case,

(35)

b∑

j=1



kr +

b−j
∑

i=j

ci



 = bkr +

b∑

j=1

j−1
∑

i=j

ci = bkr =

b∑

j=1

rv(T k
b (S))j

by Lemma 2.24 with t = b and ℓ(w
(k)
1 w

(k)
2 . . . w

(k)
b ) = bkr. Combining (34) and (35)

yields

t∑

j=1

rv(T
(k)
b (S))j =

t∑

j=1



kr +

b−j
∑

i=j

ci



 for all t = 1, . . . , b.

This shows that the partial sums of the two sequences {rv(T
(k)
b (S))j}

b
j=1 and

{

kr +
∑b−j

i=j ci

}b

j=1

both agree, so the sequences agree as well, proving (31).
�

Proof of Theorem 1.4. Suppose S is a standard skew tableau with row vector (rb).
In order to show S stabilizes at b, it suffices to show that

rv(Rect(S(b)))j − rv(Rect(S(b−1)))j = rv(S)j for all j = 1, . . . , b.(36)

by Definition 3.2(c). In fact, using Theorem 1.6,

rv(Rect(S(b)))j − rv(Rect(S(b−1)))j = br +

b−j
∑

i=j

ci − (b− 1)r −

b−j
∑

i=j

ci = r = rv(S)j

for all j = 1, . . . , b. �
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Corollary 4.4. Suppose S is a standard skew tableau with row vector (rb). Let
w1, . . . , wb denote the entries in each row read from left to right, starting from the
bottom. For k ≥ stab(S)− 1, Rect(S(k)) has shape (λ1, . . . , λb), where

λj = kr +

b−j
∑

i=j

ci for all j = 1, . . . , b,

where

ci = (the length of the first row of P (wiwi+1))− r for all i = 1, . . . , b− 1.

Proof. This is exactly Theorem 1.6 with the bound k ≥ b − 1 changed to k ≥
stab(S)−1. Letm = |S| and suppose k ∈ [stab(S)−1, b−1]. Because k ≥ stab(S)−1,

Rect(S(b−1))
∣
∣
∣
[(k−1)m+1,(b−1)m]

∼ S(b−1−k)

by Lemma 3.9. Since Rect(S(k)) ⊆ Rect(S(b−1)) as well,

rv(Rect(S(k)))j = rv(Rect(S(b−1)))j − rv(S(b−1−k))j

= (b− 1)r +

b−j
∑

i=j

ci − (b− 1− k)r

= kr +

b−j
∑

i=j

ci

for all j = 1, . . . , b. �

Example 4.5. Continuing with the same S as in Example 4.3,

Rect(S(4)) = 1 2 4 6 7 9 10 14 16 19 21 22 31 33 34 43 45 46

3 5 8 11 12 23 24 26 28 36 38 40 48

13 15 17 18 20 30 32 35 42 44 47

25 27 29 37 39 41

,

so Rect(S(4))
∣
∣
[25,36]

∼ S, Rect(S(4))
∣
∣
[13,24]

6∼ S, and stab(S) = 3. If

T =
5 10 11

8 9 12

2 4 6

1 3 7

,

then

Rect(T (4)) =
1 2 4 5 8 9 10 11 17 22 23 29 34 35 41 46 47

3 6 12 14 16 18 20 21 24 32 33 36 44 45 48

7 13 25 26 28 30 38 40 42

15 19 27 31 37 39 43

,
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so Rect(T (4))
∣
∣
[37,48]

∼ T , Rect(T (4))
∣
∣
[25,36]

6∼ T , and stab(S) = 4.

As seen in Example 4.5, some, but not all, skew tableaux with b rows of the
same size stabilize before b. To prove the bound is tight in Theorem 1.4 is tight, it
suffices to find a standard tableau Ib,r with row vector (rb) and stab(Ib,r) = b for
each b, r ∈ Z≥1. We can form such an Ib,r by making its reading word increasing, as
in Example 4.6.

Example 4.6. Consider

S =
. . . br

...

2r+1 . . . 3r

r+1 . . . 2r

1 . . . r

Then, we have c1 = c2 = · · · = cb−1 = r, so in particular, setting k = b−1 and j = b
in Theorem 1.6 gives

rv(Rect(I
(b−1)
b,r ))b = (b− 1)r +

0∑

i=b

ci = (b− 1)r −

b−1∑

i=1

r = 0.

Hence, Rect(I
(b−1)
b,r ) consists of b−1 rows. Therefore, Rect(I

(b−1)
b,r )

∣
∣
∣
[b(b−2)+1,b(b−1)]

6∼

Ib,r, so Ib,r does not stabilize at b− 1. But, by Theorem 1.4, Ib,r stabilizes at b, so
stab(Ib,r) = b. Note that Ib,r is not the only skew tableaux with b rows of size r and
stab(Ib,r) = b, as illustrated by T in Example 4.5.

Remark 4.7. We believe any standard tableau S with decreasing row vector sta-
bilizes at b, Conjecture 1.3, though we are currently unable to prove it. We cannot
directly generalize our proof of Theorem 1.4 to prove Conjecture 1.3 because The-
orem 1.6, a key ingredient in our proof of Theorem 1.4, does not generalize to this
setting. Let w1, . . . , wb denote the reading words of the rows of S, from bottom to
top, ri = ℓ(wi) for all i, and

ci := rv(P (wiwi+1))1 − ri+1 for all i = 1, . . . , (b− 1).

Unlike Theorem 1.6, in this more general setting, rv(Rect(S(b))) depends on more
than just b, r1, . . . , rb, c1, . . . , cb−1, as demonstrated in Example 4.8. Hence, some
other technique is required to prove Conjecture 1.3, if it is indeed true.

Example 4.8. Consider

S =
2 4

3

1

, T =
1 3

4

2

,
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which both have b = 3, r1 = 1, r2 = 1, r3 = 2, c1 = 1, c2 = 0. Then,

Rect(S(3)) =
1 2 4 6 8 10 12

3 7 11

5 9

, Rect(T (3)) =
1 3 5 7 9 11

2 4 8 12

6 10

.

Thus, rv(Rect(S(3))) = (7, 3, 2) 6= (6, 4, 2) = rv(Rect(T (3))).

5. Anti-Stabilization

In this section, we discuss anti-stabilization, which involves rectifying toward a
southeast corner rather than the northwest corner. We show that the stabilized and
anti-stabilized skew tableaux have reflected shapes and that the stabilization and
anti-stabilization statistics coincide when both are defined.

Definition 5.1. For any skew tableau S with b rows, fix a so that S ⊂ (ab), and let
Rect∗(S), the anti-rectification of S, be the skew tableau obtained by continually
performing outer slides on S within (ab) until the southeast corner of (ab) is filled.
Rect∗(S) is independent of a up to row shift equivalence. Also, for a standard skew
tableau S of size m, let S† denote the tableau obtained from S by rotating 180◦ and

then flipping the entries by x 7→ m + 1 − x, and let (λ/µ)† denote the skew shape
obtained by rotating λ/µ by 180◦.

Suppose S is a standard skew tableau with m entries and increasing row vector.
Define S(∗k) to be the standard skew tableau obtained by attaching k − 1 shifted
copies of S to the left of S + (k − 1)m so that S(∗k)

∣
∣
[(j−1)m+1,jm]

∼ S for all

j = 1, . . . , k. Then, we say S anti-stabilizes at k if Rect∗(S(∗k))
∣
∣
[1,m]

∼ S. Let

stab∗(S) denote the minimum value at which S anti-stabilizes.

Example 5.2. Consider

S =
4

2 5

1 3

.
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Then,

S(∗3) =
4 9 14

2 5 7 10 12 15

1 3 6 8 11 13

,

Rect∗(S(∗3)) =
4 9

2 5 7 10 12 14

1 3 6 8 11 13 15

,

Rect∗(S(∗3))† =
1 3 5 8 10 13 15

2 4 6 9 11 14

7 12

.

Since Rect∗(S(∗3))
∣
∣
[11,15]

6∼ S, but Rect∗(S(∗3))
∣
∣
[6,10]

∼ S, stab∗(S) = 2.

Remark 5.3. Similarly to Remark 3.4, if S does not have increasing row vector,
S(∗k) need not be a standard skew tableau. Hence, the notions of stabilization and
anti-stabilization only make sense simultaneously when the row vector is constant.

Anti-stabilization has many of the same properties as stabilization. If we apply
the same reasoning using anti-rectification instead of rectification and S(∗k) instead
of S(k), we get the following analogues of Lemma 3.5, Theorem 3.6, Lemma 3.9,
Theorem 1.5, and Theorem 1.4 for anti-stabilization.

Corollary 5.4. Suppose S is a standard skew tableau with b rows and increasing
row vector. Then,

(a) Anti-stabilization is well-defined up to row shift equivalence.
(b) stab∗ is constant on dual equivalence classes of standard skew tableaux.
(c) S anti-stabilizes eventually, and if S anti-stabilizes at k, it anti-stabilizes at any

k′ ≥ k.
(d) If b ≥ 2, then S anti-stabilizes at 2b− 2.
(e) If S has constant row vector, then S anti-stabilizes at b.

If S is a standard skew tableau with constant row vector, then S(k) and S(∗k) are
both standard tableaux with the same reading word. Thus, by Lemma 2.10,

S(∗k) ∼ S(k), Rect(S(∗k)) = Rect(S(k)), and Rect∗(S(∗k)) = Rect∗(S(k)).(37)

Lemma 5.5. For any standard skew tableau S,

Rect∗(S) = Rect(S†)† = (e(Rect(S)))†,

where e is Schützenberger’s evacuation operator.

Proof. Let w = w1 . . . wm be the reading word of S, so w is permutation of size m.
Anti-rectifying S and rectifying S† differ by a rotation of 180◦, implying

Rect∗(S) = Rect(S†)†.(38)
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As † reverses the order of the cells in the reading word and reverses the entry values,
the reading word of S† is w0ww0, where w0 = [m,m − 1, . . . , 2, 1] is the reversal
permutation of size m. Thus, by Lemma 2.10,

Rect(S†)† = P (w0ww0)
†.(39)

Moreover, P (w0ww0) = e(P (w)) by [Sag01, Theorem 3.9.4], so

P (w0ww0)
† = e(P (w))† = (e(Rect(S)))†(40)

by Lemma 2.10. Combining (38), (39), and (40) gives Lemma 5.5.
�

Lemma 5.6. Suppose S is a standard skew tableau with row vector (rb). Then, for
all k ≥ 1, and j = 1, . . . , b,

rv(Rect∗(S(k)))j = rv(Rect(S(k)))b+1−j .(41)

In addition,

stab∗(S) = stab(S).(42)

Proof. For any k ≥ 1, S(k) ∼ S(∗k) from (37). Thus, by Lemma 5.5,

rv(Rect∗(S(k)))j = rv(e(Rect(S(k)))†)j = rv(Rect(S(k))†)j = rv(Rect(S(k)))b+1−j

for all k ≥ 1 and j = 1, . . . , b, proving (41). By Definition 3.2(c), S stabilizes at k
if and only if

rv(Rect(S(k)))j − rv(Rect(S(k−1)))j = r for all j = 1, . . . , b.(43)

Similarly, S anti-stabilizes at k if and only if

rv(Rect∗(S(k)))j − rv(Rect∗(S(k−1)))j = r for all j = 1, . . . , b.(44)

By (41), (43) holds if and only if (44) holds. Thus, S stabilizes at k if and only if
S anti-stabilizes at k, and (42) follows.

�

6. Sufficiently Large Tableaux Fixed by Powers of Promotion

In this section, we first give an alternative method for doing multiple promotions
at once. Recall p : SYT(ab) → SYT(ab) denotes Schützenberger’s promotion oper-
ator, Definition 2.12. We then construct the sufficiently large rectangular standard
tableaux fixed by promotion powers. In particular, we construct the tableaux in

SYT((ar)b)p
br

for a ≥ 2b− 1 and prove Theorem 1.14. Theorem 1.6 plays a key role
in showing these tableaux are rectangular, tableau stabilization is central in showing
these tableaux are fixed by pbr, and the bound in Theorem 1.4 lets us control the
size of these rectangular tableaux. We also prove Corollary 1.15, which describes

promotion’s action on SYT((ar)b)p
br
.
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Lemma 6.1. Suppose a, b ∈ Z≥1 and n := ab. For any tableau T ∈ SYT(ab) and
k = 1, . . . , n, we have

pk(T )
∣
∣
∣
[1,n−k]

= Rect(T |[k+1,n])− k,(45)

pk(T )
∣
∣
∣
[n−k+1,n]

= Rect∗(T |[1,k]) + (n− k).(46)

Proof. Equation (45) follows from Definition 2.12 and rectification being well-defined.
By Theorem 1.9, pn = id on SYT(ab), so pk = (p−1)n−k. Then, (46) follows
from the fact that T is rectangular, meaning demotion and promotion are inverses,
Definition 2.12, and anti-rectification being well-defined.

�

Definition 6.2. Suppose S is a standard skew tableau with row vector (rb), and let
k := stab(S). For any a ≥ 2k − 1, let Ra(S) denote the filling of rectangular shape

formed by row-concatenating Rect(S(k−1)), S(a−2k+2)+(k−1)br, and Rect∗(S(k−1))+
(a− k + 1)br together from left to right.

Example 6.3. Let

S =
2 6

4 5

1 3

,

which has k = stab(S) = 3, and let a = 6. Observe

Rect(S(2)) = 1 2 4 5 6 8 12

3 9 10 11

7

,

S(2) + 12 =
14 18 20 24

16 17 22 23

13 15 19 21

,

Rect∗(S(2)) + 24 =
26

28 29 30 32

25 27 31 33 34 35 36

,

so

R6(S) =
1 2 4 5 6 8 12 14 18 20 24 26

3 9 10 11 16 17 22 23 28 29 30 32

7 13 15 19 21 25 27 31 33 34 35 36

.
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Theorem 6.4. Suppose S is a standard skew tableau with row vector (rb). Then,
for any integer a ≥ 2 stab(S)− 1,

Ra(S) ∈ SYT((ar)b)p
br
.

Proof. Let k := stab(S) and R := Ra(S). First, we check that R has rectangular
shape ((ar)b). By Corollary 4.4 and (41),

rv(Rect(S(k−1)))j = (k − 1)r +

b−j
∑

i=j

ci,(47)

rv(Rect∗(S(k−1)))j = rv(Rect(S(k−1)))b+1−j = (k − 1)r +

j−1
∑

i=b+1−j

ci(48)

for all j = 1, . . . , b. Hence, for j = 1, . . . , b,

rv(R)j = rv(Rect(Sk−1))j + rv(S(a−2k+2))j + rv(Rect∗(Sk−1))j

= (k − 1)r +

b−j
∑

i=j

ci + (a− 2k + 2)r + (k − 1)r +

j−1
∑

i=b+1−j

ci

= ar +

j−1
∑

i=j

ci

= ar,

which shows rv(R) = ((ar)b). Since R is left-justified, it is a filling of shape ((ar)b).
Secondly, we check that R is a standard tableau. We break R into three pieces:

• R1 := R|[1,kbr] = Rect(S(k)), because S stabilizes at k

• R2 := R|[kbr+1,(a−k+1)br] ∼ S(a−2k+1),

• R3 := R|[(a−k+1)br+1,abr] = Rect∗(S(k−1)) + (a− k + 1)br.

The fillings R1 and R3 are skew tableaux because they are the rectification and anti-
rectification of skew tableaux, respectively. The filling R2 is a skew tableau since it
is formed by row-concatenating shifted copies of R1|[(k−1)br+1,kbr]. Since R1, R2, R3

use the entries [1, kbr], [kbr+1, (a−k+1)br], and [(a−k+1)br+1, abr] respectively,
R uses each of 1, 2, . . . , abr exactly once. Because R2 adjoins to the right of R1 and
R3 adjoins to the right of R2, the rows and columns of R are increasing. Hence, R
is a standard tableau.

Thirdly, we check that R is fixed by br promotions. Since S stabilizes at k,

R|[1,jbr] = Rect(S(j)) for all j ∈ [1, a− k + 1].(49)

By Lemma 5.6, S also anti-stabilizes at k, so similarly,

R|[jbr+1,abr] = Rect∗(S(a−j)) + jbr for all j ∈ [k − 1, a].(50)
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Note that both sides of (50) are empty when j = a. Then, for all j ∈ [k − 1, a],

(51)

pjbr(R)
∣
∣
∣
[1,(a−j)br]

= Rect(R|[jbr+1,abr])− jbr by (45)

= Rect(Rect∗(S(a−j)) + jbr)− jbr by (50)

= Rect(S(a−j)) as rectification is well-defined

= R|[1,(a−j)br] by (49).

Similarly, for all j ∈ [1, a − k + 1],
(52)

pjbr(R)
∣
∣
∣
[(a−j)br+1,abr]

= Rect∗(R|[1,jbr]) + (a− j)br by (46)

= Rect∗(Rect(S(j))) + (a− j)br by (49)

= Rect∗(S(j)) + (a− j)br as anti-rectification is well-defined

= R|[(a−j)br+1,abr] by (50).

Putting (51) and (52) together,

pjbr(R) = R for all j ∈ [k − 1, a− k + 1].

In particular, because a ≥ 2k − 1, we have k − 1, k ∈ [k − 1, a − k + 1], so

pbr(R) = pkbr−(k−1)br(R) = pkbr(p−(k−1)br(R)) = pkbr(R) = R.

�

Notation 6.5. Fix b, r ∈ Z≥1, and let β the block anti-diagonal skew shape

β := (r) ∪ (r) ∪ · · · ∪ (r)
︸ ︷︷ ︸

b times

.

Although Theorem 6.4 holds for any standard skew tableau S with row vector
(rb), S is row shift equivalent to a standard skew tableau S′ of shape β by performing

horizontal slides. Thus, by Lemma 3.5, Rect(S(k)) = Rect((S′)(k)) and stab(S) =
stab(S′), which means Ra(S) = Ra(S

′) for all a ≥ 2 stab(S) − 1. Hence, any
rectangular tableau of the form Ra(S) for some standard skew tableau S with row
vector (rb) is also of the form Ra(S

′) for some S′ ∈ SYT(β).

Corollary 6.6. For all a ∈ Z≥1,

{

Ra(S) : S ∈ SYT(β), stab(S) ≤
a+ 1

2

}

⊆ SYT((ar)b)p
br
.(53)

Proof. For fixed S ∈ SYT(β), Ra(S) is defined for a ≥ 2 stab(S) − 1. Thus, for
fixed a ∈ Z≥1 and all S ∈ SYT(β) with stab(S) ≤ a+1

2 , Ra(S) is defined and lies in

SYT((ar)b)p
br

by Theorem 6.4.
It remains to show the elements of {Ra(S) : S ∈ SYT(β)} are distinct. Suppose

Ra(S) = Ra(S
′) for S, S′ ∈ SYT(β). Letting k = stab(S), rv(Ra(S)|[(k−1)br+1,kbr]) =
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(rb) and hence rv(Ra(S
′)|[(k−1)br+1,kbr]) = (rb) as well. This and Definition 6.2 means

S′ ∼ Ra(S
′)
∣
∣
[(k−1)br+1,kbr]

= Ra(S)|[(k−1)br+1,kbr] ∼ S

forcing S = S′ because S, S′ ∈ SYT(β).
�

Example 6.7. Consider

S = 2

1

3

4

, T = 2

1

4

3

, U = 4

3

2

1

,

which have

stab(S) = 2, stab(T ) = 3, stab(U) = 4.

Thus, the smallest Ra(S), Ra′(T ), Ra′′(U) we can construct with Definition 6.2 are

R3(S) =
1 2 6

3 5 10

4 7 11

8 9 12

∈ SYT(34)p
4
,

R5(T ) =
1 2 5 6 10

3 4 9 13 14

7 8 12 17 18

11 15 16 19 20

∈ SYT(54)p
4
,

R7(U) =
1 2 3 4 8 12 16

5 6 7 11 15 19 20

9 10 14 18 22 23 24

13 17 21 25 26 27 28

∈ SYT(74)p
4
.

On the other hand, neither

V =
1 3 4

2 5 8

6 7 9

10 11 12

∈ SYT(34)p
4
, nor W =

1 2 3 4 8

5 6 7 11 12

9 10 14 15 16

13 17 18 19 20

∈ SYT(54)p
4

are of the form Ra(S) for S ∈ SYT((1) ∪ (1) ∪ (1) ∪ (1)) because V |[4(j−1)+1,4j] and

W |[4(j−1)+1,4j] never use all 4 rows for any value of j.

The containment in Corollary 6.6 can be strict in general, as illustrated by V,W
in Example 6.7. However, equality in Corollary 6.6 holds for a ≥ 2b − 1, when
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stab(S) ≤ a+1
2 holds for all S ∈ SYT(β) by Theorem 1.4. Thus, Corollary 6.6

specializes to

{Ra(S) : S ∈ SYT(β)} ⊆ SYT((ar)b)p
br

when a ≥ 2b− 1.(54)

The fact that equality holds in (54) is the content of Theorem 1.14.

Remark 6.8. In Theorem 1.14, Ra(S) is defined by row concatenating shifted

copies of Rect(S(b−1)), S(a−2b+2), and Rect∗(S(b−1)) instead of shifted copies of

Rect(S(k−1)), S(a−2k+2), and Rect∗(S(k−1)) where k = stab(S) as in Definition 6.2.
These 2 constructions agree by the definition of tableau stabilization, Definition 1.1,
and because stab(S) ≤ b for S ∈ SYT(β), Theorem 1.4.

Proof of Theorem 1.14. Fix a positive integer a ≥ 2b−1. Equality in (54) will follow
from both sides having the same size. By Lemma 2.22, we have the quotient

Qe((er)
b) = (r) ∪ (r) ∪ · · · ∪ (r)

︸ ︷︷ ︸

b times

= β whenever e ≥ b.(55)

Thus, Qa((ar)
b) = β because a ≥ 2b− 1 ≥ b. By Corollary 1.12 and (55),

#SYT((ar)b)p
br

= #SYT(Qa((ar)
b)) = #SYT (β) = # {Ra(S) : S ∈ SYT(β)} ,

which shows both sides of (54) have the same size. Therefore,

{Ra(S) : S ∈ SYT(β)} = SYT((ar)b)p
br
.

Finally, we can choose S ∈ SYT(β) by choosing the sets of r elements that go in
each of b rows, which determines S uniquely since each row of S is increasing. Thus,

#SYT((ar)b)p
br

=

(
br

r, . . . , r

)

.

�

Not only can we describe the elements of SYT((ar)b)p
br

for a ≥ 2b−1, but we can

also describe the action of promotion on SYT((ar)b)p
br
, which is closed under pro-

motion. In fact, using the definition of promotion for skew shapes - Definition 2.12,
promotion commutes with the Ra operator:

p(Ra(S)) = Ra(p(S)) for all S ∈ SYT(β),

as in Corollary 1.15.

Proof of Corollary 1.15. For any T ∈ SYT((ar)b)p
br
, we have

pbr(p(T )) = p(pbr(T )) = p(T ), implying p(T ) ∈ SYT((ar)b)p
br
.

Thus, SYT((ar)b)p
br

is closed under promotion. So, fixing S ∈ SYT(β),

p(Ra(S)) = Ra(S
′) for some S′ ∈ SYT(β)
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by Theorem 1.14. It suffices to show S′ = p(S). As rectification is well-defined,
we get the same result whether we perform an inner slide at 1’s cell before or after
rectification, so

p(S(b))
∣
∣
∣
[1,b2r−1]

= Rect(S(b)
∣
∣
∣
[2,b2r]

)− 1.(56)

Since S ∈ SYT(β), the inner slide started by removing 1’s cell in S(b) consists of all
horizontal slides, so

p(S(b)) = p(S)(b).(57)

Then,

(58)

Ra(S
′)
∣
∣
[1,b2r−1]

= p(Ra(S))|[1,b2r−1]

= Rect(Ra(S)|[2,b2r])− 1 by Definition 2.12

= Rect(S(b)
∣
∣
∣
[2,b2r]

)− 1 by Definition 6.2

= Rect(p(S(b))
∣
∣
∣
[1,b2r−1]

) by (56)

= Rect(p(S)(b)
∣
∣
∣
[1,b2r−1]

) by (57)

= Ra(p(S))|[1,b2r−1] by Definition 6.2.

By Theorem 1.4, Ra(S
′)|[(b−1)br+1,b2r] and Ra(p(S))|[(b−1)br+1,b2r] each have row vec-

tor (rb), which together with (58), forces b2r to be in the same cell in Ra(S
′) and

Ra(p(S)). Combining this with (58) again,

Ra(S
′)
∣
∣
[1,b2r]

= Ra(p(S))|[1,b2r] .

In particular,

S′ ∼ Ra(S
′)
∣
∣
[(b−1)br+1,b2r]

= Ra(p(S))|[(b−1)br+1,b2r] ∼ p(S),

forcing S′ = p(S) since S′,p(S) ∈ SYT(β). �

Corollary 6.9. Let λ = ((b+1)r, br, . . . , 2r, r) and µ = (br, (b−1)r, . . . , r, 0). Then,
for all integers a ≥ 2b− 1, ν ⊢ br, and T0 ∈ SYT(ν),

#{T ∈ SYT((ar)b)p
br

: T |[1,br] = T0} = cλµ,ν ,

the Littlewood-Richardson coefficient from Definition 2.11.

Proof. Note that β = λ/µ. By Theorem 1.14 and Ra(S)|[1,br] = Rect(S), we have

#{T ∈ SYT((ar)b)p
br

: T |[1,br] = T0} = #
{

Ra(S) : S ∈ SYT(β), Ra(S)|[1,br] = T0

}

= # {Ra(S) : S ∈ SYT(β),Rect(S) = T0}

= # {S ∈ SYT(λ/µ) : Rect(S) = T0}

= cλµ,ν

by Definition 2.11. �
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7. Other Tableaux Fixed by Promotion Powers

In this section, we present the construction of SYT((2r)b)p
br

by White and Rhee
[Whi06] [Rhe12], Theorem 1.16, using a similar construction to Theorem 1.14. Then,

we describe the action of promotion on SYT((2r)b)p
br

in Corollary 7.4. Next, we
characterize the block diagonal skew tableaux fixed by a power of promotion in terms
of tableaux of straight shape fixed by certain powers of promotion, Theorem 7.7,
inspired by White [Whi06]. This has consequences for describing the tableaux in

SYT((2r)b)p
br/k

in terms of rectangular tableaux fixed by smaller promotion powers,
Corollary 7.9.

We next describe the tableaux in SYT((ar)b)p
br

when a = 2. Using Lemma 2.22
and that

⌈
b
2

⌉
=
⌊
b
2

⌋
when b is even, we have the quotient

Q2((2r)
b) = (r⌈

b
2⌉) ∪ (r⌊

b
2⌋).(59)

Therefore, by Corollary 1.12,

#SYT((2r)b)p
br

= #SYT
(

(r⌈
b
2⌉) ∪ (r⌊

b
2⌋)
)

.(60)

Definition 7.1. Fix b, r ∈ Z≥1 and let γ := (r⌈
b
2⌉) ∪ (r⌊

b
2⌋). For S ∈ SYT(γ),

let R2(S) be the filling formed by row-concatenating Rect(S) and Rect(S∗) + br
together from left to right.

Example 7.2. Suppose b = 4, r = 2, and choose

S = 2 5

6 8

1 3

4 7

∈ SYT((2, 2) ∪ (2, 2)).

Then,

Rect(S) = 1 2 5 8

3 6

4 7

, Rect∗(S) + 8 =
10 13

11 14

9 12 15 16

,

R2(S) =
1 2 5 8

3 6 10 13

4 7 11 14

9 12 15 16

.

We use the name R2(S) because the construction is similar to the definition of
Ra(S) if we set a = 2. Note that we cannot just set a = 2 in Definition 6.2 because
Definition 6.2 requires a ≥ 2 stab(S) − 1. Similarly to Theorem 6.4, we will show
R2(S) has shape ((2r)b), is a standard tableau, and is fixed by pbr.
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Lemma 7.3. The map

Rect : SYT(γ)→
⋃

ν=(ν1,...,νb)⊢ br,
s.t. νj+νb+1−j=2r

SYT(ν)

is bijective.

Proof. Say γ = λ/µ as a skew shape. By [Sta86, Lemma 3.3], we have the Littlewood-
Richardson coefficient

cλµ,ν =

{

1, if νj + νb+1−j = 2r for all j ∈ [1, b],

0, else,
(61)

for all ν = (ν1, . . . , νb) ⊢ br. Lemma 7.3 follows immediately from (61) and Defini-
tion 2.11.

�

Proof of Theorem 1.16. [Whi06] [Rhe12] Fix S ∈ SYT(γ). For all j = 1, . . . , b and

rv(R2(S)) = rv(Rect(S))j + rv(Rect∗(S))j

= rv(Rect(S))j + rv(e(Rect(S))†)j by Lemma 5.5

= rv(Rect(S))j + rv(Rect(S))b+1−j

= 2r by Lemma 7.3 .

Indeed, R2(S) is a filling of shape ((2r)b). The fillings R2(S)|[1,br] = Rect(S) and

R2(S)|[br+1,2br] = Rect∗(S) + br are skew tableaux using the entries [1, br] and

[br + 1, 2br], repsectively. Thus, their row-concatenation from left to right, R2(S),
is a standard tableau.

Similarly to the proof of Theorem 6.4,

(62)

pbr(R2(S))
∣
∣
∣
[1,br]

= Rect(Rect∗(S) + br)− br by (45)

= Rect(S) as rectification is well-defined

= R2(S)|[1,br] by Definition 7.1 ,

and

(63)

pbr(R2(S))
∣
∣
∣
[br+1,2br]

= Rect∗(Rect(S)) + br by (46)

= Rect∗(S) + br as anti-rectification is well-defined

= R2(S)|[br+1,2br] by Definition 7.1 .

Putting (62) and (63) together gives pbr(R2(S)) = R2(S). Thus,

{R2(S) : S ∈ SYT(γ)} ⊆ SYT((2r)b)p
br
.(64)

The fact that {R2(S) : S ∈ SYT(γ)} is a set and not a multiset is a consequence
of Lemma 7.3. By (60), both sides of (64) have the same size, so

SYT((2r)b)p
br

= {R2(S) : S ∈ SYT(γ)}.
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Finally, we count these tableaux by first partitioning {1, 2, . . . , br} into two blocks

of size r ·
⌈
b
2

⌉
and r ·

⌊
b
2

⌋
. Then, we choose a filling of (r⌈

b
2⌉) with the first block and

a filling of (r⌊
b
2⌋) with the second block so that both fillings have increasing rows

and columns. This yields

#SYT((2r)b)p
br

=

(
br
⌊
b
2

⌋
r

)

#SYT(r⌈
b
2⌉) ·#SYT(r⌊

b
2⌋).

�

We also describe the action of promotion on SYT((2r)b)p
br
, which is closed un-

der promotion. Like Ra in Corollary 1.15, the R2 operator also commutes with
promotion.

Corollary 7.4. [Whi06] [Rhe12] For any S ∈ SYT(γ),

p(R2(S)) = R2(p(S)).

Proof. Similar to Corollary 1.15, SYT((2r)b)p
br

is closed under promotion. Thus,
fixing S ∈ SYT(γ),

p(R2(S)) = R2(S
′) for some S′ ∈ SYT(γ).

Our reasoning from the proof of Corollary 1.15 still holds through (58), so

R2(S
′)
∣
∣
[1,b2r−1]

= R2(p(S))|[1,br−1] .(65)

By Lemma 7.3, R2(S
′)|[1,br] and R2(p(S))|[(b−1)br+1,b2r] each have shapes ν = (ν1, . . . , νb)

satisfying νj + νb+1−j = 2r, which together with (65), forces br to be in the same
cell in R2(S

′) and R2(p(S)). Thus,

Rect(S′) = R2(S
′)
∣
∣
[1,br]

= R2(p(S))|[1,br] = Rect(p(S)).(66)

Finally, Lemma 7.3 forces S′ = p(S). �

For any k | br,

SYT((ar)b)p
br/k
⊆ SYT((ar)b)p

br
.

By Corollary 1.15 and Corollary 7.4, we have, for a = 2 or a ≥ 2b− 1,

SYT((ar)b)p
br/k

= {Ra(S) : S ∈ SYT(Qa((ar)
b)),pbr/k(S) = S}.(67)

For a = 2, we will describe {S ∈ SYT(γ) : pbr/k(S) = S} in terms of rectangular
tableaux fixed by smaller promotion powers.

Definition 7.5. For a standard tableau T of size n,m ∈ Z≥1, andA = {a1, . . . , ak} ⊂
[m] where k | n, let Im,A(T ) denote the skew tableau obtained from T by replacing
ik + j by im+ aj for all i = 0, 1, . . . , n/k − 1 and j = 1, . . . , k. For example, if

T =
1 2 5 8

3 6 9 11

4 7 10 12

,
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then

I6,{2,4,5}(T ) =
2 4 10 16

5 11 17 22

8 14 20 23

.

Definition 7.6. On a tableau with entries i1 < · · · < in, let promotion act on the
indices as it would on a standard tableau. For example, since

p :
1 3 5 6

2 4 8 11

7 9 10 12

7→
1 2 4 5

3 7 9 10

6 8 11 12

,

p : i1 i3 i5 i6

i2 i4 i8 i11

i7 i9 i10 i12

7→ i1 i2 i4 i5

i3 i7 i9 i10

i6 i8 i11 i12

for any i1 < · · · < i12.

We realize there are other variations on how promotion acts on tableaux with distinct
non-standard entries, such as in [Rho10], but this will prove convenient for our
purposes.

Theorem 7.7. (inspired by [Whi06]) For any partitions λ(1), . . . , λ(b) with total size
n, and k | n,

(68)

SYT(λ(1) ∪ · · · ∪ λ(b))p
n/k

=
{
In/k,M1

(T1) ∪ · · · ∪ In/k,Mb
(Tb) :

Tj ∈ SYT(λ(j))p
|λ(j)|/k

, (M1, . . . ,Mb) ∈

(
[n/k]

|λ(1)|/k, . . . , |λ(b)|/k

)}

if k | gcd(|λ(1)|, . . . , |λ(b)|). Else,

SYT(λ(1) ∪ · · · ∪ λ(b))p
n/k

= ∅.

Example 7.8. Suppose r = 2, b = 5. Pick k = 2,

T1 =
1 2 5

3 4 6
∈ SYT(3, 3)p

3
, T2 =

1 3

2 4
∈ SYT(2, 2)p

2
,

(M1,M2) = ({1, 4, 5}, {2, 3}) ∈

(
[5]

3, 2

)

.

Then,

I5,M1(T1) =
1 4 9

5 6 10
, I5,M2(T2) =

2 7

3 8
,

I5,M1(T1) ∪ I5,M2(T2) =
2 7

3 8

1 4 9

5 6 10

∈ SYT((3, 3) ∪ (2, 2))p
5
.
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Proof. Suppose λ(1), . . . , λ(b) are partitions with total size n and k | gcd(|λ(1)|, . . . , |λ(b)|).
Let

m :=
n

k
, mj :=

|λ(j)|

k
for all j = 1, . . . , b.

Consider Tj ∈ SYT(λ(j))p
mj

for j = 1, . . . , b and (M1, . . . ,Mb) ∈
( m
m1,...,mb

)
. Let

Sj := Im,Mj (Tj) for all j = 1, . . . , b.(69)

and

S := S1 ∪ · · · ∪ Sb.

Also, write

pm(S) = pm(S)1 ∪ · · · ∪ pm(S)b.(70)

For each j, the entries in Sj are ∪ki=1(Mj + (i − 1)m). Thus, since pm performs a
total of m decrements modulo n, the entries in pm(S)j are

k−1⋃

ℓ=1

(Mj + (ℓ− 1)m)
⋃

(Mj + n−m) =

k⋃

ℓ=1

(Mj + (ℓ− 1)m).

Thus, the same set of entries appears in Sj and pm(Sj). By this and the fact that
mj of the m promotions on S slide through Sj,

pm(S)j = pmj (Sj).(71)

Now,

(72)

pmj (Sj) = pmj (Im,Mj (Tj)) by (69)

= Im,Mj (p
mj (Tj)) by Definition 7.5

= Im,Mj (Tj) because Tj ∈ SYT(λ(j))p
mj

= Sj by (69)

for all j = 1, . . . , b. Combining (70), (71), and (72) yields pm(S) = S, so ⊇ holds in
(68).

On the other hand, suppose S ∈ SYT(λ(1)∪· · ·∪λ(b))p
m
. Let S = S1∪· · ·∪Sb, Mj

denote the entries in Sj that lie in [m] and mj := #Mj. Since p
m(S) = S, the set of

entries in Sj must be fixed by m decrements modulo n. When applying pm to S, we
apply mj inner slides and m decrements modulo n to Sj , so letting {i1, . . . , i|λ(j)|}

denote the set of entries of Sj in increasing order, we must have

it+mj (mod |λ(j)|) ≡n it +m for all t = 1, . . . , |λ(j)|.(73)

Equation (73) means that shifting the indices by mj modulo |λ(j)| corresponds to

shifting the entries by m modulo n. This means |λ(j)| = kjmj for some kj ∈ Z≥1,
Mj = {i1, . . . , imj}, and that the set of entries in Sj is

kj⋃

ℓ=1

(Mj + (ℓ− 1)m).
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As S ∈ SYT(λ(1) ∪ · · · ∪ λ(b)), S must use exactly the entries 1, 2, . . . , n, forcing

k1 = · · · = kb := k.

Now we have

k | gcd(|λ(1)|, . . . , |λ(b)|), m =
n

k
, mj =

|λ(j)|

k
for all j = 1, . . . b.

Hence, SYT(λ(1) ∪ · · · ∪ λ(b))p
n/k

= ∅ unless k | gcd(|λ(1)|, . . . , |λ(b)|).

Now, assume that k | gcd(|λ(1)|, . . . , |λ(b)|). Since the set of entries in Sj is
⋃kj

ℓ=1(Mj + (ℓ− 1)m), we can write Sj = Im,Mj (Tj) for some Tj ∈ SYT(λ(j)). Then,

pm(S) = S

=⇒ pmj (Sj) = Sj by (70) and (71)

=⇒ pmj (Im,Mj (Tj)) = Im,Mj(Tj)

=⇒ Im,Mj(p
mj (Tj)) = Im,Mj(Tj) by Definition 7.5

=⇒ pmj (Tj) = Tj

for all j = 1, . . . , b. This proves ⊆ holds in (68) and proves Theorem 7.7.
�

Corollary 7.9. For any r, b ∈ Z≥1, and k | br,

SYT((2r)b)p
br/k

=
{
R2(Ibr/k,M1

(T1) ∪ Ibr/k,M2
(T2)) : T1 ∈ SYT

(

r⌈
b
2⌉
)p

r⌊ b2⌋/k

,

T2 ∈ SYT
(

r⌈
b
2⌉
)p

r⌊ b2⌋/k

, (M1,M2) ∈

(
[br/k]

r
⌈
b
2

⌉
/k, r

⌊
b
2

⌋
/k

)






if k | gcd(r⌊
b
2⌋, r⌈

b
2⌉). Else,

SYT((2r)b)p
br/k

= ∅.

Proof. By Theorem 1.16 and Corollary 7.4,

SYT((2r)b)p
br/k

=
{

R2(S) : S ∈ SYT(r⌊
b
2⌋ ∪ r⌈

b
2⌉)p

br/k
}

.(74)

Corollary 7.9 follows from (74) and Theorem 7.7. �

Example 7.10. Continuing Example 7.8,

R2
2 7

3 8

1 4 9

5 6 10

=
1 2 7 12 17

3 6 8 13 18

4 9 11 14 19

5 10 15 16 20

∈ SYT(45)p
5
.
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Remark 7.11. One can generalize Corollary 7.9 to give a similar description of

SYT((ar)b)p
br/k

for a ≥ 2b − 1, k ≥ 2. However, such a generalization would not

give us anything new. In order for SYT((ar)b)p
br/k

to be nonempty, we must have
b | brk or ar | brk by (13). Since ar ≥ (2b− 1)r > br

k , ar 6 |
br
k , so

b |
br

k
=⇒ k | r.

Note also that ak > a ≥ 2b− 1. Then, by Theorem 1.14,

SYT((ar)b)p
br/k

= SYT

((

ak ·
r

k

)b
)pb·

r
k

=






Rak(S̃) : S̃ ∈ SYT((r/k) ∪ · · · ∪ (r/k)

︸ ︷︷ ︸

b times

)






.

These tableaux were already constructed in Theorem 1.14.

8. Stabilization as a Permutation Statistic

We can identify each permutation w ∈ Sn with the unique skew tableau with
shape (1) ∪ · · · ∪ (1) whose reading word is w. Under this identification, we trans-
late the stabilization statistic to the symmetric group. We realize stabilization is
invariant on dual equivalence classes and is bounded below strictly by the number
of ascents of w. We characterize the permutations with stabilization statistic 1 and
2 in terms of their recording tableaux.

Definition 8.1. For w = w1 . . . wn ∈ Sn, let T (w) be the unique standard skew
tableau with shape (1) ∪ · · · ∪ (1) with reading word w, and define stab(w) :=
stab(T (w)). Let

asc(w) := #{i : wi < wi+1}

denote the number of ascents of w.

Example 8.2.

stab(4231) = stab
1

3

2

4

= 3, stab(4123) =
3

2

1

4

= 3,

asc(4231) = 1, asc(4123) = 2.

Recall from (9) that v,w ∈ Sn are dual equivalent if and only if Q(v) = Q(w).
As in Theorem 3.6, dual equivalence plays well with stabilization.

Lemma 8.3. If v,w ∈ Sn are dual equivalent, then stab(v) = stab(w).

Proof. Since v,w are dual equivalent, T (v) and T (w) are dual equivalent [Hai92,
Lemma 2.11]. It follows by Theorem 3.6 that

stab(v) = stab(T (v)) = stab(T (w)) = stab(w).

�
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Lemma 8.4. For all w ∈ Sn, stab(w) > asc(w).

Proof. Suppose w = w1 . . . wn ∈ Sn, and let r = stab(w), so T (w) stabilizes at r. In

particular, this means Rect(T (w)(r)) has n rows. The reading word of T (w)(r) is

w
(r)
1 . . . w(r)

n = w1 (w1 + n) . . . (w1 + (r − 1)n) . . . wn (wn + n) . . . (wn + (r − 1)n),

so

Rect(T (w)(r)) = P (w
(r)
1 . . . w(r)

n )(75)

by Lemma 2.10. By Theorem 2.7, w
(r)
1 . . . w

(r)
n must have a decreasing subsequence

of size n. Yet, at most one of wj , (wj + n), . . . , (wj + (r − 1)n) can be in such a

decreasing subsequence. Thus, w
(r)
1 . . . w

(r)
n must have a decreasing subsequence of

the form

(w1+(r−1)n) . . . (wi1+(r−1)n) (wi1+1+(r−2)n) . . . (wi2+(r−2)n) . . . (wir−1+1) . . . (wn)

for some 1 ≤ i1 ≤ i2 · · · ≤ ir−1 ≤ n. Since this subsequence is decreasing,

w1 > · · · > wi1 , wi1+1 > · · · > wi2 , . . . , wir−1+1 > · · · > wn.

Therefore, w can only have ascents at possibly i1, . . . , ir−1, so w has at most r − 1
ascents. Hence, stab(w) = r > r − 1 ≥ asc(w).

�

Lemma 8.3 and Lemma 8.4 give us some information about the distribution of
stab on Sn, but what else can we say about this distribution? By Theorem 1.4, we
know 1 ≤ stab(w) ≤ n for w ∈ Sn. In Figure 3, we give the distribution of stab on
S1, . . . , S8. We have a formula for the number of permutations in Sn with stab 1
or stab 2. In fact, we characterize exactly which permutation has stab 1 and which
permutations have stab 2 in terms of their recording tableaux.

1

1 1

1 4 1

1 8 14 1

1 18 63 37 1

1 33 175 434 76 1

1 68 549 2345 1927 149 1

1 124 1787 7807 23760 6552 288 1

Figure 3. The distribution of stab on S1, . . . , S8. The k-th entry
from the left in row n is #{w ∈ Sn : stab(w) = k}.

Lemma 8.5. The permutation w = n (n − 1) . . . 2 1 is the only permutation with
stab(w) = 1.
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Proof. If w = n (n − 1) . . . 2 1, then Rect(T (w)) = P (w) has a single column, so
stab(w) = 1. If w ∈ Sn with stab(w) = 1, then P (w) consists of n rows, forcing
w = n (n− 1) . . . 2 1.

�

Notation 8.6. Fix n ∈ Z≥1. For k = 1, . . . , n, let

Tk =
1 k+1

...
...

k 2k

x
...

n

, for k <
⌊n

2

⌋

, Tk =
1 k+1

...
...

n−k n

y
...

k

, for k ≥
⌊n

2

⌋

.

where x = 2k + 1, y = n− k + 1. This also means

Tk = P (k . . . 1n . . . (k + 1)) = Q(k . . . 1n . . . (k + 1)).(76)

Theorem 8.7. For all n ∈ Z≥1,

{w ∈ Sn : stab(w) = 2} = {w ∈ Sn : Q(w) = Tk for some k}.(77)

Consequently,

#{w ∈ Sn : stab(w) = 2} =

(
n+ 1

⌊n+1
2 ⌋

)

− 2.(78)

See OEIS entry A201686.

We break the proof of Theorem 8.7 into 3 steps. First, we use Lemma 8.4 to
prove (77). Secondly, we calculate the number of standard tableaux of a given size
with 1 or 2 columns. Thirdly, we use this result to prove (78).

Proof of (77). Suppose w ∈ Sn has stab(w) = 2. By Lemma 8.4, asc(w) ≤ 1, so we
can write w = w1 . . . wkwk+1 . . . wn where

w1 > · · · > wk, wk+1 > · · · > wn

for some k = 1, . . . , n. We must also have wk < wk+1 or else w = n (n − 1) . . . 2 1,

which has stab(w) = 1. Thus, wk < wk+1. Since stab(w) = 2, Rect(T (w)(2)) must
have n + 1, . . . , 2n in distinct rows. Notice that we can perform inner slides to

https://oeis.org/A201686
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T (w)(2) to get

wn w′
n

...
...

wk+1w
′
k+1

wk w′
k

...
...

w1 w′
1

,

where x′ = x+ n for all x. In order for T (w) to stabilize at 2, w′
1, . . . , w

′
n can only

slide horizontally. Since wk < wk+1 and thus w′
k < w′

k+1, w
′
k will slide vertically if

the cell above it is vacated while it is in the second column. Since any entry above
w′
k sliding into column 1 forces w′

k to slide up, if w′
k slides into column 1, it must do

so before any of the entries above it. Hence, wk, . . . , w1 must slide up either above
w′
k or to the top before wn, . . . , wk+1 experience any horizontal slides.
If k ≥

⌊
n
2

⌋
, then wk, . . . , w1 slide to the top and wn, . . . , wk+1 stay still, so

P (w(2)) = Rect(T (w)(2)) =
wk wn w′

n

...
...

...

x wk+1 w′
k+1

w2k−n w′
k

...
...

w1 y′

w′
n−k

...

w′
1

=⇒ P (w) =
wk wn

...
...

x wk+1

w2k−n

...

w1

.

where x = w2k−n+1, y
′ = w′

n−k+1. Since w = w1 . . . wkwk+1 . . . wn, this means during
RSK on w, the whole first column of P (w) was created first. Thus,

Q(w) =
1 k+1

...
...

n−k n
...

k

= Tk.
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If k <
⌊
n
2

⌋
, then wk, . . . , w1 slide up above w′

k before wn, . . . , wk+1 experience any
horizontal slides, so

P (w(2)) = Rect(T (w)(2)) = Rect
wn w′

n

...
...

w2k+1w
′
2k+1

wk w2k w′
2k

...
...

...

w1 wk+1 w′
k+1

w′
k

...

w′
1

In particular, based on the position of w1 . . . w2k, RSK(w1 . . . w2k) began with a
column of size k followed by a second column of size k. Thus,

P (w1 . . . w2k) =
wk w2k

...
...

w1 wk+1

, Q(w1 . . . w2k) =
1 k+1

...
...

k 2k

.

As w has a decreasing subsequence of size n−k, the first column of Q(w) must have
size at least n− k by Theorem 2.7. As Q(w) contains Q(w1 . . . w2k), we must have

Q(w) =
1 k+1

...
...

k 2k

2k+1

. . .

n

= Tk.

This shows that if stab(w) = 2, then Q(w) = Tk for some k, and hence

{w ∈ Sn : stab(w) = 2} ⊆ {w ∈ Sn : Q(w) = Tk for some k}.(79)

In order to show the reverse containment of (79) and thus complete the proof
of (77), suppose Q(w) = Tk for some k. To show stab(w) = 2, it suffices to verify
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stab(w) = 2 for only 1 such word w in each dual equivalence class by Lemma 8.3.
As the recording tableau characterizes dual equivalence classes, it suffices to check
that

stab(k . . . 1n . . . (k + 1)) = 2 for all k = 1, . . . n.

by (76). Let w = k . . . 1n . . . (k + 1) so that by (75),

Rect(T (w)(2)) = P (k (n+ k) . . . 1 (n + 1)n 2n . . . (k + 1) (n + k + 1))

=
1 k+1 y
...

...
...

k 2k n+2k

2k+1 z
...

...

n 2n

n+1

...

n+k

if k <
⌊n

2

⌋

,
1 k+1 y
...

...
...

n−k n 2n

x n+1

...
...

k 2k

2k+1

...

n+k

if k ≥
⌊n

2

⌋

.

where x = n− k + 1, y = n+ k + 1, z = n = 2k + 1. Either way, stab(w) = 2.
�

Lemma 8.8. Let SYT(2)(n) denote the set of standard tableaux of size n with at
most 2 columns. Then,

#SYT(2)(n) =

(
n

⌊n/2⌋

)

.

Proof. Because RSK: Sn → ∪λ⊢n SYT(λ)× SYT(λ) is a bijection,

#{w ∈ Sn : Q(w) = T} = #SYT(rv(T )).(80)

For all k = 0, 1, . . . ,
⌊
n
2

⌋
, let

Qk =
1 m+1

...
...

k m+k

...

m

x
...

n

where m =
⌊n

2

⌋

, x = m+ k + 1
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which has shape (2k, 1n−2k). Now, {Qk : k = 0, 1, . . . ,
⌊
n
2

⌋
} is the set of size n

standard tableaux with descents at 1, . . . ,
⌊
n
2

⌋
− 1,

⌊
n
2

⌋
+ 1, . . . , n− 1. Thus,

#SYT(2)(n) =

⌊n2 ⌋∑

k=0

#SYT(2k, 1n−2k)

= #{w ∈ Sn : Q(w) = Qk for some k} by (80)

= #
{

w ∈ Sn : 1, . . . ,
⌊n

2

⌋

− 1,
⌊n

2

⌋

+ 1, . . . , n− 1 ∈ Des(Q(w))
}

= #
{

w ∈ Sn : 1, . . . ,
⌊n

2

⌋

− 1,
⌊n

2

⌋

+ 1, . . . , n− 1 ∈ Des(w)
}

by (6)

= #{w ∈ Sn : w1 > · · · > w⌊n2 ⌋
, w⌊n2 ⌋+1 > · · · > wn}

=

(
n
⌊
n
2

⌋

)

by choosing the set {w1, . . . , w⌊n2 ⌋
} from [n], which determines w uniquely.

�

Proof of (78). We can add (n+ 1) to 2 positions to tableaux in SYT(2r, 1n−2r) for

r = 0, . . . ,
⌊
n−1
2

⌋
, but only 1 position to tableaux in SYT

(
2n/2

)
, meaning

#SYT(2)(n+ 1) = 2

⌊n−1
2 ⌋∑

r=0

#SYT(2r, 1n−2r) + #SYT
(

2n/2
)

(81)

Note SYT
(
2n/2

)
= ∅ if n is odd. Therefore,

#{w ∈ Sn : stab(w) = 2} = #{w ∈ Sn : Q(w) = Tk for some k}

=

n∑

k=1

#SYT(rv(Tk)) by (80)

= 2

⌊n−1
2 ⌋∑

r=1

#SYT(2r, 1n−2r) + #SYT
(

2n/2
)

= 2

⌊n−1
2 ⌋∑

r=0

#SYT(2r, 1n−2r) + #SYT
(

2n/2
)

− 2 as #SYT(1n) = 1,

= #SYT(2)(n+ 1)− 2 by (81)

=

(
n+ 1
⌊
n+1
2

⌋

)

− 2 by Lemma 8.8.

�
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9. Open Problems

We finish by discussing related open questions about tableau stabilization and
promotion. While we have proven some of the important properties of tableau
stabilization, much remains unknown. The most glaring open problem is Conjec-
ture 1.3.

Conjecture 1.3: Any standard skew tableau with b rows and decreasing row vector
stabilizes at b.

We have proven this bound is tight for skew tableaux with constant row vectors,
Theorem 1.4 and Example 4.6. Due to Example 4.8, our approach to proving The-
orem 1.4 does not readily generalize to proving Conjecture 1.3.

The distribution of the stabilization statistic remains to be explored as well.

Open Problem 9.1. What is the distribution of stab on tableaux of a fixed skew
shape?

We expect Open Problem 9.1 to be especially difficult. The permutation case, i.e.
shape (1) ∪ · · · ∪ (1), could be more tractable. The triangular array in Figure 3
describes stabilization’s distribution on permutations in S1, . . . , S8. The distribution
is unimodal and log-concave for these small cases. While we know the leftmost entry
is always 1, is the rightmost entry is always 1 as well? In addition, since stab is
invariant on dual equivalence classes, Q(w) determines stab(w).

Conjecture 9.2. The permutation w = 12 . . . (n − 1)n is the only permutation
with stab(w) = n.

Open Problem 9.3. What is the distribution of stab on Sn?

Open Problem 9.4. Is the distribution of stab on Sn unimodal? Is it log-concave?

Open Problem 9.5. Characterize stab(w) directly in terms of Q(w) for all w ∈ Sn.

We have made substantial progress on the problem of specifying the fixed points
of the powers of promotion on rectangular tableaux, but some cases remain open.

We constructed the tableaux in SYT((ar)b)p
br

for a ≥ 2b − 1 in Section 6 and for
a = 2 in Section 7. The a = 1 case is trivial, and the complete r = 1 case with
a ≥ b was solved by Purbhoo and Rhee, [PR17]. To completely solve the problem
of specifying the fixed points of the powers of promotion on rectangular tableaux,
Open Problem 9.6 remains.

Open Problem 9.6. Fix b, r ∈ Z≥1. For each a ∈ [3, 2b − 2] ( a ∈ [3, b − 1] for

r = 1), describe the tableaux in SYT((ar)b)p
br
.

Generalizing Purbhoo and Rhee’s construction for r = 1, a ≥ b to r ≥ 2, a ≥ b is
a nontrivial potential future task. By Corollary 1.12 and (55), we have

#SYT((ar)b)p
br

=

(
br

r, r, . . . , r

)

, for all a ≥ b,
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Purbhoo and Rhee’s proof relies on the fact that for all T ∈ SYT(bb)p
b
, the entries

in the anti-diagonal cells (b, 1), (b − 1, 2), . . . , (1, b) of T form a permutation in Sb

when taken modulo b. For example,

1 2 3 7 8

4 5 10 12 13

6 9 15 17 18

11 14 20 22 23

16 19 21 24 25

∈ SYT(55)p
5

has the anti-diagonal entries [16, 14, 15, 12, 8] ≡5 [1, 4, 5, 2, 3] ∈ S5. One might hope

that for any T ∈ SYT((b · r)b)p
br
, the cells (b, 1), . . . , (b, r), (b − 1, r + 1), . . . , (b −

1, 2r), . . . , (1, (b − 1)r + 1), . . . (1, br) have entries that form a permutation in Sbr

when taken modulo br. But, considering such examples as

1 2 4 5 6 8

3 7 9 10 11 12
∈ SYT(62)p

6
,

1 2 5 6 8 14

3 7 9 11 12 15

4 10 13 16 17 18

∈ SYT(63)p
6
,

this is not the case, since [3, 7, 9, 5, 6, 8] ≡6 [3, 1, 3, 5, 6, 2] /∈ S6 and [4, 10, 9, 11, 8, 14] ≡6

[4, 4, 3, 5, 2, 2] /∈ S6. In the first case, there is not even a symmetric choice of 3 con-
secutive entries in row 1 and 3 consecutive entries in row 2 which reduces to a
permutation modulo 6. We want a symmetric choice with respect to reflection so
we can attach 2 symmetric shapes together to make a rectangle like we did for
tableau stabilization.

The a < b case is even more challenging since #SYT((ar)b)p
br

= #SYT(Qa((ar)
b))

changes according to Lemma 2.22, using Corollary 1.12. Since now the pieces of the
quotient are rectangles, one might have to do some tableau stabilization-like proce-

dure with rectangles to find SYT((ar)b)p
br
, and it is so far unclear how this would

work without just reducing to tableau stabilization. When a = 2, row-concatenating
the rectification to the anti-rectification works, but this does not easily generalize to

a ∈ [3, 2b − 1]. Row-concatenating Rect(S(⌈
a
2
⌉)) and Rect∗(S(⌊

a
2
⌋)) +

(
⌈a2⌉
)
br will

not produce a rectangular tableaux in general.
For example, consider a = 3, r = 2, b = 6, whence

#SYT(66)p
12

= #SYT(Q3(6
6)) = #SYT((2, 2) ∪ (2, 2) ∪ (2, 2)).
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by Corollary 1.12 and Lemma 2.22. Choose

S = 5 9

6 11

2 4

8 10

1 3

7 12

∈ SYT((2, 2) ∪ (2, 2) ∪ (2, 2)).

Then, we have

Rect(S(2)) =
1 2 4 5 6 16 17 18

3 8 9 11 20 21 23

7 10 13 14 22

12 15

19 24

, Rect∗(S) + 24 =

30

26 33

27 28 29 35

25 31 32 34 36

.

Row-concatenating these along 6 rows gives

1 2 4 5 6 16 17 18

3 8 9 11 20 21 23

7 10 13 14 22 30

12 15 26 33

19 24 27 28 29 35

25 31 32 34 36

,

which is not even partitioned-shaped, let alone rectangular.

In Theorem 1.14 and Theorem 1.16, our construction of SYT((ar)b)p
br

for a ≥
2b − 1 and White and Rhee’s construction for a = 2 included a natural bijection

Ra : SYT(Qa((ar)
b))→ SYT((ar)b)p

br
. Moreover, promotion commuted with Ra as

in Corollary 1.15 and Corollary 7.4. One would hope these properties extended to

a construction of SYT((ar)b)p
br

for a ∈ [3, 2b − 2] as well.

Open Problem 9.7. Fix b, r ∈ Z≥1 and a ∈ [3, 2b − 2]. Find a bijection

Ra : SYT((ar)b)p
br
→ SYT(Qa((ar)

b))

satisfying p(Ra(S)) = Ra(p(S)) for all S ∈ SYT(Qa((ar)
b)), or show no such bijec-

tion exists.
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