# On the minimum value of the Colless index and the bifurcating trees that achieve it 

Tomás M. Coronado ${ }^{\text {a }}$, Mareike Fischer ${ }^{\text {b }}$, Lina Herbst ${ }^{\text {b }}$, Francesc Rossellóa ${ }^{\text {a }}$, Kristina Wicke ${ }^{\text {b }}$<br>${ }^{a}$ Dept. of Mathematics and Computer Science, University of the Balearic Islands, E-07122 Palma, Spain, and Balearic Islands Health Research Institute (IdISBa), E-07010 Palma, Spain<br>${ }^{b}$ Institute of Mathematics and Computer Science, University of Greifswald, Greifswald, Germany


#### Abstract

Measures of tree balance play an important role in the analysis of phylogenetic trees. One of the oldest and most popular indices in this regard is the Colless index for rooted bifurcating trees, introduced by Colless [8. While many of its statistical properties under different probabilistic models for phylogenetic trees have already been established, little is known about its minimum value and the trees that achieve it. In this manuscript, we fill this gap in the literature. To begin with, we derive both recursive and closed expressions for the minimum Colless index of a tree with $n$ leaves. Surprisingly, these expressions show a connection between the minimum Colless index and the so-called Blancmange curve, a fractal curve. We then fully characterize the trees that achieve this minimum value and we introduce both an algorithm to generate them and a recurrence to count them. After focusing on two extremal classes of trees with minimum Colless index (the maximally balanced trees and the greedy from the bottom trees), we conclude by showing that all trees with minimum Colless index also have minimum Sackin index, another popular balance index.
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## 1. Introduction

One of the main goals of evolutionary biology is to understand which factors influence evolutionary processes and their effect on them. Since phylogenetic trees are the standard representation of joint evolutionary histories of groups of species, it is natural to look for the imprint of these factors in the shapes of phylogenetic trees [23, 30]. This has motivated the introduction of various indices that quantify topological features of tree shapes supposedly related to properties of the evolutionary processes represented by the trees. These indices have been then used to test evolutionary models [4, 10, 18, 23, 29], to compare tree shapes [3, 15] or simply to describe phylogenies [7, 20, among other applications. Since the early observation by Willis and Yule [32] that taxonomic trees tend to be asymmetric, with many small clades and only a few large ones at every taxonomic level, the most popular topological feature used to describe the shape of a phylogenetic tree has been its balance, the tendency of the children of any given node to have the same number of descendant leaves. In this way, the imbalance of a phylogenetic tree reflects the propensity of evolutionary events to occur along specific lineages [24].

Several balance indices have been proposed so far to quantify the balance (or actually, in most cases, the imbalance) of a phylogenetic tree; see, for instance, [8, 9, 13, 18, 19, 21, 22, 26, 27, and the section "Measures of overall asymmetry" in [11 (pp. 562-563). Among them, the Colless index, introduced by Colless [8], is one of the oldest and most popular. It is defined, on a rooted bifurcating tree $T$, as the sum, over all the internal nodes $v$ of $T$, of the absolute value of the difference between the numbers of descendant leaves of

[^0]the pair of children of $v$. Its statistical properties under several probabilistic models for phylogenetic trees have been thoroughly studied: see, for instance, [5, 6, 14, 16].

In this manuscript we focus on the extremal properties of the Colless index. More specifically, we solve several open problems related to the minimum Colless index for rooted bifurcating trees with a given number of leaves. Let us mention here that, as far as the maximum Colless index for a given number of leaves $n$ goes, it is folklore knowledge that it is reached at the caterpillar tree, or comb: the unique rooted bifurcating tree with $n$ leaves where all internal nodes have different numbers of descendant leaves (cf. Figure 2.(a)). Caterpillars are considered since the early paper by Sackin [26] to be the most imbalanced type of phylogenetic trees, and the fact that they have the maximum Colless index for any number of leaves $n$ was already hinted at by Colless [8, but he gave a wrong value for their Colless index, which was later corrected by Heard [16, giving the correct maximum value of $(n-1)(n-2) / 2$. As a matter of fact, to our knowledge, no explicit direct proof of the maximality of this Colless value has been provided in the literature, but it can be easily deduced as a particular case of Thm. 18 in [22].

In contrast, the analysis of the minimum value of the Colless index is much more involved. On the one hand, despite its popularity and wide use, the minimum Colless index of a bifurcating tree with $n$ leaves is unknown beyond the often stated straightforward result that for numbers of leaves that are powers of 2 it is reached at the fully symmetric trees, which clearly have Colless index 0 ; see for instance [16, 18, 23]. To have a closed formula for this minimum value is essential in order to normalize the Colless index to the range $[0,1]$ for every number of leaves, making its value independent of its size as it is recommended, for instance, by Shao and Sokal [27] or Stam [29]. On the other hand, this minimum value may be achieved by several trees, which raises the questions of characterizing these "most balanced trees" according to the Colless index and counting them.

In this manuscript, we fill these gaps in the literature. To be precise, we first prove a recursive formula and two closed expressions for the minimum Colless index for a given number $n$ of leaves. One of the closed expressions is related to a fractal curve, namely the so-called Blancmange, or Takagi, curve, thus showing the fractal structure and symmetry of the minimum Colless index. Next, we fully characterize all rooted bifurcating trees with $n$ leaves that have minimum Colless index and we provide an efficient algorithm to generate them and a recursive formula to count them. We also focus on two particular classes of trees with minimum Colless index: the maximally balanced trees [21] and a class that we call greedy from the bottom trees. These two classes of trees turn out to be extremal in the following sense: for every $m$, the difference (in absolute value) between the numbers of descendant leaves of the pair of children of an internal node with $m$ descendant leaves in a tree $T$ with minimum Colless index achieves its minimum value when $T$ is maximally balanced and its maximum value when $T$ is greedy from the bottom. We conclude by showing that all trees with minimum Colless index also have minimum Sackin index, another popular index of phylogenetic tree balance introduced by Sackin [26].

## 2. Basic definitions and preliminary results

Before we can present our results, we need to introduce some definitions and notations. Throughout this manuscript, by a tree we mean a rooted tree: a tree $T=(V(T), E(T))$ with node set $V(T)$ and edge set $E(T)$ where one node is designated as the root (denoted henceforth by $\rho$ ). We shall always understand a rooted tree $T$ as a directed graph, with its edges directed away from the root. We use $V_{L}(T) \subseteq V(T)$ to denote the leaf set of $T$ (i.e. $V_{L}(T)=\left\{v \in V \mid \operatorname{deg}_{\text {out }}(v)=0\right\}$ ) and by $\stackrel{\circ}{V}(T)$ we denote the set of internal nodes, i.e. $\stackrel{\circ}{V}(T)=V(T) \backslash V_{L}(T)$. If $|V(T)|=1, T$ consists of only one node, which is at the same time the root and the only leaf of the tree, and no edge. Whenever there is no ambiguity we simply denote $E(T)$, $V(T), \stackrel{\circ}{V}(T)$, and $V_{L}(T)$ as $E, V, \stackrel{\circ}{V}$, and $V_{L}$, respectively. To simplify the language, we shall often say that two trees are equal when they are actually only isomorphic as rooted trees; we shall also use the expression to have the same shape as a synonym of being isomorphic.

Now, a bifurcating tree is a rooted tree where all internal nodes have out-degree 2 . We denote by $\mathcal{T}_{n}$, for every $n \geqslant 1$, the set of (isomorphism classes of) bifurcating trees with $n$ leaves. Note that, for $n=1, \mathcal{T}_{1}$ consists only of the tree with one node and no edge.

Whenever there exists a path from $u$ to $v$ in a tree $T$, we say that $u$ is an ancestor of $v$ and that $v$ is a descendant of $u$. In addition, whenever there exists an edge from $u$ to $v$, we say that $v$ is a child of $u$ and that $u$ is the parent of $v$. Note that in a bifurcating tree with $n \geqslant 2$ leaves, each internal node has exactly two children. Two leaves $x$ and $y$ are said to form a cherry when they have the same parent. Given a node $v$ of $T$, we denote by $T_{v}$ the subtree of $T$ rooted at $v$ and by $\kappa_{T}(v)$ the number of leaves of $T_{v}$, i.e. the number of descendant leaves of $v$.

The depth $\delta_{T}(v)$ of a node $v$ is the number of edges on the path from $\rho$ to $v$ and the height $h(T)$ of a tree $T$ is the maximum depth of any leaf in it.

A bifurcating tree $T$ can be decomposed into its two maximal pending subtrees $T_{a}$ and $T_{b}$ rooted at the children $a$ and $b$ of $\rho$, and we shall denote this decomposition by $T=\left(T_{a}, T_{b}\right)$; cf. Figure 1. We shall usually denote by $n_{a}$ and $n_{b}$ the numbers of leaves of $T_{a}$ and $T_{b}$, respectively, and without any loss of generality we shall always assume, usually without any further notice, that $n_{a} \geqslant n_{b} \geqslant 1$.


Figure 1: The decomposition $T=\left(T_{a}, T_{b}\right)$ of a bifurcating tree into its two maximal pending subtrees.
Given a bifurcating tree $T$ and an internal node $v \in \stackrel{\circ}{V}$ with children $v_{1}$ and $v_{2}$, the balance value of $v$ is defined as $\operatorname{bal}_{T}(v)=\left|\kappa_{T}\left(v_{1}\right)-\kappa_{T}\left(v_{2}\right)\right|$. We call an internal node $v$ balanced if bal $l_{T}(v) \leqslant 1$, i.e. when its two children have $\left\lceil\kappa_{T}(v) / 2\right\rceil$ and $\left\lfloor\kappa_{T}(v) / 2\right\rfloor$ descendant leaves, respectively. Based on this we call a tree maximally balanced if all its internal nodes are balanced (cf. Figure 2,(b)). Recursively, a bifurcating tree is maximally balanced if its root is balanced and its two maximal pending subtrees are maximally balanced. This easily implies that any rooted subtree of a maximally balanced tree is again maximally balanced, by induction on the depth of the root of the subtree. It also implies that, for every $n \in \mathbb{N}$, there exists a unique maximally balanced tree with $n$ leaves, which we denote by $T_{n}^{m b}$, and that, as we have just mentioned, $T_{n}^{m b}=\left(T_{\lceil n / 2\rceil}^{m b}, T_{\lfloor n / 2\rfloor}^{m b}\right)$.

Two other particular trees appearing in this manuscript are the caterpillar trees and the fully symmetric trees (cf. Figure 2 (a) and (c)). The caterpillar tree with $n$ leaves, $T_{n}^{c a t}$, is the unique bifurcating tree with $n$ leaves all whose internal nodes have different numbers of descendant leaves. As to the fully symmetric tree of height $k, T_{k}^{f s}$, it is the unique tree with $n=2^{k}$ leaves in which all leaves have depth $k$. Note that $T_{k}^{f s}=\left(T_{k-1}^{f s}, T_{k-1}^{f s}\right)$, i.e. the maximal pending subtrees of a fully symmetric tree of height $k$ are fully symmetric trees of height $k-1$. Note also that $T_{k}^{f s}=T_{2^{k}}^{m b}$, because in the special case when $n=2^{k}, T_{k}^{f s}$ is the unique tree all whose internal nodes have balance value 0 .


Figure 2: The caterpillar tree $T_{7}^{c a t}$ with 7 leaves, the maximally balanced tree $T_{7}^{m b}$ with 7 leaves, and the fully symmetric tree $T_{3}^{f s}=T_{8}^{m b}$ of depth 3 , with $2^{3}=8$ leaves.

We are now in a position to define the focus of this manuscript:
Definition 1. The Colless index of a bifurcating tree $T$ is the sum of the balance values of its internal
nodes:

$$
\mathcal{C}(T)=\sum_{v \in \dot{V}(T)} b a l_{T}(v)=\sum_{v \in \dot{V}(T)}\left|\kappa_{T}\left(v_{1}\right)-\kappa_{T}\left(v_{2}\right)\right|,
$$

where $v_{1}$ and $v_{2}$ denote the children of each $v \in \dot{V}(T)$.
Note that $\mathcal{C}(T) \geqslant 0$, because it is defined as a sum of absolute values. For instance, consider the three trees depicted in Figure 2. Here, we have: $\mathcal{C}\left(T_{7}^{c a t}\right)=15, \mathcal{C}\left(T_{7}^{m b}\right)=2$, and $\mathcal{C}\left(T_{3}^{f s}\right)=0$.

Since the Colless index of a tree measures its global imbalance, the smaller the Colless index of a tree, the more balanced we consider it. In other words, for every pair of trees $T_{1}, T_{2} \in \mathcal{T}_{n}$, if $\mathcal{C}\left(T_{1}\right)<\mathcal{C}\left(T_{2}\right)$, then $T_{1}$ is more balanced than $T_{2}$. For example, in Figure 2, $T_{7}^{m b}$ is more balanced than $T_{7}^{c a t}$.

It is easy to see that the Colless index satisfies the following recurrence [25].
Lemma 1. If $T=\left(T_{a}, T_{b}\right)$ is a bifurcating tree with $T_{a} \in \mathcal{T}_{n_{a}}$ and $T_{b} \in \mathcal{T}_{n_{b}}$, where $n_{a} \geqslant n_{b}$, then

$$
\mathcal{C}(T)=\mathcal{C}\left(T_{a}\right)+\mathcal{C}\left(T_{b}\right)+n_{a}-n_{b} .
$$

## 3. The minimum Colless index

We shall denote throughout this manuscript by $c_{n}$ the minimum Colless index of a bifurcating tree with $n$ leaves:

$$
c_{n}=\min \left\{\mathcal{C}(T) \mid T \in \mathcal{T}_{n}\right\} .
$$

The main aim of this section is to study the sequence $c_{n}$. We derive both a recurrence and two closed formulas for this sequence and we point out both its fractal structure and its symmetry. We start by showing that if a bifurcating tree $T=\left(T_{a}, T_{b}\right)$ has minimum Colless index, its two maximal pending subtrees also have minimum Colless index.

Lemma 2. Let $T=\left(T_{a}, T_{b}\right)$ be a bifurcating tree with $n$ leaves. If $T$ has minimum Colless index on $\mathcal{T}_{n}$, then $T_{a}$ and $T_{b}$ have minimum Colless indices on $\mathcal{T}_{n_{a}}$ and $\mathcal{T}_{n_{b}}$, respectively.

Proof. Assume that $\mathcal{C}\left(T_{a}\right)$ is not minimal; the case when $\mathcal{C}\left(T_{b}\right)$ is not minimal is symmetrical. Then, there exists $\widehat{T} \in \mathcal{T}_{n_{a}}$ such that $\mathcal{C}(\widehat{T})<\mathcal{C}\left(T_{a}\right)$. Consider the tree $\widetilde{T}=\left(\widehat{T}, T_{b}\right) \in \mathcal{T}_{n}$ obtained by replacing in $T$ the rooted subtree $T_{a}$ by $\widehat{T}$. Then, by Lemma 1 .

$$
\mathcal{C}(\widetilde{T})=\mathcal{C}(\widehat{T})+\mathcal{C}\left(T_{b}\right)+n_{a}-n_{b}<\mathcal{C}\left(T_{a}\right)+\mathcal{C}\left(T_{b}\right)+n_{a}-n_{b}=\mathcal{C}(T)
$$

which implies that $\mathcal{C}(T)$ is not minimal. Thus, if $\mathcal{C}(T)$ is minimal, $\mathcal{C}\left(T_{a}\right)$ must be minimal, too.
Remark 1. Lemma 2 easily implies that every rooted subtree of a tree with minimum Colles index has also minimum Colless index, by induction on the depth of the root of the subtree.

Lemmas 1 and 2 directly imply that

$$
\begin{equation*}
c_{n}=\min \left\{c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b} \mid n_{a} \geqslant n_{b} \geqslant 1, n_{a}+n_{b}=n\right\} . \tag{1}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
c_{n} \leqslant c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b} \text { for every } n_{a} \geqslant n_{b} \geqslant 1 \text { with } n_{a}+n_{b}=n, \tag{2}
\end{equation*}
$$

a fact that will be useful in subsequent proofs.

### 3.1. The maximally balanced trees have minimum Colless index

In this subsection we prove that the Colless index of a maximally balanced tree $T_{n}^{m b}$ is $c_{n}$. The proof relies on the following lemma, which shows that the sequence $\mathcal{C}\left(T_{n}^{m b}\right)$ also satisfies the Inequalities (2).

Lemma 3. For every $n \in \mathbb{N}_{\geqslant 2}$ and for every $n_{a} \geqslant n_{b} \geqslant 1$ such that $n_{a}+n_{b}=n$,

$$
\mathcal{C}\left(T_{n}^{m b}\right) \leqslant \mathcal{C}\left(T_{n_{a}}^{m b}\right)+\mathcal{C}\left(T_{n_{b}}^{m b}\right)+n_{a}-n_{b} .
$$

Proof. To simplify the notations, throughout this proof we shall denote $\mathcal{C}\left(T_{n}^{m b}\right)$ by $C(n)$. By Lemma 1 and the equality $T_{n}^{m b}=\left(T_{\lceil n / 2\rceil}^{m b}, T_{\lfloor n / 2\rfloor}^{m b}\right)$, we have that, for every $n \geqslant 2$,

$$
C(n)=C(\lceil n / 2\rceil)+C(\lfloor n / 2\rfloor)+\lceil n / 2\rceil-\lfloor n / 2\rfloor,
$$

or, equivalently, for every $n \geqslant 1$,

$$
\begin{equation*}
C(2 n)=2 C(n) \quad \text { and } \quad C(2 n+1)=C(n+1)+C(n)+1 . \tag{3}
\end{equation*}
$$

We shall use this recurrence to prove by induction on $m$ that, for every $m \geqslant 1$, the inequality

$$
\begin{equation*}
C(m+s)+C(m)+s \geqslant C(2 m+s) \tag{4}
\end{equation*}
$$

holds for every $s \in \mathbb{N}$. Taking $n_{a}=m+s$ and $n_{b}=m$, this clearly entails the statement.
Since $C(1)=0$, the base case $m=1$ says that, for every $s \geqslant 0$,

$$
\begin{equation*}
C(1+s)+s \geqslant C(2+s) \tag{5}
\end{equation*}
$$

We prove it by induction on $s$. The cases $s=0$ and $s=1$ are obviously true, because $C(1)+0=0=C(2)$ and $C(2)+1=1=C(3)$. Let us now consider the case $s \geqslant 2$ and let us assume that $C\left(1+s^{\prime}\right)+s^{\prime} \geqslant C\left(2+s^{\prime}\right)$ for every $s^{\prime}<s$. To prove the induction step, we distinguish two cases.

- If $s$ is even, say $s=2 s^{\prime}$ with $s^{\prime} \geqslant 1$, then, by Eqns. (3),

$$
C(1+s)+s=C\left(2 s^{\prime}+1\right)+2 s^{\prime}=C\left(s^{\prime}+1\right)+C\left(s^{\prime}\right)+1+2 s^{\prime}
$$

and

$$
C(2+s)=C\left(2 s^{\prime}+2\right)=2 C\left(s^{\prime}+1\right)
$$

and the desired Inequality (5) holds because, by the induction hypothesis,

$$
\begin{aligned}
C\left(s^{\prime}\right)+2 s^{\prime}+1 & =C\left(1+\left(s^{\prime}-1\right)\right)+\left(s^{\prime}-1\right)+s^{\prime}+2 \\
& \geqslant C\left(2+\left(s^{\prime}-1\right)\right)+s^{\prime}+2>C\left(s^{\prime}+1\right) .
\end{aligned}
$$

- If $s$ is odd, say $s=2 s^{\prime}+1$ with $s^{\prime} \geqslant 1$, then, by Eqns. (3),

$$
C(1+s)+s=C\left(2 s^{\prime}+2\right)+2 s^{\prime}+1=2 C\left(s^{\prime}+1\right)+2 s^{\prime}+1
$$

and

$$
C(2+s)=C\left(2 s^{\prime}+3\right)=C\left(s^{\prime}+2\right)+C\left(s^{\prime}+1\right)+1
$$

and then (5) holds because, by the induction hypothesis,

$$
C\left(s^{\prime}+1\right)+2 s^{\prime} \geqslant C\left(s^{\prime}+2\right)+s^{\prime}>C\left(s^{\prime}+2\right)
$$

This completes the proof of the base case $m=1$. Let us consider now the case $m \geqslant 2$ and let us assume that $C\left(m^{\prime}+s\right)+C\left(m^{\prime}\right)+s \geqslant C\left(2 m^{\prime}+s\right)$ for every $1 \leqslant m^{\prime}<m$ and $s \geqslant 0$. To prove that (4) is true for every $s \in \mathbb{N}$ we distinguish 4 cases:

- $m$ and $s$ even: say, $m=2 m^{\prime}$ and $s=2 s^{\prime}$. Then, by Eqns. (3),

$$
\begin{aligned}
& C(m+s)+C(m)+s=C\left(2 m^{\prime}+2 s^{\prime}\right)+C\left(2 m^{\prime}\right)+2 s^{\prime} \\
&=2\left(C\left(m^{\prime}+s^{\prime}\right)+C\left(m^{\prime}\right)+s^{\prime}\right) \\
& C(2 m+s)=C\left(4 m^{\prime}+2 s^{\prime}\right)=2 C\left(2 m^{\prime}+s^{\prime}\right)
\end{aligned}
$$

and the desired Inequality (4) is true because, by induction,

$$
C\left(m^{\prime}+s^{\prime}\right)+C\left(m^{\prime}\right)+s^{\prime} \geqslant C\left(2 m^{\prime}+s^{\prime}\right)
$$

- $m$ even and $s$ odd: say, $m=2 m^{\prime}$ and $s=2 s^{\prime}+1$. Then, by Eqns. (3),

$$
\begin{aligned}
& C(m+s)+C(m)+s=C\left(2 m^{\prime}+2 s^{\prime}+1\right)+C\left(2 m^{\prime}\right)+2 s^{\prime}+1 \\
& \quad=C\left(m^{\prime}+s^{\prime}+1\right)+C\left(m^{\prime}+s^{\prime}\right)+1+2 C\left(m^{\prime}\right)+2 s^{\prime}+1 \\
& C(2 m+s)=C\left(4 m^{\prime}+2 s^{\prime}+1\right)=C\left(2 m^{\prime}+s^{\prime}+1\right)+C\left(2 m^{\prime}+s^{\prime}\right)+1
\end{aligned}
$$

and (4) holds because, by induction,

$$
C\left(m^{\prime}+s^{\prime}+1\right)+C\left(m^{\prime}\right)+s^{\prime}+1 \geqslant C\left(2 m^{\prime}+s^{\prime}+1\right)
$$

and

$$
C\left(m^{\prime}+s^{\prime}\right)+C\left(m^{\prime}\right)+s^{\prime} \geqslant C\left(2 m^{\prime}+s^{\prime}\right)
$$

- $m$ odd and $s$ even: say, $m=2 m^{\prime}+1$ and $s=2 s^{\prime}$. If $s^{\prime}=0$, the desired Inequality (4) amounts to $C(m)+C(m) \geqslant C(2 m)$, which is true because it is actually an equality. So, assume that $s^{\prime} \geqslant 1$. Then, by Eqns. (3),

$$
\begin{aligned}
& C(m+s)+C(m)+s=C\left(2 m^{\prime}+2 s^{\prime}+1\right)+C\left(2 m^{\prime}+1\right)+2 s^{\prime} \\
& \quad=C\left(m^{\prime}+s^{\prime}+1\right)+C\left(m^{\prime}+s^{\prime}\right)+1+C\left(m^{\prime}+1\right)+C\left(m^{\prime}\right)+1+2 s^{\prime} \\
& C(2 m+s)=C\left(4 m^{\prime}+2+2 s^{\prime}\right)=2 C\left(2 m^{\prime}+s^{\prime}+1\right)
\end{aligned}
$$

and (4) holds because, by induction, $C\left(m^{\prime}+s^{\prime}+1\right)+C\left(m^{\prime}\right)+s^{\prime}+1 \geqslant C\left(2 m^{\prime}+s^{\prime}+1\right)$ and

$$
\begin{aligned}
& C\left(m^{\prime}+s^{\prime}\right)+C\left(m^{\prime}+1\right)+s^{\prime}+1 \\
& \quad=C\left(\left(m^{\prime}+1\right)+\left(s^{\prime}-1\right)\right)+C\left(m^{\prime}+1\right)+s^{\prime}-1+2 \\
& \quad \geqslant C\left(2\left(m^{\prime}+1\right)+s^{\prime}-1\right)+2>C\left(2 m^{\prime}+s^{\prime}+1\right)
\end{aligned}
$$

- $m$ and $s$ odd: say, $m=2 m^{\prime}+1$ and $s=2 s^{\prime}+1$. Then, by Eqns. (3),

$$
\begin{aligned}
& C(m+s)+C(m)+s=C\left(2 m^{\prime}+2 s^{\prime}+2\right)+C\left(2 m^{\prime}+1\right)+2 s^{\prime}+1 \\
& \quad=2 C\left(m^{\prime}+s^{\prime}+1\right)+C\left(m^{\prime}+1\right)+C\left(m^{\prime}\right)+1+2 s^{\prime}+1 \\
& C(2 m+s)=C\left(4 m^{\prime}+2 s^{\prime}+3\right)=C\left(2 m^{\prime}+s^{\prime}+2\right)+C\left(2 m^{\prime}+s^{\prime}+1\right)+1
\end{aligned}
$$

and (4) is true because, by induction,

$$
C\left(m^{\prime}+s^{\prime}+1\right)+C\left(m^{\prime}+1\right)+s^{\prime} \geqslant C\left(2 m^{\prime}+s^{\prime}+2\right)
$$

and

$$
C\left(m^{\prime}+s^{\prime}+1\right)+C\left(m^{\prime}\right)+s^{\prime}+1 \geqslant C\left(2 m^{\prime}+s^{\prime}+1\right) .
$$

This completes the proof of the inductive step.
We are now in a position to establish our first main result.
Theorem 1. For every $n \geqslant 1, \mathcal{C}\left(T_{n}^{m b}\right)=c_{n}$.

Proof. We shall prove by induction on $n$ that $\mathcal{C}(T) \geqslant \mathcal{C}\left(T_{n}^{m b}\right)$ for every $T \in \mathcal{T}_{n}$. The case when $n=1$ is obvious, because $\mathcal{T}_{1}=\left\{T_{1}^{m b}\right\}$. Assume now that the assertion is true for every number of leaves smaller than $n$ and let $T=\left(T_{a}, T_{b}\right) \in \mathcal{T}_{n}$, with $T_{a} \in \mathcal{T}_{n_{a}}$ and $T_{b} \in \mathcal{T}_{n_{b}}$. Then, by Lemma 1 .

$$
\mathcal{C}(T)=\mathcal{C}\left(T_{a}\right)+\mathcal{C}\left(T_{b}\right)+n_{a}-n_{b} \geqslant \mathcal{C}\left(T_{a}^{m b}\right)+\mathcal{C}\left(T_{b}^{m b}\right)+n_{a}-n_{b} \geqslant \mathcal{C}\left(T_{n}^{m b}\right)
$$

where the first inequality holds by the induction hypothesis and the second inequality by the previous lemma.

Next corollary says that the sequence $c_{n}$ is the sequence A296062 in the On-Line Encyclopedia of Integer Sequences [28].

Corollary 1. Let $A\left(T_{n}^{m b}\right)$ be the number of automorphisms of $T_{n}^{m b}$. Then, $c_{n}=n-1-\log _{2}\left(A\left(T_{n}^{m b}\right)\right)$.
Proof. Since, by definition, the balance value of every internal node in $T_{n}^{m b}$ is 0 or $1, c_{n}=\mathcal{C}\left(T_{n}^{m b}\right)$ is equal to the number of internal nodes of $T_{n}^{m b}$ with non zero balance value. Now, for every internal node $u$ of $T_{n}^{m b}$, its balance value is 0 if, and only if, the subtrees of $T_{n}^{m b}$ rooted at its children are isomorphic, that is, with the notations of [14, if, and only if, $u$ is a symmetric branch point. Indeed, as we mentioned in Section 2 , the subtrees rooted at the children of $u$ are again maximally balanced, and therefore they have the same numbers of leaves if, and only if, they are isomorphic.

So, the number of symmetric branch points in $T_{n}^{m b}$ is $n-1-c_{n}$, which implies, by Lemma 31 in [14], that $A\left(T_{n}^{m b}\right)=2^{n-1-c_{n}}$, as stated.

Theorem 1, together with Lemma 1, directly imply the following recurrence for $c_{n}$, which was already used, for $\mathcal{C}\left(T_{n}^{m b}\right)$, in the proof of Lemma 3. cf. Eqns. (3).
Corollary 2. The sequence $c_{n}$ satisfies that $c_{1}=0$ and, for every $n \geqslant 2$,

$$
c_{n}=c_{\lceil n / 2\rceil}+c_{\lfloor n / 2\rfloor}+\lceil n / 2\rceil-\lfloor n / 2\rfloor
$$

or, equivalently, $c_{2 n}=2 c_{n}$ and $c_{2 n+1}=c_{n+1}+c_{n}+1$ for every $n \geqslant 1$.

### 3.2. Two closed formulas for the minimum Colless index

Corollary 2 implies that we can recurrently compute $c_{n}$ for any desired $n$. In this subsection, however, we derive from that recurrence two different closed expressions for $c_{n}$ and we prove some properties of this sequence. Our first closed formula for $c_{n}$ is given in terms of the binary expansion of $n$.
Theorem 2. If $n=\sum_{j=1}^{\ell} 2^{m_{j}}$ with $m_{1}, \ldots, m_{\ell} \in \mathbb{N}$ such that $m_{1}>\cdots>m_{\ell}$, then

$$
c_{n}=\sum_{j=2}^{\ell} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right)
$$

Proof. For every $n \geqslant 1$, let $\bar{c}_{n}=\sum_{j=2}^{\ell} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right)$, where $n=\sum_{j=1}^{\ell} 2^{m_{j}}$ with $m_{1}>\cdots>m_{\ell}$. We shall prove that $c_{n}=\bar{c}_{n}$ by induction on $n$.

If $n=1, \bar{c}_{1}=\bar{c}_{2^{0}}=0=c_{1}$, which proves the base case of the induction. Now, we assume that the claim holds for every $n^{\prime} \leqslant n-1$ and we prove it for $n$ by distinguishing two cases: $n$ even and $n$ odd.

If $n$ is even, i.e. if $m_{\ell}>0$, we have $\lfloor n / 2\rfloor=\lceil n / 2\rceil=n / 2=\sum_{j=1}^{\ell} 2^{m_{j}-1}$ with $m_{1}-1>\cdots>m_{\ell}-1 \geqslant 0$ and thus

$$
\begin{aligned}
c_{n} & =2 \cdot c_{n / 2} \quad(\text { by Corollary } 2) \\
& =2 \cdot \bar{c}_{n / 2} \quad \text { (by the induction hypothesis) } \\
& =2 \cdot \sum_{j=2}^{\ell} 2^{m_{j}-1}\left(m_{1}-1-\left(m_{j}-1\right)-2(j-2)\right) \\
& =\sum_{j=2}^{\ell} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right)=\bar{c}_{n}
\end{aligned}
$$

Assume now that $n$ is odd, i.e. that $m_{\ell}=0$. Let $k=\min \left\{j \mid m_{j}=\ell-j\right\}$ (which exists because $m_{\ell}=\ell-\ell$. Then, $\lfloor n / 2\rfloor=\sum_{j=1}^{\ell-1} 2^{m_{j}-1}$, with $m_{1}-1>\cdots>m_{\ell-1}-1$, and

$$
\lceil n / 2\rceil=\sum_{j=1}^{\ell-1} 2^{m_{j}-1}+1=\sum_{j=1}^{k-1} 2^{m_{j}-1}+\sum_{j=k}^{\ell-1} 2^{\ell-j-1}+1=\sum_{j=1}^{k-1} 2^{m_{j}-1}+2^{\ell-k}
$$

with $m_{1}-1>\cdots>m_{k-1}-1>\ell-k \geqslant 0$. In this case,

$$
\begin{aligned}
& c_{n}= c_{\lceil n / 2\rceil}+c_{\lfloor n / 2\rfloor}+\lceil n / 2\rceil-\lfloor n / 2\rfloor \quad \text { (by Corollary 2) } \\
&= \bar{c}_{\lceil n / 2\rceil}+\bar{c}_{\lfloor n / 2\rfloor}+\lceil n / 2\rceil-\lfloor n / 2\rfloor \quad \text { (by the induction hypothesis) } \\
&= \sum_{j=2}^{k-1} 2^{m_{j}-1}\left(\left(m_{1}-1\right)-\left(m_{j}-1\right)-2(j-2)\right) \\
&+2^{\ell-k}\left(m_{1}-1-(\ell-k)-2(k-2)\right) \\
& \quad+\sum_{j=2}^{\ell-1} 2^{m_{j}-1}\left(\left(m_{1}-1\right)-\left(m_{j}-1\right)-2(j-2)\right)+1 \\
&=\sum_{j=2}^{k-1} 2^{m_{j}-1}\left(m_{1}-m_{j}-2(k-2)\right)+2^{m_{k}}\left(m_{1}-m_{k}-2(k-2)\right)-2^{\ell-k} \\
& \quad+\sum_{j=2}^{k-1} 2^{m_{j}-1}\left(m_{1}-m_{j}-2(j-2)\right) \\
&+\sum_{j=k}^{\ell-1} 2^{\ell-j-1}\left(m_{1}-(\ell-j)-2(j-2)\right)+1
\end{aligned}
$$

(because $m_{j}=\ell-j$ for every $j \geqslant k$ )

$$
\begin{aligned}
& =\sum_{j=2}^{k} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right) \\
& \quad+\sum_{j=k}^{\ell-1} 2^{\ell-j-1}\left(m_{1}-(\ell-j)-2(j-2)\right)+1-2^{\ell-k}
\end{aligned}
$$

$$
\begin{aligned}
= & \sum_{j=2}^{k} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right) \\
& \quad+\sum_{i=k+1}^{\ell} 2^{\ell-i}\left(m_{1}-(\ell-i)-2(i-2)+1\right)+1-2^{\ell-k} \\
= & \sum_{j=2}^{k} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right) \\
& \quad+\sum_{i=k+1}^{\ell} 2^{m_{i}}\left(m_{1}-m_{i}-2(i-2)\right)+\sum_{i=k+1}^{\ell} 2^{\ell-i}+1-2^{\ell-k} \\
= & \sum_{j=2}^{\ell} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right)=\bar{c}_{n} .
\end{aligned}
$$

This completes the proof of the inductive step.
Corollary 3. For every $n \geqslant 1, c_{n}=0$ if, and only if, $n$ is a power of 2. Moreover, for every $n \geqslant 1$ and $T \in \mathcal{T}_{n}, \mathcal{C}(T)=0$ if, and only if, $T$ is fully symmetric.

Proof. Let $n=\sum_{j=1}^{\ell} 2^{m_{j}} \geqslant 1$ with $m_{1}, \ldots, m_{\ell} \in \mathbb{N}$ such that $m_{1}>\cdots>m_{\ell}$. Since $2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right)>0$ if $j>1$, we have by Theorem $\boxed{2}$ that $c_{n}=0$ if, and only if, $\sum_{j=2}^{\ell} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right)$ is an empty sum, which is equivalent to $\ell=1$, i.e. to $n=2^{m_{1}}$. This completes the proof of the first part of the statement. The second part now follows by an easy argument by induction using Lemma 1 .


Figure 3: Plot of $c_{n}$ for $n=1, \ldots, 128$.
Figure 3 depicts the value of $c_{n}$ for $n=1, \ldots, 128$. Surprisingly, the minimum Colless index exhibits a fractal structure. In the next theorem we provide a second closed formula for $c_{n}$ that explains this fractal structure by showing a connection between the sequence $c_{n}$ and the so-called Blancmange curve, a fractal curve also known as the Takagi curve (cf. [31). This curve plays an important role in different areas such as combinatorics, number theory and analysis [2] and it is defined as the graph of the function $T:[0,1] \rightarrow \mathbb{R}$
with

$$
T(x)=\sum_{i=0}^{\infty} 2^{-i} \cdot s\left(2^{i} \cdot x\right)
$$

where $s(x)=\min _{z \in \mathbb{Z}}|x-z|$ is the distance from $x$ to its nearest integer. Recall that this function $s$ satisfies the following straightforward properties: $s(n)=0$ for every $n \in \mathbb{Z} ; s(n+x)=s(x)$ for every $n \in \mathbb{Z}$ and $x \in \mathbb{R}$; $s(x)=s(-x)$ for every $x \in \mathbb{R}$; if $0 \leqslant x \leqslant 1 / 2$, then $s(x)=x$; and if $1 / 2 \leqslant x \leqslant 1$, then $s(x)=1-x$.

Theorem 3. For every $n \geqslant 1$, let $k_{n}:=\left\lceil\log _{2}(n)\right\rceil$. Then,

$$
c_{n}=\sum_{j=1}^{k_{n}-1} 2^{j} \cdot s\left(2^{-j} \cdot n\right)
$$

where $s(x)$ is the distance from $x \in \mathbb{R}$ to its nearest integer.
Proof. We shall prove that the expression for $c_{n}$ given in the statement is equal to the expression provided in Theorem 2. In this proof, it is convenient to write the binary expansion of $n$ as $n=\sum_{i=1}^{\ell} 2^{n_{i}}$ with $n_{1}<\cdots<n_{\ell}$. With these notations, the formula given in Theorem 2 becomes

$$
c_{n}=\sum_{i=1}^{\ell-1} 2^{n_{i}}\left(n_{\ell}-n_{i}-2(\ell-i-1)\right)
$$

With these notations, for every $j \in \mathbb{N}$, if $j \leqslant n_{1}$, then $2^{-j} \cdot n \in \mathbb{N}$ and thus $s\left(2^{-j} \cdot n\right)=0$, while if $n_{t}<j \leqslant n_{t+1}$ for some $t=1, \ldots, \ell-1$, then

$$
2^{-j} \cdot n=\sum_{i=1}^{t} 2^{n_{i}-j}+\sum_{i=t+1}^{\ell} 2^{n_{i}-j}
$$

where $\sum_{i=t+1}^{\ell} 2^{n_{i}-j} \in \mathbb{N}$ and, as far as $\sum_{i=1}^{t} 2^{n_{i}-j}$ goes:

- If $j>n_{t}+1$

$$
\sum_{i=1}^{t} 2^{n_{i}-j}=\frac{\sum_{i=1}^{t} 2^{n_{i}-n_{1}}}{2^{j-n_{1}}} \leqslant \frac{\sum_{s=0}^{n_{t}-n_{1}} 2^{s}}{2^{n_{t}+2-n_{1}}}=\frac{2^{n_{t}-n_{1}+1}-1}{2^{n_{t}-n_{1}+2}}<\frac{1}{2}
$$

- If $j=n_{t}+1$

$$
\sum_{i=1}^{t} 2^{n_{i}-j}=\sum_{i=1}^{t} 2^{n_{i}-n_{t}-1}=\frac{1}{2}+\sum_{i=1}^{t-1} 2^{n_{i}-n_{t}-1}
$$

where

$$
0 \leqslant \sum_{i=1}^{t-1} 2^{n_{i}-n_{t}-1} \leqslant \frac{\sum_{s=0}^{n_{t-1}} 2^{s}}{2^{n_{t}+1}}=\frac{2^{n_{t-1}+1}-1}{2^{n_{t}+1}}<\frac{1}{2}
$$

and therefore in this case $1 / 2 \leqslant \sum_{i=1}^{t} 2^{n_{i}-j}<1$.
This implies that, if $n_{t}+1<j \leqslant n_{t+1}$,

$$
\begin{equation*}
2^{j} \cdot s\left(2^{-j} \cdot n\right)=2^{j} \sum_{i=1}^{t} 2^{n_{i}-j}=\sum_{i=1}^{t} 2^{n_{i}} \tag{6}
\end{equation*}
$$

and if $j=n_{t}+1$,

$$
\begin{equation*}
2^{n_{t}+1} \cdot s\left(2^{-n_{t}-1} \cdot n\right)=2^{n_{t}+1}\left(\frac{1}{2}-\sum_{i=1}^{t-1} 2^{n_{i}-n_{t}-1}\right)=2^{n_{t}}-\sum_{i=1}^{t-1} 2^{n_{i}} \tag{7}
\end{equation*}
$$

Now, on the one hand, if $n$ is a power of 2 , i.e. if $n=2^{n_{1}}$, then $k_{n}=n_{1}$ and the previous discussion shows that $s\left(2^{-j} \cdot n\right)=0$ for every $j \leqslant n_{1}-1$, which implies that

$$
\sum_{j=1}^{k_{n}-1} 2^{j} \cdot s\left(2^{-j} \cdot n\right)=0=c_{n}
$$

On the other hand, if $n$ is not a power of 2 , i.e. if $\ell>1$, then $k_{n}=n_{\ell}+1$ and, by the previous discussion,

$$
\sum_{j=1}^{k_{n}-1} 2^{j} \cdot s\left(2^{-j} \cdot n\right)=\sum_{j=n_{1}+1}^{n_{\ell}} 2^{j} \cdot s\left(2^{-j} \cdot n\right)=\sum_{t=1}^{\ell-1} \sum_{j=n_{t}+1}^{n_{t+1}} 2^{j} \cdot s\left(2^{-j} \cdot n\right)
$$

where, for each $t=1, \ldots, \ell-1$,

$$
\begin{aligned}
& \sum_{j=n_{t}+1}^{n_{t+1}} 2^{j} \cdot s\left(2^{-j} \cdot n\right)=2^{n_{t}+1} \cdot s\left(2^{-n_{t}-1} \cdot n\right)+\sum_{j=n_{t}+2}^{n_{t+1}} 2^{j} \cdot s\left(2^{-j} \cdot n\right) \\
& =2^{n_{t}}-\sum_{i=1}^{t-1} 2^{n_{i}}+\left(n_{t+1}-n_{t}-1\right) \sum_{i=1}^{t} 2^{n_{i}} \quad(\text { by Eqns. (6) and (7)) } \\
& =\left(n_{t+1}-n_{t}\right) 2^{n_{t}}+\left(n_{t+1}-n_{t}-2\right) \sum_{i=1}^{t-1} 2^{n_{i}} .
\end{aligned}
$$

Therefore

$$
\sum_{j=1}^{k_{n}-1} 2^{j} \cdot s\left(2^{-j} \cdot n\right)=\sum_{t=1}^{\ell-1}\left(\left(n_{t+1}-n_{t}\right) 2^{n_{t}}+\left(n_{t+1}-n_{t}-2\right) \sum_{i=1}^{t-1} 2^{n_{i}}\right)
$$

and the coefficient of each $2^{n_{i}}$, for $i=1, \ldots, \ell-1$, in this expression is

$$
n_{i+1}-n_{i}+\sum_{j=i+1}^{\ell-1}\left(n_{j+1}-n_{j}-2\right)=n_{\ell}-n_{i}-2(\ell-i-1)
$$

which proves that

$$
\sum_{j=1}^{k_{n}-1} 2^{j} \cdot s\left(2^{-j} \cdot n\right)=\sum_{i=1}^{\ell-1} 2^{n_{i}}\left(n_{\ell}-n_{i}-2(\ell-i-1)\right)=c_{n}
$$

as we claimed.
We close this section with the following result, which establishes some properties of the minimum Colless index $c_{n}$ that are reflected in Figure 3. in particular its symmetry.

Corollary 4. The sequence $c_{n}$ satisfies the following properties:
(a) For every $m \geqslant 0, c_{2^{m}+1}=m$.
(b) For every $m \geqslant 0$ and for every $p=2, \ldots, 2^{m}-1, c_{2^{m}+p}<2^{m}$.
(c) For every $m \geqslant 1$ and for every $p=1, \ldots, 2^{m}-1, c_{2^{m}+p}=c_{2^{m+1}-p}$.

Proof. Assertion (a) is a direct consequence of Theorem 2. Indeed, if $n=2^{m}+1$ then, with the notations of that theorem, $\ell=2, m_{1}=m$ and $m_{2}=0$, and therefore $c_{2^{m}+1}=2^{0}(m-0-2(2-2))=m$.

As to (b), if $n=2^{m}+p$ with $2 \leqslant p \leqslant 2^{m}-1$, by Theorem 3, and recalling that, in this case, $\left\lceil\log _{2}(n)\right\rceil=m+1$, and that $s(x) \leqslant 1 / 2$ for every $x \in \mathbb{R}$,

$$
c_{n}=\sum_{j=1}^{m} 2^{j} \cdot s\left(2^{-j} \cdot n\right) \leqslant \sum_{j=1}^{m} 2^{j} \cdot \frac{1}{2}=\sum_{j=0}^{m-1} 2^{j}=2^{m}-1 .
$$

Finally, as far as (c) goes, let $n=2^{m}+p$ for some $p=1, \ldots, 2^{m}-1$. Then:

$$
\begin{aligned}
c_{2^{m}+p} & =\sum_{j=1}^{m} 2^{j} \cdot s\left(2^{-j}\left(2^{m}+p\right)\right) \quad(\text { by Theorem 3) } \\
& =\sum_{j=1}^{m} 2^{j} \cdot s\left(2^{m-j}+2^{-j} \cdot p\right) \\
& =\sum_{j=1}^{m} 2^{j} \cdot s\left(2^{-j} \cdot p\right) \quad\left(\text { because each } 2^{m-j} \in \mathbb{N}\right) \\
& =\sum_{j=1}^{m} 2^{j} \cdot s\left(-2^{-j} \cdot p\right) \quad(\text { because } s(x)=s(-x)) \\
& \left.=\sum_{j=1}^{m} 2^{j} \cdot s\left(2^{m+1-j}-2^{-j} \cdot p\right) \quad \text { (because each } 2^{m+1-j} \in \mathbb{N}\right) \\
& =\sum_{j=1}^{m} 2^{j} \cdot s\left(2^{-j}\left(2^{m+1}-p\right)\right)=c_{2^{m+1}-p} \quad \quad \text { (again by Theorem 3). }
\end{aligned}
$$

Notice that the bound given in point (b) in this corollary is sharper than the upper bound $c_{n} \leqslant n-1$ that stems from Corollary 1

## 4. Minimal Colless trees

We now turn our attention to the trees that achieve the minimum Colless index for their number of leaves, which we shall call henceforth minimal Colless trees. While we have already seen in Theorem 1 that, for every $n$, the maximally balanced tree $T_{n}^{m b}$ has minimum Colless index and in Corollary 3 that when $n$ is a power of 2 this is the only minimal Colless tree, for numbers $n$ of leaves that are not powers of 2 there may exist other minimal Colless trees in $\mathcal{T}_{n}$. For instance, $c_{6}=2$ is reached at both trees depicted in Figure 4. Actually, for numbers of leaves $n$ that differ more than 1 from a power of 2 there always exist at least two minimal Colless trees (see Corollary 6 below). So, the main goal of this section is to characterize all minimal Colless trees and to provide an efficient way of generating them for any given number $n$ of leaves as well as a recurrence to count them.

### 4.1. Characterizing and generating minimal Colless trees

Recall from Eqn. (1) that

$$
c_{n}=\min \left\{c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b} \mid n_{a} \geqslant n_{b} \geqslant 1, n_{a}+n_{b}=n\right\} .
$$

To simplify the language, for every $n \geqslant 2$, let

$$
Q B(n):=\left\{\left(n_{a}, n_{b}\right) \in \mathbb{N}^{2} \left\lvert\, \quad \begin{array}{ll} 
& n_{a} \geqslant n_{b} \geqslant 1, n_{a}+n_{b}=n \\
& \left.c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b}=c_{n}\right\} .
\end{array}\right.\right.
$$



Figure 4: The GFB tree $T_{6}^{g f b}$ (cf. Subsection 4.3 and the maximally balanced tree $T_{6}^{m b}$ with 6 leaves. Both trees have minimum Colless index in $\mathcal{T}_{6}$, namely $c_{6}=\mathcal{C}\left(T_{6}^{g f b}\right)=\mathcal{C}\left(T_{6}^{m b}\right)=2$, and they are the only trees in $\mathcal{T}_{6}$ with Colless index 2 .

Notice that $Q B(n) \neq \emptyset$, because $(\lceil n / 2\rceil,\lfloor n / 2\rfloor) \in Q B(n)$ by Corollary 2
The next proposition gives a characterization of the minimal Colless trees in terms of the sets $Q B$ that will allow us to efficiently generate them.

Proposition 1. Let $T \in \mathcal{T}_{n}$. Then, $\mathcal{C}(T)=c_{n}$ if, and only if, $\left(\kappa_{T}\left(v_{1}\right), \kappa_{T}\left(v_{2}\right)\right) \in Q B\left(\kappa_{T}(v)\right)$ for every $v \in \dot{V}(T)$ with children $v_{1}, v_{2}$ so that $\kappa_{T}\left(v_{1}\right) \geqslant \kappa_{T}\left(v_{2}\right)$.
Proof. $\Longrightarrow)$ Assume that there exists some $v \in \stackrel{\circ}{V}(T)$ with children $v_{1}, v_{2}$ so that $\kappa_{T}\left(v_{2}\right) \leqslant \kappa_{T}\left(v_{1}\right)$ and

$$
c_{\kappa_{T}\left(v_{1}\right)}+c_{\kappa_{T}\left(v_{2}\right)}+\kappa_{T}\left(v_{1}\right)-\kappa_{T}\left(v_{2}\right) \neq c_{\kappa_{T}(v)} .
$$

We shall prove that $\mathcal{C}(T)>c_{n}$. Indeed, by Eqn. (22), this inequality implies that

$$
c_{\kappa_{T}\left(v_{1}\right)}+c_{\kappa_{T}\left(v_{2}\right)}+\kappa_{T}\left(v_{1}\right)-\kappa_{T}\left(v_{2}\right)>c_{\kappa_{T}(v)} .
$$

Let $T^{\prime} \in \mathcal{T}_{n}$ be the tree obtained by replacing in $T$ the rooted subtree $T_{v}$ by the maximally balanced tree $T_{\kappa_{T}(v)}^{m b}$ and leaving the rest of $T$ untouched. In this way, $T_{v}^{\prime}=T_{\kappa_{T}(v)}^{m b}$ and $b a l_{T}(x)=b a l_{T^{\prime}}(x)$ for every $x \in \stackrel{\circ}{V}(T) \backslash \stackrel{\circ}{V}\left(T_{v}\right)=\stackrel{\circ}{V}\left(T^{\prime}\right) \backslash \stackrel{\circ}{V}\left(T_{v}^{\prime}\right)$; let us denote by $W$ this last set of nodes. Then

$$
\begin{aligned}
\mathcal{C}(T) & =\sum_{x \in \stackrel{\circ}{ }(T)} b a l_{T}(x)=\sum_{x \in W} b a l_{T}(x)+\sum_{x \in \dot{V}\left(T_{v}\right)} b a l_{T}(x) \\
& =\sum_{x \in W} b a l_{T}(x)+\mathcal{C}\left(T_{v}\right) \\
& =\sum_{x \in W} b a l_{T}(x)+\mathcal{C}\left(T_{v_{1}}\right)+\mathcal{C}\left(T_{v_{2}}\right)+\kappa_{T}\left(v_{1}\right)-\kappa_{T}\left(v_{2}\right) \\
& \geqslant \sum_{x \in W} b a l_{T}(x)+c_{\kappa_{T}\left(v_{1}\right)}+c_{\kappa_{T}\left(v_{2}\right)}+\kappa_{T}\left(v_{1}\right)-\kappa_{T}\left(v_{2}\right) \\
& >\sum_{x \in W} b a l_{T}(x)+c_{\kappa_{T}(v)}=\sum_{x \in W} b a l_{T^{\prime}}(x)+\mathcal{C}\left(T_{v}^{\prime}\right)=\mathcal{C}\left(T^{\prime}\right) \geqslant c_{n} .
\end{aligned}
$$

This proves the "only if" implication.
$\Longleftarrow)$ We prove the "if" implication, i.e. that if $c_{\kappa_{T}\left(v_{1}\right)}+c_{\kappa_{T}\left(v_{2}\right)}+\kappa_{T}\left(v_{1}\right)-\kappa_{T}\left(v_{2}\right)=c_{\kappa_{T}(v)}$ for every $v \in \stackrel{\circ}{V}(T)$ with children $v_{1}, v_{2}$ so that $\kappa_{T}\left(v_{1}\right) \geqslant \kappa_{T}\left(v_{2}\right)$, then $\mathcal{C}(T)=c_{n}$, by induction on $n$. The case when $n=1$ is obvious, because $\mathcal{T}_{1}=\left\{T_{1}^{m b}\right\}$. Assume now that this implication is true for every tree in $\mathcal{T}_{n^{\prime}}$ with $n^{\prime}<n$, and let $T \in \mathcal{T}_{n}$ be such that, for every $v \in \stackrel{\circ}{V}(T)$,

$$
c_{\kappa_{T}\left(v_{1}\right)}+c_{\kappa_{T}\left(v_{2}\right)}+\kappa_{T}\left(v_{1}\right)-\kappa_{T}\left(v_{2}\right)=c_{\kappa_{T}(v)}
$$

where $v_{1}, v_{2}$ stand for the children of $v$ so that $\kappa_{T}\left(v_{1}\right) \geqslant \kappa_{T}\left(v_{2}\right)$. Let $T=\left(T_{a}, T_{b}\right)$ be the decomposition of $T$ into its maximal pending subtrees, with $T_{a} \in \mathcal{T}_{n_{a}}$ and $T_{b} \in \mathcal{T}_{n_{b}}$ so that $n_{a} \geqslant n_{b}$. Then, for every $v \in \mathscr{V}\left(T_{a}\right)$, with children $v_{1}, v_{2}$ so that $\kappa_{T}\left(v_{1}\right) \geqslant \kappa_{T}\left(v_{2}\right)$,

$$
\begin{aligned}
& c_{\kappa_{T_{a}}\left(v_{1}\right)}+c_{\kappa_{T_{a}}\left(v_{2}\right)}+\kappa_{T_{a}}\left(v_{1}\right)-\kappa_{T_{a}}\left(v_{2}\right) \\
& \quad=c_{\kappa_{T}\left(v_{1}\right)}+c_{\kappa_{T}\left(v_{2}\right)}+\kappa_{T}\left(v_{1}\right)-\kappa_{T}\left(v_{2}\right)=c_{\kappa_{T}(v)}=c_{\kappa_{T_{a}}(v)} .
\end{aligned}
$$

This implies, by the induction hypothesis, that $\mathcal{C}\left(T_{a}\right)=c_{\kappa_{T}(a)}$. By symmetry, we also have that $\mathcal{C}\left(T_{b}\right)=$ $c_{\kappa_{T}(b)}$. Finally,

$$
\begin{aligned}
\mathcal{C}(T) & =\mathcal{C}\left(T_{a}\right)+\mathcal{C}\left(T_{b}\right)+n_{a}-n_{b} \\
& =c_{\kappa_{T}(a)}+c_{\kappa_{T}(b)}+\kappa_{T}(a)-\kappa_{T}(b)=c_{\kappa_{T}(\rho)}=c_{n}
\end{aligned}
$$

as we wanted to prove.
Next result provides a characterization of the pairs $\left(n_{a}, n_{b}\right) \in Q B(n)$, for every $n \geqslant 2$. Since its proof is long and it relies on several lemmas, in order not to lose the thread of the manuscript we postpone it until Appendix A.1.

Proposition 2. For every $n \geqslant 2$ and for every $n_{a}, n_{b} \in \mathbb{N}_{\geqslant 1}$ such that $n_{a} \geqslant n_{b}$ and $n_{a}+n_{b}=n$ :
(1) If $n_{a}=n_{b}=n / 2$, then $\left(n_{a}, n_{b}\right) \in Q B(n)$ always.
(2) If $n_{a}>n_{b}$, then $\left(n_{a}, n_{b}\right) \in Q B(n)$ if, and only if, one of the following three conditions is satisfied:

- There exist $k \in \mathbb{N}$ and $p \in \mathbb{N}_{\geqslant 1}$ such that $n=2^{k}(2 p+1)$, $n_{a}=2^{k}(p+1)$ and $n_{b}=2^{k} p$.
- There exist $k \in \mathbb{N}, l \in \mathbb{N}_{\geqslant 2}, p \in \mathbb{N}_{\geqslant 1}$, and $t \in \mathbb{N}, 0 \leqslant t<2^{l-2}$, such that $n=2^{k}\left(2^{l}(2 p+1)+2 t+1\right)$, $n_{a}=2^{k+l}(p+1)$, and $n_{b}=2^{k}\left(2^{l} p+2 t+1\right)$.
- There exist $k \in \mathbb{N}, l \in \mathbb{N}_{\geqslant 2}, p \in \mathbb{N}_{\geqslant 1}$, and $t \in \mathbb{N}, 0 \leqslant t<2^{l-2}$, such that $n=2^{k}\left(2^{l}(2 p+1)-(2 t+1)\right)$, $n_{a}=2^{k}\left(2^{l}(p+1)-(2 t+1)\right)$, and $n_{b}=2^{k+l} p$.

We now translate this proposition into an explicit and non-redundant description of $Q B(n)$ from the binary expansion of $n$.

Proposition 3. For every $n \geqslant 2$, let $k \in \mathbb{N}$ be the exponent of the largest power of 2 that divides $n$, let $n_{0}=n / 2^{k}$, and let $n_{0}=\sum_{i=1}^{\ell} 2^{m_{i}}$, with $m_{1}>\cdots>m_{\ell-1}>m_{\ell}=0$, be the binary expansion of $n_{0}$. Then:
(a) If $\ell=1$, i.e. if $n=2^{k}$, then $Q B(n)=\{(n / 2, n / 2)\}$.
(b) If $\ell>1$ :
(b.1) $Q B(n)$ always contains the pair

$$
\left(2^{k}\left(\sum_{i=1}^{\ell-1} 2^{m_{i}-1}+1\right), 2^{k} \sum_{i=1}^{\ell-1} 2^{m_{i}-1}\right)
$$

(b.2) For every $j=2, \ldots, \ell-1$ such that $m_{j}>m_{j+1}+1, Q B(n)$ contains the pair

$$
\left(2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}-1}+2^{m_{j}}\right), n-2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}-1}+2^{m_{j}}\right)\right)
$$

(b.3) For every $j=2, \ldots, \ell-1$ such that $m_{j}<m_{j-1}-1, Q B(n)$ contains the pair

$$
\left(n-2^{k} \sum_{i=1}^{j-1} 2^{m_{i}-1}, 2^{k} \sum_{i=1}^{j-1} 2^{m_{i}-1}\right)
$$

(b.4) If $k \geqslant 1$, then $Q B(n)$ contains the pair ( $n / 2, n / 2)$.

Moreover, the pairs described in (b.1) to (b.4) are pairwise different and $Q B(n)$ contains no other pair.

Proof. Assertion (a) is a consequence of the fact that if $Q B(n)$ contains some $\left(n_{a}, n_{b}\right)$ with $n_{a}>n_{b}$, then by (2) in the last proposition $n$ cannot be a power of 2 . So, assume henceforth that $\ell>1$. Let now $\left(n_{a}, n_{b}\right) \in \mathbb{N}^{2}$ be such that $n=n_{a}+n_{b}$ and $1 \leqslant n_{b}<n_{a}$. Then, by Proposition 2, $\left(n_{a}, n_{b}\right) \in Q B(n)$ if, and only if, one of the following three conditions is satisfied:
(b.1) There exist $k \in \mathbb{N}$ and $p \in \mathbb{N}_{\geqslant 1}$ such that $n_{0}=2 p+1, n_{a}=2^{k}(p+1)$, and $n_{b}=2^{k} p$. In this case

$$
p=\frac{n_{0}-1}{2}=\sum_{i=1}^{\ell-1} 2^{m_{i}-1}
$$

and this contributes to $Q B(n)$ the pair $\left(n_{a}, n_{b}\right)$ with

$$
n_{a}=2^{k}\left(\sum_{i=1}^{\ell-1} 2^{m_{i}-1}+1\right), \quad n_{b}=2^{k} \sum_{i=1}^{\ell-1} 2^{m_{i}-1}
$$

(b.2) There exist $k \in \mathbb{N}, l \in \mathbb{N}_{\geqslant 2}, p \in \mathbb{N}_{\geqslant 1}$, and $t \in \mathbb{N}, 0 \leqslant t<2^{l-2}$, such that $n_{0}=2^{l+1} p+2^{l}+2 t+1$ and $n_{a}=2^{k+l}(p+1)$. Now, if $t<2^{l-2}$ and $p \geqslant 1$, then $2 t+1<2^{l-1}$ and $2^{l+1} p \geqslant 2^{l+1}$. Therefore, the equality

$$
2^{l+1} p+2^{l}+2 t+1=\sum_{i=1}^{\ell} 2^{m_{i}}
$$

holds for some $p \geqslant 1$ and $t<2^{l-2}$ if, and only if, $m_{j}=l \geqslant 2$ and $m_{j+1}<l-1$ for some $j=2, \ldots, \ell-1$, in which case

$$
p=\frac{\sum_{i=1}^{j-1} 2^{m_{i}}}{2^{m_{j}+1}}
$$

This contributes to $Q B(n)$ the pairs $\left(n_{a}, n_{b}\right)$ of the form

$$
\begin{align*}
& n_{a}=2^{k+m_{j}}\left(\frac{\sum_{i=1}^{j-1} 2^{m_{i}}}{2^{m_{j}+1}}+1\right)=2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}-1}+2^{m_{j}}\right) \\
& n_{b}=n-2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}-1}+2^{m_{j}}\right) \tag{8}
\end{align*}
$$

with $j=2, \ldots, \ell-1$ and $m_{j} \geqslant 2$ such that $m_{j+1}<m_{j}-1$. All these pairs are different, because $\sum_{i=1}^{h-1} 2^{m_{i}-1}+2^{m_{h}}$ is monotonously non-increasing on $h$ (because $m_{h+1}<m_{h}$ ) and

$$
\begin{gathered}
\sum_{i=1}^{h-1} 2^{m_{i}-1}+2^{m_{h}}=\sum_{i=1}^{h} 2^{m_{i}-1}+2^{m_{h+1}} \Longleftrightarrow 2^{m_{h}}=2^{m_{h}-1}+2^{m_{h+1}} \\
\Longleftrightarrow 2^{m_{h}-1}=2^{m_{h+1}} \Longleftrightarrow m_{h}=m_{h+1}+1
\end{gathered}
$$

(b.3) There exist $k \in \mathbb{N}, l \in \mathbb{N}_{\geqslant 2}, p \in \mathbb{N}_{\geqslant 1}$, and $t \in \mathbb{N}, 0 \leqslant t<2^{l-2}$ such that $n_{0}=2^{l+1} p+2^{l}-(2 t+1)$ and $n_{b}=2^{k+l} p$. Since $t<2^{l-2}$, we have that $n_{0}=2^{l+1} p+2^{l-1}+2 t_{0}+1$ with $2 t_{0}+1<2^{l-1}$. Then, the equality

$$
2^{l+1} p+2^{l-1}+2 t_{0}+1=\sum_{i=1}^{\ell} 2^{m_{i}}
$$

holds for some $p \geqslant 1$ and $t_{0}<2^{l-2}$ if, and only if, $l-1=m_{j}$ for some $j=2, \ldots, \ell-1$ such that $m_{j-1} \geqslant l+1=m_{j}+2$, and then

$$
p=\frac{\sum_{i=1}^{j-1} 2^{m_{i}}}{2^{m_{j}+2}} .
$$

This contributes to $Q B(n)$ all pairs $\left(n_{a}, n_{b}\right)$ of the form

$$
n_{b}=2^{k+m_{j}+1}\left(\frac{\sum_{i=1}^{j-1} 2^{m_{i}}}{2^{m_{j}+2}}\right)=2^{k} \sum_{i=1}^{j-1} 2^{m_{i}-1}, \quad n_{a}=n-2^{k} \sum_{i=1}^{j-1} 2^{m_{i}-1}
$$

with $j=2, \ldots, \ell-1$ such that $m_{j}<m_{j-1}-1$, belong to $Q B(n)$, and they are pairwise different because $n_{b}$ is strictly increasing on $j$.

This gives all pairs $\left(n_{a}, n_{b}\right)$ in $Q B(n)$ with $n_{a}>n_{b}$. If $n$ is even, we must add moreover to $Q B(n)$ the pair $(n / 2, n / 2)$ and this completes the set of pairs belonging to $Q B(n)$. To finish the proof of the statement, we must check that these pairs are pairwise different.

Now, along our construction we have already checked that the pairs of the form (b.2), as well as those of the form (b.3), are pairwise different. The pairs of the form (b.2) and different from the pair (b.1) because, since $j \leqslant \ell-1$, their entry $n_{a}$ is strictly smaller than the entry $n_{a}$ in (b.1). Also, the pairs of the form (b.3) are different from the pair (b.1) because their entry $n_{b}$ is strictly smaller than the entry $n_{b}$ in (b.1). On the other hand, if the pair $(n / 2, n / 2)$ is added to $Q B(n)$, it is not of the form (b.1) to (b.3), because all these pairs have both entries divisible by $2^{k}$, while the maximum power of 2 that divides $n / 2$ is $2^{k-1}$. Finally, if $\left(n_{a}, n_{b}\right)$ is a pair of the form (b.2), then $n_{a} / 2^{k}$ is even and $n_{b} / 2^{k}$ is odd, while if $\left(n_{a}, n_{b}\right)$ is a pair of the form (b.3), then $n_{a} / 2^{k}$ is odd and $n_{b} / 2^{k}$ is even. Therefore, no pair can simultaneously be of the form (b.2) and (b.3).

Example 1. Let us find $Q B(214)$. Since $214=2\left(2^{6}+2^{5}+2^{3}+2+1\right)$, with the notations of the last corollary we have that $k=1, \ell=5, m_{1}=6, m_{2}=5, m_{3}=3, m_{4}=1$, and $m_{5}=0$. Then:
(b.1) The pair of this type in $Q B(214)$ is $\left(2^{k}\left(\sum_{i=1}^{4} 2^{m_{i}-1}+1\right), 2^{k} \sum_{i=1}^{4} 2^{m_{i}-1}\right)=(108,106)$.
(b.2) The indices $j \in\{2,3,4\}$ such that $m_{j}>m_{j+1}+1$ are 2 and 3. Therefore, the pairs of this type in $Q B(214)$ are:

$$
\begin{aligned}
& - \text { For } j=2,\left(2^{k}\left(2^{m_{1}-1}+2^{m_{2}}\right), n-2^{k}\left(2^{m_{1}-1}+2^{m_{2}}\right)\right)=(128,86) \\
& - \text { For } j=3,\left(2^{k}\left(2^{m_{1}-1}+2^{m_{2}-1}+2^{m_{3}}\right), n-2^{k}\left(2^{m_{1}-1}+2^{m_{2}-1}+2^{m_{3}}\right)\right)=(112,102) .
\end{aligned}
$$

(b.3) The indices $j \in\{2,3,4\}$ such $m_{j}<m_{j-1}-1$ are 3 and 4 . Therefore, the pairs of this type in $Q B(214)$ are:

$$
\begin{aligned}
& - \text { For } j=3,\left(n-2^{k}\left(2^{m_{1}-1}+2^{m_{2}-1}\right), 2^{k}\left(2^{m_{1}-1}+2^{m_{2}-1}\right)\right)=(118,96) \\
& - \text { For } j=4,\left(n-2^{k}\left(2^{m_{1}-1}+2^{m_{2}-1}+2^{m_{3}-1}\right), 2^{k}\left(2^{m_{1}-1}+2^{m_{2}-1}+2^{m_{3}-1}\right)\right)=(110,104) .
\end{aligned}
$$

(b.4) Since $214=2 \cdot 107$ is even, $Q B(214)$ contains the pair $(107,107)$.

Therefore

$$
Q B(214)=\{(107,107),(108,106),(110,104),(112,102),(118,96),(128,86)\} .
$$

Corollary 5. For every $n \geqslant 2$, the cardinality of $Q B(n)$ is at most $\left\lfloor\log _{2}(n)\right\rfloor$.
Proof. Let $n_{(2)}$ denote the binary representation of $n$. If $n$ is a power of 2 , then $|Q B(n)|=1 \leqslant\left\lfloor\log _{2}(n)\right\rfloor$. Assume henceforth that $n$ is not a power of 2 . In this case, by construction, the number of pairs of type (b.2) in $Q B(n)$ is the number of maximal sequences of zeroes in $n_{(2)}$ that do not end immediately before the last 1 or in the units position; the number of pairs of type (b.3) in $Q B(n)$ is the number of maximal sequences of zeroes in $n_{(2)}$ that do not start immediately after the leading 1 or that do not end in the units position; there is one pair of type (b.4) in $Q B(n)$ if $n_{(2)}$ contains a sequence of zeroes ending in the units position; and $Q B(n)$ always contains a pair of the form (b.1). So, if we denote by $M_{0}(n)$ the number of maximal sequences of zeroes in $n_{(2)}$, to compute the cardinality $|Q B(n)|$ :

- We count twice the number of maximal sequences of zeroes in $n_{(2)}$ plus $1,2 M_{0}(n)+1$
- We subtract 1 if $n_{(2)}$ contains a maximal sequence of zeroes starting immediately after the leading 1
- We subtract 1 if $n_{(2)}$ contains a maximal sequence of zeroes ending immediately before the last 1
- We subtract 2 and we add 1 (i.e. we subtract 1 ) if $n_{(2)}$ contains a maximal sequence of zeroes ending in the units position

For simplicity, we call any maximal sequence of zeroes in $n_{(2)}$ that starts immediately after the leading 1 or ends immediately before the last 1 or in the units position forbidden. Using this notation we have

$$
\begin{array}{ll}
|Q B(n)|=2 M_{0}(n)+1 & \begin{array}{l}
\text { minus the number of forbidden maximal } \\
\\
\text { sequences of zeroes in } n_{(2)}
\end{array}
\end{array}
$$

In the subtraction in this formula we count each forbidden maximal sequence of zeroes as many times as it satisfies a "forbidden" property. So, a maximal sequence of zeroes starting immediately after the leading 1 and ending immediately before the last 1 or in the units position subtracts 2 .

Now, on the one hand, if $\left\lfloor\log _{2}(n)\right\rfloor$ is an even number, by the pigeonhole principle we have that $M_{0}(n) \leqslant$ $\left\lfloor\log _{2}(n)\right\rfloor / 2$. But if $n_{(2)}$ does not contain any forbidden maximal sequence of zeroes, then $n_{(2)}$ starts with 11 and ends with 11 and the number of maximal sequences of zeroes in such an $n_{(2)}$ is at most $\left\lfloor\log _{2}(n)\right\rfloor / 2-1$. So, if $M_{0}(n)=\left\lfloor\log _{2}(n)\right\rfloor / 2$, then $n_{(2)}$ contains some forbidden maximal sequence of zeroes and then $|Q B(n)| \leqslant$ $2 M_{0}(n)=\left\lfloor\log _{2}(n)\right\rfloor$, while if $M_{0}(n) \leqslant\left\lfloor\log _{2}(n)\right\rfloor / 2-1$, then $|Q B(n)| \leqslant 2 M_{0}(n)+1 \leqslant\left\lfloor\log _{2}(n)\right\rfloor-1$.

On the other hand, if $\left\lfloor\log _{2}(n)\right\rfloor$ is an odd number, again by the pigeonhole principle we have that $M_{0}(n) \leqslant\left(\left\lfloor\log _{2}(n)\right\rfloor+1\right) / 2$. Now, if $M_{0}(n)=\left(\left\lfloor\log _{2}(n)\right\rfloor+1\right) / 2$, then $n_{(2)}$ contains at least 2 forbidden maximal sequences of zeroes. Indeed, let $\left\lfloor\log _{2}(n)\right\rfloor=2 s+1$. If $n_{(2)}$ starts with 11 , avoiding a forbidden maximal sequence of zeroes at the beginning, then $M_{0}(n) \leqslant s=\left(\left\lfloor\log _{2}(n)\right\rfloor-1\right) / 2$. On the other hand, if it ends in 11, avoiding a forbidden maximal sequence of zeroes at the end, then again $M_{0}(n) \leqslant s=$ $\left(\left\lfloor\log _{2}(n)\right\rfloor-1\right) / 2$. So, to reach the maximum value of $M_{0}(n), n_{(2)}$ must start with 10 and end with 10,01 or 00 , thus having at least 2 forbidden maximal sequences of zeroes. Thus, if $M_{0}(n)=\left(\left\lfloor\log _{2}(n)\right\rfloor+1\right) / 2$, then $|Q B(n)| \leqslant 2 M_{0}(n)-1=\left\lfloor\log _{2}(n)\right\rfloor$, while if $M_{0}(n) \leqslant\left(\left\lfloor\log _{2}(n)\right\rfloor+1\right) / 2-1$, then $|Q B(n)| \leqslant 2 M_{0}(n)+1 \leqslant$ $\left\lfloor\log _{2}(n)\right\rfloor$.

Proposition 1, together with Corollary 3, provide the following algorithm to produce all minimal Colless trees in $\mathcal{T}_{n}$, which is reminiscent of Aldous' $\beta$-model [1].

```
Algorithm 1: MinColless
    Start with a single node labeled \(n\);
    while the current tree contains labeled leaves do
        Choose a leaf with label \(m\);
        if \(m\) is a power of 2 then
            replace this leaf by a fully symmetric tree \(T_{\log _{2}(m)}^{f s}\) with its nodes unlabeled;
        end
        else
            Find a pair of integers \(\left(m_{a}, m_{b}\right) \in Q B(m)\);
            Split the leaf labeled \(m\) into a cherry with unlabeled root and its leaves labeled \(m_{a}\) and \(m_{b}\),
            respectively.
        end
    end
```

Example 2. Let us use this Algorithm MinColless to find all minimal Colless trees with 20 leaves; we describe the trees by means of the usual Newick format ${ }^{1}$ with the unlabeled leaves represented by a symbol - and omitting the semicolon ending mark in order not to confuse it with a punctuation mark.

[^1]1) We start with a single node labeled 20 .
2) Since $Q B(20)=\{(10,10),(12,8)\}$, this node can split into the cherries $(10,10)$ and $(12,8)$.
3.1) Since $Q B(10)=\{(5,5),(6,4)\}$, the different ways of splitting the leaves of the tree $(10,10)$ produce the trees $((5,5),(5,5)),((5,5),(6,4))$, and $((6,4),(6,4))$. Now, since $Q B(5)=\{(3,2)\}, Q B(6)=$ $\{(3,3),(4,2)\}$, and $Q B(3)=\{(2,1)\}$, and 1,2 , and 4 are powers of 2 , we have the following derivations from these trees through all possible combinations of splitting the leaves in the trees:

$$
\begin{aligned}
& ((5,5),(5,5)) \Rightarrow(((3,2),(3,2)),((3,2),(3,2))) \\
& \Rightarrow(((2,1), 2),((2,1), 2)),(((2,1), 2),((2,1), 2))) \\
& \Rightarrow(((((\cdot,)), \cdot),(\cdot, \cdot)),(((\cdot, \cdot), \cdot),(\cdot, \cdot))),((((\cdot, \cdot), \cdot),(\cdot, \cdot)),(((\cdot, \cdot), \cdot),(\cdot, \cdot)))) \\
& ((5,5),(6,4)) \Rightarrow(((3,2),(3,2)),((3,3), 4)) \\
& \Rightarrow((((2,1), 2),((2,1), 2)),(((2,1),(2,1)), 4)) \\
& \Rightarrow(((((\cdot, \cdot), \cdot),(\cdot, \cdot)),(((\cdot, \cdot), \cdot),(\cdot, \cdot))),((((\cdot, \cdot), \cdot),((\cdot, \cdot), \cdot)),((\cdot, \cdot),(\cdot, \cdot))) \\
& ((5,5),(6,4)) \Rightarrow(((3,2),(3,2)),((4,2), 4)) \\
& \Rightarrow(((2,1), 2),((2,1), 2)),((4,2), 4)) \\
& \Rightarrow(((((\cdot,)), \cdot),(\cdot, \cdot)),(((\cdot, \cdot), \cdot),(\cdot, \cdot))),((((\cdot, \cdot),(\cdot, \cdot)),(\cdot, \cdot)),((\cdot, \cdot),(\cdot, \cdot)))) \\
& ((6,4),(6,4)) \Rightarrow(((3,3), 4),((3,3), 4)) \\
& \Rightarrow((((2,1),(2,1)), 4),(((2,1),(2,1)), 4)) \\
& \Rightarrow(((((\cdot,), \cdot),((\cdot, \cdot), \cdot)),((\cdot, \cdot),(\cdot, \cdot))),((((\cdot, \cdot), \cdot),((\cdot, \cdot), \cdot)),((\cdot, \cdot),(\cdot, \cdot)))) \\
& ((6,4),(6,4)) \Rightarrow(((3,3), 4),((4,2), 4)) \\
& \Rightarrow((((2,1),(2,1)), 4),((4,2), 4)) \\
& \Rightarrow((((\cdot, \cdot), \cdot),((\cdot, \cdot), \cdot)),((\cdot, \cdot),(\cdot, \cdot))),((((\cdot, \cdot),(\cdot, \cdot)),(\cdot, \cdot)),((\cdot, \cdot),(\cdot, \cdot)))) \\
& ((6,4),(6,4)) \Rightarrow(((4,2), 4),((4,2), 4)) \\
& \Rightarrow((((\cdot, \cdot),(\cdot, \cdot)),(\cdot, \cdot)),((\cdot, \cdot),(\cdot, \cdot))),((((\cdot, \cdot),(\cdot, \cdot)),(\cdot, \cdot)),((\cdot, \cdot),(\cdot, \cdot))))
\end{aligned}
$$

3.2) Since $Q B(12)=\{(6,6),(8,4)\}$ and 8 is a power of 2 , the tree $(12,8)$ gives rise to the trees $((6,6), 8)$ and $((8,4), 8)$, and then, using $Q B(6)=\{(3,3),(4,2)\}$ and $Q B(3)=\{(2,1)\}$,

$$
\begin{aligned}
& ((6,6), 8) \Rightarrow(((3,3),(3,3)), 8) \Rightarrow((((2,1),(2,1)),((2,1),(2,1))), 8) \\
& \quad \Rightarrow((((\cdot) \cdot), \cdot),((\cdot, \cdot), \cdot)),(((\cdot)), \cdot),((\cdot, \cdot), \cdot))),(((\cdot, \cdot),(\cdot, \cdot)),((\cdot, \cdot),(\cdot, \cdot)))) \\
& ((6,6), 8) \Rightarrow(((3,3),(4,2)), 8) \Rightarrow((((2,1),(2,1)),(4,2)), 8) \\
& \quad \Rightarrow(((((\cdot, \cdot), \cdot),((\cdot, \cdot), \cdot)),(((\cdot, \cdot),(\cdot, \cdot)),(\cdot, \cdot))),(((\cdot, \cdot),(\cdot, \cdot)),((\cdot, \cdot),(\cdot, \cdot)))) \\
& ((6,6), 8) \Rightarrow(((4,2),(4,2)), 8) \\
& \quad \Rightarrow((((\cdot, \cdot),(\cdot, \cdot)),(\cdot, \cdot)),(((\cdot \cdot \cdot),(\cdot, \cdot)),(\cdot, \cdot))),(((\cdot, \cdot),(\cdot, \cdot)),((\cdot, \cdot),(\cdot, \cdot)))) \\
& ((8,4), 8) \\
& \quad \Rightarrow(((((\cdot, \cdot),(\cdot, \cdot)),((\cdot, \cdot),(\cdot, \cdot))),((\cdot, \cdot),(\cdot, \cdot))),(((\cdot, \cdot),(\cdot, \cdot)),((\cdot, \cdot),(\cdot, \cdot))))
\end{aligned}
$$

So, there are 10 different minimal Colless trees in $\mathcal{T}_{20}$. We depict them in Figure 5 below.
We have implemented the Algorithm MinColless, with step 8 efficiently carried out by means of Proposition 3, in a Python script that generates, for every $n$, the Newick description of all minimal Colless trees in $\mathcal{T}_{n}$. It is available at the GitHub repository https://github.com/biocom-uib/Colless. As a proof of concept, we have computed for every $n$ from 1 to 128 all such minimal Colless trees in $\mathcal{T}_{n}$. Figure 6 shows their number for every $n$. These numbers are in agreement with those provided by the recurrence established in Proposition 4 in the next subsection.

### 4.2. Counting minimal Colless trees

Let $\widetilde{\mathcal{M C}}_{n}$ denote the set of all minimal Colless trees in $\mathcal{T}_{n}$ and $\widetilde{c}(n):=\left|\widetilde{\mathcal{M C}}_{n}\right|$ its cardinality. To simplify the notations, set

$$
\widetilde{Q B}(n):=\left\{\left(n_{a}, n_{b}\right) \in Q B(n) \mid n_{a}>n_{b}\right\} .
$$

We have the following recursive formula for $\widetilde{c}(n)$ :


Figure 5: The 10 trees in $\mathcal{T}_{20}$ with minimum Colless index, 8. They are enumerated in the same order as they have been produced in Example 2

Proposition 4. The sequence $\widetilde{c}(n)$ satisfies that $\widetilde{c}(1)=1$ and, for every $n \geqslant 2$,

$$
\widetilde{c}(n)=\sum_{\left(n_{a}, n_{b}\right) \in \widetilde{Q B}(n)} \widetilde{c}\left(n_{a}\right) \cdot \widetilde{c}\left(n_{b}\right)+\binom{\widetilde{c}(n / 2)+1}{2} \cdot \delta_{\text {even }}(n)
$$

where $\delta_{\text {even }}(n)=1$ if $n$ is even and 0 otherwise.
Proof. By Lemma 2 and Proposition 1, $T=\left(T_{a}, T_{b}\right) \in \widetilde{\mathcal{M C}}_{n}$ if, and only if, $\left(n_{a}, n_{b}\right) \in Q B(n), T_{a} \in \widetilde{\mathcal{M C}}_{n_{a}}$ and $T_{b} \in \widetilde{\mathcal{M C}}_{n_{b}}$. The correctness of the formula in the statement stems then from the following three facts:

- If $n$ is odd, $\widetilde{\mathcal{M C}}_{n}$ is in bijection with the set

$$
X_{n}=\left\{\left(n_{a}, n_{b}, T_{a}, T_{b}\right) \mid\left(n_{a}, n_{b}\right) \in \widetilde{Q B}(n), T_{a} \in \widetilde{\mathcal{M C}}_{n_{a}}, T_{b} \in \widetilde{\mathcal{M C}}_{n_{b}}\right\}
$$

through the relation

$$
T=\left(T_{a}, T_{b}\right) \in \widetilde{\mathcal{M C}}_{n} \Longleftrightarrow\left(n_{a}, n_{b}, T_{a}, T_{b}\right) \in X_{n}
$$

- If $n$ is even, $\widetilde{\mathcal{M C}}_{n}$ is in bijection with the set

$$
X_{n} \sqcup\left\{\left\{T_{a}, T_{b}\right\} \mid T_{a}, T_{b} \in \widetilde{\mathcal{M C}}_{n / 2}, T_{a} \neq T_{b}\right\} \sqcup\left\{T_{a} \mid T_{a} \in \widetilde{\mathcal{M C}}_{n / 2}\right\}
$$

through the relation

$$
T=\left(T_{a}, T_{b}\right) \in \widetilde{\mathcal{M C}}_{n} \Longleftrightarrow\left\{\begin{array}{l}
n_{a}>n_{b} \text { and }\left(n_{a}, n_{b}, T_{a}, T_{b}\right) \in X_{n} \\
n_{a}=n_{b}, T_{a} \neq T_{b}, \text { and } T_{a}, T_{b} \in \widetilde{\mathcal{M C}}_{n / 2} \\
n_{a}=n_{b}, T_{a}=T_{b} \in \widetilde{\mathcal{M C}}_{n / 2}
\end{array}\right.
$$



Figure 6: Plot of $\widetilde{c}(n)$ for $n=1, \ldots, 128$.

- The cardinality of $X_{n}$ is $\sum_{\left(n_{a}, n_{b}\right) \in \widetilde{Q B}(n)} \widetilde{c}\left(n_{a}\right) \cdot \widetilde{c}\left(n_{b}\right)$ and the cardinality of

$$
\left\{\left\{T_{a}, T_{b}\right\} \mid T_{a}, T_{b} \in \widetilde{\mathcal{M C}}_{n / 2}, T_{a} \neq T_{b}\right\} \cup\left\{T_{a} \mid T_{a} \in \widetilde{\mathcal{M C}}_{n / 2}\right\}
$$

is $\binom{\widetilde{c}(n / 2)+1}{2}$.

The sequence $\widetilde{c}(n)$ seems to be new in the literature, and it has been added to the Online Encyclopedia of Integer Sequences [28] as sequence A307689. It would definitely be of interest to find an explicit formula for $\widetilde{c}(n)$ and to analyze the fractal structure suggested by Figure 6 which continues for larger values of $n$ and seems also related to the Blancmange curve (compare Figure 6 with Figure 33).

### 4.3. Another family of minimal Colless trees

As we have seen in Theorem 1, the maximally balanced trees $T_{n}^{m b}$ have minimum Colless index. These trees are obtained through the recursive strategy suggested by Corollary 2 given a number $n$ of leaves, we split $n$ into $n_{a}=\lceil n / 2\rceil$ and $n_{b}=\lfloor n / 2\rfloor$ and we produce a tree $T=\left(T_{a}, T_{b}\right)$ with $T_{a} \in \mathcal{T}_{n_{a}}$ and $T_{b} \in \mathcal{T}_{n_{b}}$ constructed recursively through the same procedure. This strategy could be understood as "greedy from the top" because, starting at the root and going towards the leaves, we bipartition the leaf set of each rooted subtree into two sets so that the difference of their cardinalities is minimized.

There is another strategy for building minimal Colless trees, which we call "greedy from the bottom", where instead of minimally splitting the sets of leaves, one minimally joins rooted subtrees by pending them from a common parent of their roots, as in the coalescent process [17. More specifically, these trees are constructed by means of the following algorithm:

```
Algorithm 2: Greedy from the bottom
    \(n \leftarrow\) number of taxa;
    treeset \(\leftarrow n\) trees consisting of one node each;
    \(\min \leftarrow 1 \quad / /\) minimal number of leaves of all trees in treeset;
    while \(\mid\) treeset \(\mid>1\) do
        \(u \leftarrow\) tree from treeset with min leaves;
        treeset \(=\) treeset \(\backslash\{u\}\);
        \(\min \leftarrow\) minimal number of leaves of all trees in treeset;
        \(v \leftarrow\) tree from treeset with min leaves;
        treeset \(=\) treeset \(\backslash\{v\}\);
        newtree \(\leftarrow\) tree consisting of new root \(\rho_{u v}\) and maximal pending subtrees \(u\) and \(v\);
        treeset \(\leftarrow\) treese \(\cup\{\) newtree \(\}\);
        \(\min \leftarrow\) minimal number of leaves of all trees in treeset;
    end
    finaltree \(\leftarrow\) treeset [1] // i.e. only remaining element of treeset;
    return finaltree;
```

We shall call henceforth greedy from the bottom, or simply $G F B$, any bifurcating tree with $n$ leaves that results from Algorithm 2 and we shall denote it by $T_{n}^{g f b}$. This notation leads to no ambiguity, because of the following lemma.

Lemma 4. For every $n \geqslant 1$, there exists only one GFB tree with $n$ leaves (up to isomorphisms).
Proof. When $n=1$, Algorithm 2 skips the while loop and it returns the only tree in $\mathcal{T}_{1}$. Assume now that $n \geqslant 2$. With the notations of Algorithm 2, let us denote by treeset $_{k}$, for $k=1, \ldots, n-1$, the content of the auxiliary tree multiset treeset after the $k$-th iteration of the while loop. We shall prove by induction on $k$ that, for every two applications of Algorithm 2 with input $n$ (whose treesets will be distinguished henceforth with superscripts (1) and (2)):
(a) We have the equality of tree multisets treeset $_{k}^{(1)}=$ treeset $_{k}^{(2)}$, which means that these two multisets of trees have the same elements with the same multiplicities; and
(b) For every $2 \leqslant m \leqslant n$, all trees with $m$ leaves created in the first $k$ iterations of the loop in both applications of the algorithm have the same shape.

This will imply that when, after $n-1$ iterations of the loop, both multisets treeset ${ }_{n-1}^{(i)}, i=1,2$, consist of a single tree with $n$ leaves, these two trees are the same.

The base case $k=1$ is obvious, because treeset $_{1}$ always consists of a cherry and $n-2$ isolated nodes. Assume now that the statement is true for the $(k-1)$-th iteration, and in particular that, immediately before the $k$-th iteration, treeset ${ }_{k-1}^{(1)}=$ treeset $_{k-1}^{(2)}$ (by (a)) and this multiset contains trees of only one shape for each present number of leaves (by (b)). This implies that the minimal number of leaves of a tree in treeset $t_{k-1}^{(1)}$ and treeset ${ }_{k-1}^{(2)}$ is the same, let us call it $m_{1}$, and that all trees with $m_{1}$ leaves in both treeset have the same shape. Moreover, if we remove one tree with $m_{1}$ leaves from each treeset (which will be the same tree - up to isomorphisms - in both applications of the algorithm), the resulting multisets are equal again, and therefore the minimal number of leaves of a tree in each one of them is again the same, let us call it $m_{2}$, and all trees with $m_{2}$ leaves in both multisets are equal. Then, in the $k$-th iteration of the loop in each application of the algorithm, we remove from the corresponding treeset the same tree with $m_{1}$ leaves and the same tree with $m_{2}$ leaves and we add the same tree with $m_{1}+m_{2}$ leaves, obtained by pending the removed trees to a common root. This proves that treeset ${ }_{k}^{(1)}=$ treeset $_{k}^{(2)}$, i.e. assertion (a).

To prove that (b) also holds, it remains to check that if some treeset ${ }_{j}^{(1)}$ with $j \leqslant k-1$ already contained some tree $T^{\prime}$ with $m_{1}+m_{2}$ leaves, then it has the same shape as the new one. Assume that such a tree $T^{\prime}$ with $m_{1}+m_{2}$ leaves has been created in the $j$-th iteration of the loop. Let $m_{1}^{\prime}$ and $m_{2}^{\prime}$, with $m_{1}^{\prime} \leqslant m_{2}^{\prime}$, be
the numbers of leaves of the maximal pending subtrees of $T^{\prime}$. By construction, this means that the minimal number of leaves of any tree in the multiset treeset ${ }_{j-1}^{(1)}$ was $m_{1}^{\prime}$, and the second minimal number of leaves was $m_{2}^{\prime}$. Now, remember that, in each iteration of the loop, two trees are removed from the treeset and replaced by a tree with number of leaves the sum of the numbers of leaves of the removed trees. This clearly implies that the minimal and second minimal numbers of leaves of members of the treeset cannot decrease in any such iteration. Therefore, $m_{1}^{\prime} \leqslant m_{1}$, because if $m_{1}<m_{1}^{\prime}$, then treeset $j_{j-1}^{(1)}$ cannot contain any tree with $m_{1}$ leaves (as $m_{1}^{\prime}$ is the minimal number of leaves of a member of treeset ${ }_{j-1}^{(1)}$ ) and such a tree cannot be added in further iterations of the loop, but there is at least one such tree in treeset ${ }_{k-1}^{(1)}$. Since $m_{1}+m_{2}=m_{1}^{\prime}+m_{2}^{\prime}$, if $m_{1}^{\prime}<m_{1}$ then $m_{2}^{\prime}>m_{2}$, but a similar argument shows that this inequality is in contradiction with the fact that $m_{2}^{\prime}$ is the smallest number of leaves of a tree in treeset ${ }_{j-1}^{(1)}$ after removing a tree with $m_{1}^{\prime}$ leaves. Therefore, $m_{1}^{\prime}=m_{1}$ and hence $m_{2}^{\prime}=m_{2}$, too. But then, by (b) in the induction hypothesis, the trees with $m_{1}$ and $m_{2}$ leaves combined in the $j$-th iteration of the first application of the algorithm have the same shape as the trees with $m_{1}$ and $m_{2}$ leaves combined in the $k$-th iteration, and therefore the tree with $m_{1}+m_{2}$ leaves that already existed in treeset ${ }_{j}^{(1)}$ has the same shape as the one added in the $k$-th iteration. This completes the proof of the inductive step.

Note that Algorithm 2 greedily clusters trees of minimal numbers of leaves starting with single nodes and proceeding until only one tree is left, which is the reason we call the resulting trees "greedy from the bottom." Our main goal in this subsection is to prove that they are also minimal Colless and, in general, different from the maximally balanced trees with the same number of leaves (cf. Figure 4).

Next result easily implies that any rooted subtree of a GFB tree is also a GFB tree, by induction on the depth of the subtree's root.
Lemma 5. If $T=\left(T_{a}, T_{b}\right)$ is a $G F B$ tree, then $T_{a}$ and $T_{b}$ are also $G F B$ trees.
Proof. Let $T=\left(T_{a}, T_{b}\right)$ be a GFB tree and let $n_{a}$ and $n_{b}$ denote the numbers of leaves of $T_{a}$ and $T_{b}$, respectively. This entails that Algorithm 2 induces a bipartition of the $n$ leaves into two disjoint sets of sizes $n_{a}$ and $n_{b}$, respectively, in the sense that all iterations of the while loop except for the very last one combine pairs of subtrees with both sets of leaves contained either in $V_{L}\left(T_{a}\right)$ or in $V_{L}\left(T_{b}\right)$.

Now, when in an iteration of the algorithm a pair of subtrees of $T_{a}$ is combined, it is because their numbers of leaves are the two smallest ones in the global treeset, and hence also in the submultiset of treeset consisting only of trees with leaves in $V_{L}\left(T_{a}\right)$. This shows that $T_{a}$ is obtained through the application of Algorithm 2 to $n_{a}$ leaves, i.e. $T_{a}=T_{n_{a}}^{g f b}$, and by symmetry $T_{b}=T_{n_{b}}^{g f b}$.

The next proposition characterizes the pairs of numbers of leaves of the maximal pending subtrees of a GFB tree. Besides allowing the construction of GFB trees through an alternative top-to-bottom procedure, by splitting clusters into subclusters of suitable sizes, this characterization easily entails that the GFB trees almost never are maximally balanced, and moreover it will allow us to use Proposition 1 to prove that the GFB trees are minimal Colless (see Theorem 6 below).

Proposition 5. Let $T_{n}^{a f b}=\left(T_{a}, T_{b}\right)$ be a GFB tree with $n \geqslant 2, T_{a} \in \mathcal{T}_{n_{a}}, T_{b} \in \mathcal{T}_{n_{b}}$ and $n_{a} \geqslant n_{b}$. Let $n=2^{m}+p$ with $m=\left\lfloor\log _{2}(n)\right\rfloor$ and $0 \leqslant p<2^{m}$. Then, we have:
(i) If $0 \leqslant p \leqslant 2^{m-1}$, then $n_{a}=2^{m-1}+p, n_{b}=2^{m-1}$ and $T_{b}$ is fully symmetric.
(ii) If $2^{m-1} \leqslant p<2^{m}, n_{a}=2^{m}, n_{b}=p$ and $T_{a}$ is fully symmetric.

Since the proof of this proposition is quite long, we postpone it until Appendix A. 2 at the end of the manuscript.
Remark 2. We want to point out here that as a byproduct of the proof of Proposition 5 provided in Appendix A. 2 we obtain that if $n \geqslant 3$ is any odd number of leaves, then the GFB trees $T_{n-1}^{g f b}, T_{n}^{g f b}$, and $T_{n+1}^{g f b}$ have a maximal pending subtree in common, which is moreover fully symmetric. Using that the maximal pending subtrees of a GFB tree are again GFB (Lemma 5), their explicit numbers of leaves provided by

Proposition 5, and the next proposition, which clearly implies that the GFB trees with numbers of leaves that are powers of 2 must be fully symmetric, this curious result on $T_{n-1}^{g f b}, T_{n}^{g f b}$, and $T_{n+1}^{g f b}$ is easily extended to any number of leaves $n$ that is not of the form $3 \times 2^{m}$.

Now, as we announced, we next use Proposition 5 to prove that the GFB trees always have minimum Colless index:

Proposition 6. Let $T_{n}^{g f b}$ be the $G F B$ tree with $n$ leaves. Then, $\mathcal{C}\left(T_{n}^{g f b}\right)=c_{n}$.
Proof. We prove that $T_{n}^{g f b}$ is Colless minimal by induction on the number of leaves $n$. The base case $n=1$ is obvious, because there is only one tree in $\mathcal{T}_{1}$. Assume now that every GFB tree with at most $n-1$ leaves is Colless minimal and consider the tree $T_{n}^{g f b}$. By Lemma 5, if $T_{n}^{g f b}=\left(T_{a}, T_{b}\right)$, then $T_{a}$ and $T_{b}$ are GFB trees and then, by the induction hypothesis, they are Colless minimal and in particular $\mathcal{C}\left(T_{a}\right)=c_{n_{a}}$ and $\mathcal{C}\left(T_{b}\right)=c_{n_{b}}$. Let us write $n$ as $2^{m}+p$ with $m=\left\lfloor\log _{2}(n)\right\rfloor$ and $0 \leqslant p<2^{m}$, and consider its binary expansion $n=\sum_{j=1}^{\ell} 2^{m_{j}}$ with $m_{1}>\cdots>m_{\ell}$, so that $m_{1}=m$ and $p=\sum_{j=2}^{\ell} 2^{m_{j}}$ is the binary expansion of $p$ if $p>0$. Now:
(i) If $p=0$, then, by Proposition $5 n_{a}=n_{b}=2^{m-1}$, and then, by Lemma 1 and the induction hypothesis,

$$
\mathcal{C}\left(T_{n}^{g f b}\right)=\mathcal{C}\left(T_{n_{a}}^{g f b}\right)+\mathcal{C}\left(T_{n_{b}}^{g f b}\right)+n_{a}-n_{b}=c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b}=0=c_{n}
$$

(ii) If $1 \leqslant p<2^{m-1}$, then, by Proposition 5, $n_{a}=2^{m-1}+p$ and $n_{b}=2^{m-1}$. In this case, $m_{2}<m-1=$ $m_{1}-1$ and thus $n_{a}=2^{m_{1}-1}+\sum_{j=2}^{\ell} 2^{m_{j}}$ is the binary expansion of $n_{a}$. So, by Theorem 2 and the induction hypothesis, $\mathcal{C}\left(T_{n_{b}}^{g f b}\right)=c_{n_{b}}=0$ and

$$
\mathcal{C}\left(T_{n_{a}}^{g f b}\right)=c_{n_{a}}=\sum_{j=2}^{\ell} 2^{m_{j}}\left(m_{1}-1-m_{j}-2(j-2)\right)
$$

and then, by Lemma 1 ,

$$
\begin{aligned}
\mathcal{C}\left(T_{n}^{g f b}\right) & =\mathcal{C}\left(T_{n_{a}}^{g f b}\right)+\mathcal{C}\left(T_{n_{b}}^{g f b}\right)+n_{a}-n_{b} \\
& =\sum_{j=2}^{\ell} 2^{m_{j}}\left(m_{1}-1-m_{j}-2(j-2)\right)+\sum_{j=2}^{\ell} 2^{m_{j}} \\
& =\sum_{j=2}^{\ell} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right)=c_{n} .
\end{aligned}
$$

(iii) If $p=2^{m-1}$, so that $n=2^{m}+2^{m-1}$ is the binary expansion of $n$, then, by Proposition 5, $n_{a}=2^{m}$ and $n_{b}=2^{m-1}$. In this case, by the induction hypothesis, $\mathcal{C}\left(T_{a}\right)=c_{n_{a}}=0$ and $\mathcal{C}\left(T_{b}\right)=c_{n_{b}}=0$, and then, by Lemma 1

$$
\mathcal{C}\left(T_{n}^{g f b}\right)=\mathcal{C}\left(T_{n_{a}}^{g f b}\right)+\mathcal{C}\left(T_{n_{b}}^{g f b}\right)+n_{a}-n_{b}=2^{m-1}=c_{n}
$$

by Theorem 2
(iv) Finally, assume that $p>2^{m-1}$, so that its binary expansion is $p=2^{m-1}+2^{m_{3}}+\cdots+2^{m_{\ell}}$, and in particular $m_{2}=m-1$. In this case, $n_{a}=2^{m}$ and $n_{b}=p$, so that $n_{a}-n_{b}=2^{m}-p=2^{m-1}-\left(2^{m_{3}}+\right.$
$\left.\cdots+2^{m_{\ell}}\right)$, and, by the induction hypothesis, $\mathcal{C}\left(T_{n_{a}}^{g f b}\right)=c_{n_{a}}=0$ and

$$
\begin{aligned}
C\left(T_{n_{b}}^{g f b}\right) & =c_{n_{b}}=\sum_{j=3}^{\ell} 2^{m_{j}}\left(m_{2}-m_{j}-2(j-1-2)\right) \\
& =\sum_{j=3}^{\ell} 2^{m_{j}}\left(m-1-m_{j}-2(j-2)+2\right) \\
& =\sum_{j=3}^{\ell} 2^{m_{j}}\left(m-m_{j}-2(j-2)\right)+\sum_{j=3}^{\ell} 2^{m_{j}}
\end{aligned}
$$

Then, by Lemma 1

$$
\begin{aligned}
\mathcal{C}\left(T_{n}^{g f b}\right) & =\mathcal{C}\left(T_{n_{a}}^{g f b}\right)+\mathcal{C}\left(T_{n b}^{g f b}\right)+n_{a}-n_{b} \\
& =\sum_{j=3}^{\ell} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right)+\sum_{j=3}^{\ell} 2^{m_{j}}+2^{m-1}-\sum_{j=3}^{\ell} 2^{m_{j}} \\
& =\sum_{j=3}^{\ell} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right)+2^{m_{2}} \\
& =\sum_{j=2}^{\ell} 2^{m_{j}}\left(m_{1}-m_{j}-2(j-2)\right)=c_{n}
\end{aligned}
$$

(in the third and fourth equalities we use that $m=m_{1}$ and $m_{2}=m-1=m_{1}-1$ ) as we wanted to show.

So, for any given number $n$ of leaves, both the maximally balanced trees and the GFB trees have minimum Colless index. Moreover, while the balance value of the root of $T_{n}^{m b}$ is by definition at most 1, Proposition 5 implies that if $n=2^{m}+p$ with $m=\left\lfloor\log _{2}(n)\right\rfloor$, the balance value of the root of $T_{n}^{g f b}$ is $\min \left\{p, 2^{m}-p\right\}$ and therefore $T_{n}^{m b} \neq T_{n}^{g f b}$ if $p \neq 0,1,2^{m}-1$. On the other hand, we already know (cf. Corollary 3) that if $n=2^{m}$, then there is only one minimal Colless tree with $n$ leaves and therefore in this case $T_{n}^{m b}=T_{n}^{g f b}$, and it is straightforward to prove by induction on $m$, using Proposition 4 and the fact that $Q B\left(2^{m}-1\right)=\left\{\left(2^{m-1}, 2^{m-1}-1\right)\right\}$ and $Q B\left(2^{m}+1\right)=\left\{\left(2^{m-1}+1,2^{m-1}\right)\right\}$, that if $n$ has the form $2^{m} \pm 1$, then there is only one minimal Colless tree in $\mathcal{T}_{n}$, too. In summary, this proves the following result.
Corollary 6. For every $n \geqslant 1$, if $n \notin\left\{2^{m}-1,2^{m}, 2^{m}+1\right\}$ for any $m \in \mathbb{N}_{\geqslant 1}$, then $T_{n}^{m b} \neq T_{n}^{g f b}$, while if $n \in\left\{2^{m}-1,2^{m}, 2^{m}+1\right\}$ for some $m \in \mathbb{N}_{\geqslant 1}$, then there is only one minimal Colless tree in $\mathcal{T}_{n}$.

The next result entails that the GFB trees can also be built through a top-down strategy as follows: we start with a cluster of $n$ leaves, and build a hierarchical clustering by splitting clusters into pairs of subclusters of suitable cardinalities.

Corollary 7. For every $T \in \mathcal{T}_{n}, T=T_{n}^{g f b}$ if, and only if, for every $v \in \dot{V}(T)$, if we write $\kappa_{T}(v)=2^{k}+s$ with $k=\left\lfloor\log _{2}\left(\kappa_{T}(v)\right)\right\rfloor$ and $0 \leqslant s<2^{k}$, then the numbers of descendant leaves of the children of $v$ are, respectively, $2^{k-1}+s$ and $2^{k-1}$, if $0 \leqslant s \leqslant 2^{k-1}$, or $2^{k}$ and $s$, if $2^{k-1} \leqslant s<2^{k}$.

Proof. The "only if" implication is a direct consequence of Proposition 5 and the fact that, as as a consequence of Lemma 5, any rooted subtree of a GFB tree is again GFB. We prove now the "if" implication by induction on $n$. The base case when $n=1$ is obvious, because there is only one tree with 1 leaf. Assume now that this implication is true for every $1 \leqslant n^{\prime}<n$, and let $T \in \mathcal{T}_{n}$ be such that, for every $v \in \mathscr{V}(T)$, if we write $\kappa_{T}(v)=2^{k}+s$ with $k=\left\lfloor\log _{2}\left(\kappa_{T}(v)\right)\right\rfloor$ and $0 \leqslant s<2^{k}$, then the numbers of descendant leaves
of the children of $v$ are, respectively, $2^{k-1}+s$ and $2^{k-1}$, if $0 \leqslant s \leqslant 2^{k-1}$, or $2^{k}$ and $s$, if $2^{k-1} \leqslant s<2^{k}$. Consider the decomposition $T=\left(T_{a}, T_{b}\right)$ of $T$ into its two maximal pending subtrees, with $T_{a} \in \mathcal{T}_{n_{a}}$ and $T_{b} \in \mathcal{T}_{n_{b}}, n_{a} \geqslant n_{b}$. Then, on the one hand, the internal nodes of both $T_{a}$ and $T_{b}$ satisfy the aforementioned property on the numbers of descendant leaves of their children, which implies by the induction hypothesis that $T_{a}=T_{n_{a}}^{g f b}$ and $T_{b}=T_{n_{b}}^{g f b}$. And, on the other hand, by hypothesis $n_{a}$ and $n_{b}$ satisfy that if we write $n=2^{m}+p$, with $m=\left\lfloor\log _{2}(n)\right\rfloor$ and $0 \leqslant p<2^{m}$, then $n_{a}=2^{m-1}+p$ and $n_{b}=2^{m-1}$, if $0 \leqslant p \leqslant 2^{m-1}$, or $n_{a}=2^{m}$ and $n_{b}=p$, if $2^{m-1} \leqslant p<2^{m}$. But then, by Proposition 5 and Lemma 5 , the decomposition of $T_{n}^{g f b}$ into its maximal pending subtrees is $\left(T_{n_{a}}^{g f b}, T_{n_{b}}^{g f b}\right)$ with $n_{a}$ and $n_{b}$ precisely given by these formulas. This implies that $T=T_{n}^{g f b}$.

The maximally balanced trees and the GFB trees turn out to be extremal among the minimal Colless trees in the sense that no minimal Colless tree can have a smaller difference between the number of leaves of its maximal pending subtrees than the maximally balanced tree or a larger difference between these numbers than the GFB tree. The assertion on the maximally balanced trees being obvious, because that difference is the least possible one ( 0 or 1 , depending on whether the number of leaves is even or odd, respectively), we must prove the assertion on the GFB trees.
Proposition 7. Let $T_{n}^{g f b}=\left(T_{n_{a}^{g b}}^{g f b}, T_{n_{b}^{g f b}}^{\text {gfb }}\right)$ be the decomposition of a GFB tree with $n$ leaves into its maximal pending subtrees. If $T=\left(T_{a}, T_{b}\right)$, with $T_{a} \in \mathcal{T}_{n_{a}}$ and $T_{b} \in \mathcal{T}_{n_{b}}$, is another minimal Colless tree with $n$ leaves, then $n_{a}-n_{b} \leqslant n_{a}^{g f b}-n_{b}^{g f b}$.

Proof. Write $n$ as $n=2^{m}+p$ with $m=\left\lfloor\log _{2}(n)\right\rfloor$ and $0 \leqslant p<2^{m}-1$. We know from Proposition 5 that if $0 \leqslant p \leqslant 2^{m-1}$, then $\left(n_{a}^{g f b}, n_{b}^{g f b}\right)=\left(2^{m-1}+p, 2^{m-1}\right)$ and hence $n_{a}^{g f b}-n_{b}^{g f b}=p$, and if $2^{m-1} \leqslant p<2^{m}$, then $\left(n_{a}^{g f b}, n_{b}^{g f b}\right)=\left(2^{m}, p\right)$ and hence $n_{a}^{g f b}-n_{b}^{g f b}=2^{m}-p$. Moreover, if $p \in\left\{0,1,2^{m}-1\right\}$, we know from Corollary 6 that there is only one minimal Colless tree in $\mathcal{T}_{n}$, and therefore we can assume henceforth that $2 \leqslant p \leqslant 2^{m}-2$.

Now, if $T=\left(T_{a}, T_{b}\right) \in \mathcal{T}_{n}$ is Colless minimal, then, by Proposition $1\left(n_{a}, n_{b}\right) \in Q B(n)$. Therefore, it is enough to prove that if $\left(n_{a}, n_{b}\right) \in Q B(n)$, then $n_{a}-n_{b} \leqslant \min \left\{p, 2^{m}-p\right\}$. We shall do it using the explicit description of $Q B(n)$ given in Proposition 3. So, let $2^{k}$ be the largest power of 2 that divides $n$, which is also the largest power of 2 that divides $p$, and let $2^{m_{1}}+\cdots+2^{m_{\ell}}$, with $m_{1}=m-k>\cdots>m_{\ell}=1$ be the binary expansion of $n_{0}=n / 2^{k}$, so that $p=2^{k}\left(2^{m_{2}}+\cdots+2^{m_{\ell}}\right)$.

Then, using the same notations as in Proposition 3.
(a) Since $n$ is not a power of 2 , this case cannot happen.
(b.1) If $\left(n_{a}, n_{b}\right)$ has the form

$$
\left(2^{k}\left(\sum_{i=1}^{\ell-1} 2^{m_{i}-1}+1\right), 2^{k} \sum_{i=1}^{\ell-1} 2^{m_{i}-1}\right)
$$

then

$$
n_{a}-n_{b}=2^{k} \leqslant \min \left\{p, 2^{m}-p\right\}
$$

because $2^{k}$ divides both $p$ and $2^{m}-p$.
(b.2) If $\left(n_{a}, n_{b}\right)$ has the form

$$
\left(2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}-1}+2^{m_{j}}\right), n-2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}-1}+2^{m_{j}}\right)\right)
$$

for some $j=2, \ldots, \ell-1$ such that $m_{j}>m_{j+1}+1$, then

$$
n_{a}-n_{b}=2 \cdot 2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}-1}+2^{m_{j}}\right)-n=2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}}+2^{m_{j}+1}\right)-n
$$

and this is smaller or equal than $\min \left\{p, 2^{m}-p\right\}$ because, on the one hand,

$$
\begin{aligned}
& 2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}}+2^{m_{j}+1}\right)-n \leqslant 2^{k}\left(\sum_{i=1}^{\ell} 2^{m_{i}}+2^{m_{j}}\right)-n=2^{k}\left(n_{0}+2^{m_{j}}\right)-n \\
& \quad=2^{k} \cdot 2^{m_{j}} \leqslant 2^{k} \sum_{i=2}^{\ell} 2^{m_{i}}=p
\end{aligned}
$$

and, on the other hand,

$$
\begin{aligned}
& 2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}}+2^{m_{j}+1}\right)-n \leqslant 2^{k}\left(\sum_{i=1}^{j-1} 2^{m_{i}}+2^{m_{j-1}}\right)-n \\
& \quad \leqslant 2^{k}\left(\sum_{i=m_{j-1}}^{m_{1}} 2^{i}+2^{m_{j-1}}\right)-n=2^{k} \cdot 2^{m_{1}+1}-n=2^{m+1}-n=2^{m}-p
\end{aligned}
$$

(b.3) If $\left(n_{a}, n_{b}\right)$ has the form

$$
\left(n-2^{k} \sum_{i=1}^{j-1} 2^{m_{i}-1}, 2^{k} \sum_{i=1}^{j-1} 2^{m_{i}-1}\right)
$$

for some $j=2, \ldots, \ell-1$ such that $m_{j}<m_{j-1}-1$, then

$$
n_{a}-n_{b}=n-2 \cdot 2^{k} \sum_{i=1}^{j-1} 2^{m_{i}-1}=n-2^{k} \sum_{i=1}^{j-1} 2^{m_{i}} \leqslant \min \left\{p, 2^{m}-p\right\}
$$

because, on the one hand

$$
n-2^{k} \sum_{i=1}^{j-1} 2^{m_{i}} \leqslant n-2^{k} \cdot 2^{m_{1}}=n-2^{m}=p
$$

and, on the other hand,

$$
\begin{aligned}
& n-2^{k} \sum_{i=1}^{j-1} 2^{m_{i}}=2^{k} \sum_{i=1}^{\ell} 2^{m_{i}}-2^{k} \sum_{i=1}^{j-1} 2^{m_{i}}=2^{k} \sum_{i=j}^{\ell} 2^{m_{i}} \\
& \leqslant
\end{aligned}
$$

where the last inequality holds because $m_{j}<m_{j}+1<m_{j-1}$ implies that

$$
2^{m_{j}+1}+\sum_{i=2}^{\ell} 2^{m_{i}} \leqslant \sum_{s=0}^{m_{2}} 2^{s}=2^{m_{2}+1}-1<2^{m_{1}}
$$

(b.4) If $\left(n_{a}, n_{b}\right)=(n / 2, n / 2)$, then $n_{a}-n_{b}=0<\min \left\{p, 2^{m}-p\right\}$.

We now immediately have:
Corollary 8. Let $T_{n}^{m b}$ be the maximally balanced tree with $n \geqslant 2$ leaves and $n_{a}^{m b} \geqslant n_{b}^{m b}$ the numbers of leaves of its maximal pending subtrees. Let $T_{n}^{g f b}$ be the GFB tree with $n$ leaves and $n_{a}^{g f b} \geqslant n_{b}^{g f b}$ the numbers of leaves of its maximal pending subtrees. Then, for every minimal Colless tree $T \in \mathcal{T}_{n}$, if $n_{a} \geqslant n_{b}$ are the numbers of leaves of its maximal pending subtrees,

$$
n_{b}^{g f b} \leqslant n_{b} \leqslant n_{b}^{m b} \leqslant n_{a}^{m b} \leqslant n_{a} \leqslant n_{a}^{g f b}
$$

Proof. Assume that $n_{a}<n_{a}^{m b}$. Since $n_{a}+n_{b}=n_{a}^{m b}+n_{b}^{m b}$, this would imply that $n_{b}>n_{b}^{m b}$. But since $n_{a}^{m b}=n_{b}^{m b}=n / 2$ for $n$ even and $n_{a}^{m b}=(n+1) / 2$ and $n_{b}^{m b}=(n-1) / 2$ for $n$ odd, this would contradict the assumption that $n_{a} \geqslant n_{b}$. Thus, $n_{a} \geqslant n_{a}^{m b}$. A similar argument shows that $n_{b} \leqslant n_{b}^{m b}$.

Assume now that $n_{a}>n_{a}^{g f b}$. Then, since $n_{a}+n_{b}=n_{a}^{g f b}+n_{b}^{g f b}$, this would imply that $n_{b}<n_{b}^{g f b}$ and hence that $n_{a}-n_{b}>n_{a}^{g f b}-n_{b}^{g f b}$, which contradicts Theorem 7. A similar argument shows that $n_{b}^{g f b} \leqslant n_{b}$.

Remark 3. Since any rooted subtree of a minimal Colless tree (respectively, of a maximally balanced tree or a GFB tree) is again minimal Colless (respectively, maximally balanced or GFB), the last corollary applies not only to the numbers of leaves of the maximal pending subtrees of a minimal Colless tree, but also to the numbers of descendant leaves of the children of any internal node $v$ in minimal Colless trees, relative to the number of descendant leaves of $v$.

### 4.4. The minimal Colless trees have also minimum Sackin index

We shortly focus next on another popular index of tree balance, namely the so-called Sackin index [26, 27. Recall that the Sackin index of a (not necessarily bifurcating) rooted tree is defined as the sum of the depths of its leaves:

$$
\mathcal{S}(T)=\sum_{x \in V_{L}(T)} \delta_{T}(x)
$$

Equivalently [4], it is equal to the sum of the numbers of descendant leaves of the internal nodes of $T$ :

$$
\mathcal{S}(T)=\sum_{v \in \dot{V}(T)} \kappa_{T}(v)
$$

The bifurcating trees with $n$ leaves that achieve the maximum Sackin index are exactly the caterpillars [12, 27]. As to those achieving its minimum value, they have been recently characterized by Fischer [12] and in particular they include the fully symmetric trees (cf. Theorem 5 therein). We shall generalize this result by showing that they actually include all minimal Colless trees. We shall use from Fischer's paper the following result (cf. Corollary 4 therein):

Lemma 6. Let $T=\left(T_{a}, T_{b}\right)$ be a bifurcating tree with $n \in \mathbb{N}_{\geqslant 2}$ leaves and let $k_{n}=\left\lceil\log _{2}(n)\right\rceil$. Then, $T$ has minimal Sackin index if, and only if, $T_{a}$ and $T_{b}$ have minimal Sackin index and $n_{a}-n_{b} \leqslant \min \{n-$ $\left.2^{k_{n}-1}, 2^{k_{n}}-n\right\}$.

Based on this lemma we can prove the following statement.
Proposition 8. For every $n \geqslant 1$, if $T \in \mathcal{T}_{n}$ is a minimal Colless tree, then it has minimum Sackin index.
Proof. We show the statement by induction on $n$. For $n=1$, it is, as always, obvious because there is only one tree in $\mathcal{T}_{1}$. Assume now that the claim holds for every $1 \leqslant n^{\prime}<n$ and let $T=\left(T_{a}, T_{b}\right) \in \mathcal{T}_{n}$ be a minimal Colless tree with $n$ leaves, with $T_{a} \in \mathcal{T}_{n_{a}}$ and $T_{b} \in \mathcal{T}_{n_{b}}$. Write $n=2^{m}+p$, with $m=\left\lfloor\log _{2}(n)\right\rfloor$ and $0 \leqslant p<2^{m}$. If $p=0$, there is only one minimal Colless tree, which is fully symmetric and therefore it has minimum Sackin index. So, we assume that $p>0$, in which case $k_{n}=\left\lceil\log _{2}(n)\right\rceil=m+1$. By Lemma 2 , both $T_{a}$ and $T_{b}$ are minimal Colless trees and therefore, by the induction hypothesis, they have minimum Sackin index. Thus, by Lemma 6, to prove that $T$ has minimum Colless index it is enough to prove that

$$
n_{a}-n_{b} \leqslant \min \left\{n-2^{k_{n}-1}, 2^{k_{n}}-n\right\}=\left\{n-2^{m}, 2^{m+1}-n\right\}=\left\{p, 2^{m}-p\right\} .
$$

But this has already been proved in the proof of Proposition 7
The converse implication is not true. For example, the tree $T_{2}$ depicted in Figure 7 has minimum Sackin index, but it does not have minimum Colless index.


Figure 7: Trees $T_{1}$ and $T_{2}$ with 12 leaves. We have $\mathcal{C}\left(T_{1}\right)=4=c_{12}$ and $\mathcal{C}\left(T_{2}\right)=6$. Thus, $T_{1}$ has minimum Colless index, while $T_{2}$ does not. Note, however, that their Sackin indices are $\mathcal{S}\left(T_{1}\right)=\mathcal{S}\left(T_{2}\right)=44$, which can be shown to be minimal (cf. 12 Thm. 3]).

## 5. Discussion

The Colless index $\mathcal{C}(T)$ of a rooted bifurcating phylogenetic tree $T$ is a measure of the total imbalance of $T$, and it is one of the oldest and most popular balance indices for bifurcating phylogenetic trees. But, despite its popularity, neither its minimum value for any given number of leaves nor the trees where this minimum value is achieved were known so far. This paper fills this gap in the literature, with two main contributions.

First, we have established both a recursive and two different closed expressions for the minimum value $c_{n}$ of the Colless index on the space $\mathcal{T}_{n}$ of bifurcating trees with $n$ leaves. Knowing this minimum value, as well as its maximum value, which is reached at the caterpillars and is equal to $\binom{n-1}{2}$, allows one to normalize the Colless index so that its range becomes the unit interval [ 0,1 ], by means of the usual affine transformation

$$
\widetilde{C}(T)=\frac{\mathcal{C}(T)-c_{n}}{\binom{n-1}{2}-c_{n}}
$$

This normalized index allows the comparison of the balance of trees with different numbers of leaves, which cannot be done directly with the unnormalized Colles index $\mathcal{C}$ because its value tends to grow with $n$.

Our expressions for $c_{n}$ have been obtained by first proving that the maximally balanced trees are minimal Colless, i.e. they have minimum Colless index for their number of leaves. This result is not surprising, because, in words of Shao and Sokal [27, they are considered to be the "most balanced" bifurcating trees. But it turns out that for almost all values of $n$ there are minimal Colless trees that are not maximally balanced. So, our second main contribution has been an alternative characterization of the minimal Colless trees, an efficient algorithm to produce all of them for any number $n$ of leaves, and a recurrence to count them for every $n$. Unfortunately, we have not been able so far to find a closed expression for the number $\widetilde{c}(n)$ of different minimal Colless trees with $n$ leaves.

Moreover, we have described a second family of minimal Colless trees, that we have called greedy from the bottom, $G F B$, with a member in every space $\mathcal{T}_{n}$. These GFB trees are different from the maximally balanced trees for numbers of leaves that differ at least 2 from any power of 2 . Notice that, in spite of not being considered the "most balanced" ones because they have internal nodes whose imbalance is not minimal, the fact is that these GFB trees are also Colless minimal. So, in general, the total imbalance of a phylogenetic tree does not capture the local imbalance at each internal node.

We would like to point out that one of our expressions for $c_{n}$ entails a fractal structure for the graph of $\left(n, c_{n}\right)$ related to the fractal Blancmange curve (cf. Figure 3). It turns out that a similar fractal structure seems to appear also in the graph of $(n, \widetilde{c}(n)$ ) (cf. Figure 6). It would definitely be of interest to find an explicit formula for $\widetilde{c}(n)$ and to analyze whether this seemingly fractal structure is real or not and its possible relationship with that of the sequence $\left(n, c_{n}\right)$.

We have concluded by showing that every Colless minimal tree also has minimum Sackin index, while the converse is not true. This implies that the Sackin index classifies more trees as "most balanced" than the Colless index. The Colless index, on the other hand, considers more trees as "most balanced" than for example the so-called total cophenetic index [21, for which the minimum value is uniquely achieved by the maximally balanced tree on $n$ leaves.
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## Appendices

## A. 1 Proof of Proposition 2

This appendix is devoted to establish the following result.

Proposition 2. For every $n \geqslant 2$ and for every $n_{a}, n_{b} \in \mathbb{N}_{\geqslant 1}$ such that $n_{a} \geqslant n_{b}$ and $n_{a}+n_{b}=n$ :
(1) If $n_{a}=n_{b}=n / 2$, then $\left(n_{a}, n_{b}\right) \in Q B(n)$ always.
(2) If $n_{a}>n_{b}$, then $\left(n_{a}, n_{b}\right) \in Q B(n)$ if, and only if, one of the following three conditions is satisfied:

- There exist $k \in \mathbb{N}$ and $p \in \mathbb{N} \geqslant 1$ such that $n=2^{k}(2 p+1), n_{a}=2^{k}(p+1)$ and $n_{b}=2^{k} p$.
- There exist $k \in \mathbb{N}, l \in \mathbb{N}_{\geqslant 2}, p \in \mathbb{N}_{\geqslant 1}$, and $t \in \mathbb{N}, 0 \leqslant t<2^{l-2}$, such that $n=2^{k}\left(2^{l}(2 p+1)+2 t+1\right)$, $n_{a}=2^{k+l}(p+1)$, and $n_{b}=2^{k}\left(2^{l} p+2 t+1\right)$.
- There exist $k \in \mathbb{N}, l \in \mathbb{N}_{\geqslant 2}, p \in \mathbb{N}_{\geqslant 1}$, and $t \in \mathbb{N}, 0 \leqslant t<2^{l-2}$, such that $n=2^{k}\left(2^{l}(2 p+1)-(2 t+1)\right)$, $n_{a}=2^{k}\left(2^{l}(p+1)-(2 t+1)\right)$, and $n_{b}=2^{k+l} p$.

The proof of this proposition relies on several auxiliary lemmas. In order to simplify the language in their statements and proofs, throughout this section we systematically assume, without any further notice, that the symbols $j, k, m, n, p, s, t$, and $x$, possibly with subscripts or superscripts, always represent natural numbers.

Remark 4. Note that in the proof of Lemma 3 we have established the following two facts (for $\mathcal{C}\left(T_{n}^{m b}\right)$ ), which we state here for further reference:
(a) $c_{1+s}+c_{1}+s=c_{2+s}$ if, and only if, $s \leqslant 1$.
(b) If $s \geqslant 2$ is even and $m$ is odd, then $c_{m+s}+c_{m}+s>c_{2 m+s}$.

Lemma 7. Let $s=2^{k} s_{0}$ with $k \geqslant 1$ and $s_{0} \geqslant 1$. Then, for every $m \geqslant 1,(m+s, m) \in Q B(2 m+s)$ if, and only if, $m=2^{k} m_{0}$, for some $m_{0} \geqslant 1$ such that $\left(m_{0}+s_{0}, m_{0}\right) \in Q B\left(2 m_{0}+s_{0}\right)$.

Proof. We prove the equivalence in the statement by induction on the exponent $k \geqslant 1$. Recall that, by Remark (b), if $s \geqslant 1$ is even and $c_{m+s}+c_{m}+s=c_{2 m+s}$, then $m$ must be even, too. Therefore, if $s=2 t_{0}$, then $m=2 m_{1}$ for some $m_{1} \geqslant 1$, and then, since

$$
c_{2 m_{1}+2 t_{0}}+c_{2 m_{1}}+2 t_{0}=2\left(c_{m_{1}+t_{0}}+c_{m_{1}}+t_{0}\right)
$$

and $c_{4 m_{1}+2 t_{0}}=2 c_{2 m_{1}+t_{0}}$, the equality $c_{m+s}+c_{m}+s=c_{2 m+s}$ is equivalent to the equality $c_{m_{1}+t_{0}}+c_{m_{1}}+t_{0}=$ $c_{2 m_{1}+t_{0}}$. This proves the equivalence in the statement when $k=1$.

Now, assume that this equivalence is true for the exponent $k-1$, and let $s=2^{k} s_{0}$. Then, by the case $k=1, c_{m+s}+c_{m}+s=c_{2 m+s}$ if, and only if, $m=2 m_{1}$ for some $m_{1} \geqslant 1$ such that

$$
c_{m_{1}+2^{k-1} s_{0}}+c_{m_{1}}+2^{k-1} s_{0}=c_{2 m_{1}+2^{k-1} s_{0}}
$$

and, by the induction hypothesis, this last equality holds if, and only if, $m_{1}=2^{k-1} m_{0}$ for some $m_{0} \geqslant 1$ such that $c_{m_{0}+s_{0}}+c_{m_{0}}+s_{0}=c_{2 m_{0}+s_{0}}$. Combining both equivalences we obtain the equivalence in the statement, thus proving the inductive step.

Lemma 8. Let $s=2^{j+1}-(2 t+1)$ be an odd integer, with $j=\left\lfloor\log _{2}(s)\right\rfloor$ and $0 \leqslant t<2^{j-1}$. Then, for every $m \geqslant 1,(2 m+s, 2 m) \in Q B(4 m+s)$ if, and only if, $m=2^{j} p$ for some $p \geqslant 1$.
Proof. We prove the equivalence in the statement by induction on $s$. When $s=1=2^{1}-1$, so that $j=t=0$, the equivalence says that

$$
c_{2 m+1}+c_{2 m}+1=c_{4 m+1}
$$

for every $m \geqslant 1$, which is true by Corollary 2 .
Assume now that the equivalence is true for every odd natural number $s^{\prime}<s$ and for every $m$, and let us prove it for $s=2^{j+1}-(2 t+1)$ with $0 \leqslant t<2^{j-1}$. We have that

$$
\begin{aligned}
& c_{2 m+2^{j+1}-2 t-1}+c_{2 m}+2^{j+1}-2 t-1 \\
& \quad=\left(c_{m+2^{j}-t}+c_{m}+2^{j}-t\right)+\left(c_{m+2^{j}-t-1}+c_{m}+2^{j}-t-1\right)+1 \\
& c_{4 m+2^{j+1}-2 t-1}=c_{2 m+2^{j}-t}+c_{2 m+2^{j}-t-1}+1
\end{aligned}
$$

and since, by Eqn. (2), $c_{m+2^{j}-t}+c_{m}+2^{j}-t \geqslant c_{2 m+2^{j}-t}$ and $c_{m+2^{j}-t-1}+c_{m}+2^{j}-t-1 \geqslant c_{2 m+2^{j}-t-1}$, we have that $c_{2 m+s}+c_{2 m}+s=c_{4 m+s}$ if, and only if, the following two identities are satisfied:

$$
\begin{align*}
& c_{m+2^{j}-t}+c_{m}+2^{j}-t=c_{2 m+2^{j}-t}  \tag{10}\\
& c_{m+2^{j}-t-1}+c_{m}+2^{j}-t-1=c_{2 m+2^{j}-t-1} \tag{11}
\end{align*}
$$

So, we must prove that Eqns. 10 and hold if, and only if, $m=2^{j} p$ for some $p \geqslant 1$. We distinguish two subcases, depending on the parity of $t$ :

- If $t=2 x$ for some $0 \leqslant x<2^{j-2}$, then Eqn. 10 and Lemma 7 imply that $m$ is even, say $m=2 m_{0}$, and then says

$$
\begin{equation*}
c_{2 m_{0}+2^{j}-2 x-1}+c_{2 m_{0}}+2^{j}-2 x-1=c_{4 m_{0}+2^{j}-2 x-1}, \tag{12}
\end{equation*}
$$

which, by induction, is equivalent to $m_{0}=2^{j-1} p$ for some $p \geqslant 1$, i.e. to $m=2^{j} p$ for some $p \geqslant 1$. So, to complete the proof of the desired equivalence, it remains to prove that if $m=2^{j} p$, then Eqn. 10 holds. If $t=0$, this equality says

$$
c_{2^{j} p+2^{j}}+c_{2^{j} p}+2^{j}=c_{2^{j+1} p+2^{j}}
$$

and it is a direct consequence of Lemma 7 and Corollary 2 . So, assume that $t>0$ and write it as $t=2^{i}\left(2 x_{0}+1\right)$ with $1 \leqslant i<j-1$ and $x_{0}<2^{j-i-2}$. Then

$$
\begin{aligned}
& c_{m+2^{j}-t}+c_{m}+2^{j}-t \\
& \quad=c_{2^{j}} p^{j+2^{j}-2^{i}\left(2 x_{0}+1\right)}+c_{2^{j} p}+2^{j}-2^{i}\left(2 x_{0}+1\right) \\
& \quad=2^{i}\left(c_{2^{j-i} p+2^{j-i}-2 x_{0}-1}+c_{2^{j-i} p}+2^{j-i}-2 x_{0}-1\right) \\
& \quad=2^{i} c_{2^{j-i+1} p+2^{j-i}-2 x_{0}-1} \text { (by the induction hypothesis) } \\
& \quad=c_{2^{j+1} p+2^{j}-2^{i}\left(2 x_{0}+1\right)}=c_{2 m+2^{j}-t} .
\end{aligned}
$$

- If $t=2 x+1$ for some $0 \leqslant x<2^{j-2}$, then Eqn. (11) and Lemma 7 imply that $m$ is even, say $m=2 m_{0}$, and then it is Eqn. 10 which becomes Eqn. (12) above, which, in turn, by induction is equivalent to $m_{0}=2^{j-1} p$ for some $p \geqslant 1$, that is, to $m=2^{j} p$ for some $p \geqslant 1$. Thus, to complete the proof of the desired equivalence, it remains to prove that if $m=2^{j} p$, then 11 holds. Now:

$$
\begin{aligned}
& c_{m+2^{j}-t-1}+c_{m}+2^{j}-t-1 \\
& \quad=c_{2^{j} p+2^{j}-2 x-2}+c_{2^{j} p}+2^{j}-2 x-2 \\
& \quad=2\left(c_{2^{j-1} p+2^{j-1}-x-1}+c_{2^{j-1} p}+2^{j-1}-x-1\right)
\end{aligned}
$$

If $x$ is even, say $x=2 x_{0}$, then, since $x_{0}<2^{j-3}$, the induction hypothesis implies that

$$
\begin{aligned}
& 2\left(c_{2^{j-1} p+2^{j-1}-x-1}+c_{2^{j-1} p}+2^{j-1}-x-1\right) \\
& \quad=2 c_{2^{j} p+2^{j-1}-x-1}=c_{2^{j+1} p+2^{j}-2 x-2}=c_{2 m+2^{j}-t-1} .
\end{aligned}
$$

And if $x$ is odd, write it as $x=2^{i}\left(2 t_{0}+1\right)-1$ for some $1 \leqslant i<j-1$ (and notice that $x<2^{j-2}$ implies $t_{0}<2^{j-i-3}$ ) and then

$$
\begin{aligned}
& 2\left(c_{2^{j-1} p+2^{j-1}-x-1}+c_{2^{j-1} p}+2^{j-1}-x-1\right) \\
& \quad=2\left(c_{2^{j-1} p+2^{j-1}-2^{i}\left(2 t_{0}+1\right)}+c_{2^{j-1} p}+2^{j-1}-2^{i}\left(2 t_{0}+1\right)\right) \\
& \quad=2 \cdot 2^{i}\left(c_{2^{j-i-1} p+2^{j-i-1}-\left(2 t_{0}+1\right)}+c_{2^{j-i-1} p}+2^{j-i-1}-\left(2 t_{0}+1\right)\right) \\
& \quad=2^{i+1} c_{2^{j-i} p+2^{j-i-1}-\left(2 t_{0}+1\right)}(\text { by the induction hypothesis }) \\
& \quad=c_{2^{j+1} p+2^{j}-2^{i+1}\left(2 t_{0}+1\right)}=c_{2^{j+1} p+2^{j}-2 x-2} \\
& \quad=c_{2 m+2^{j}-t-1}
\end{aligned}
$$

This completes the proof of the desired equivalence when $t$ is odd.
So, the inductive step is true in all cases.

Lemma 9. Let $s=2^{j+1}-(2 t+1)$ be an odd integer, with $j=\left\lfloor\log _{2}(s)\right\rfloor$ and $0 \leqslant t<2^{j-1}$. Then, for every $m \geqslant 0,(2 m+1+s, 2 m+1) \in Q B(4 m+2+s)$ if, and only if, either $m=2^{j} p+t$ for some $p \geqslant 1$ or $s=1$ (i.e. $j=t=0$ ) and $m=0$.

Proof. We prove also the equivalence in the statement by induction on $s$. When $s=1=2^{1}-1$, the equivalence says that $c_{2 m+2}+c_{2 m+1}+1=c_{4 m+3}$ for every $m \geqslant 0$, which is true by Corollary 2 .

Assume now that the equivalence is true for every odd natural number $1 \leqslant s^{\prime}<s$ and for every $m \geqslant 0$, and let us prove it for $s=2^{j+1}-(2 t+1) \geqslant 3$ with $0 \leqslant t<2^{j-1}$. In this case, $m$ cannot be 0 , because, by Remark 4 (a), $(s+1, s) \in Q B(s+2)$ if, and only if, $s=1$. So, we can consider only the case $m \geqslant 1$. Then, we have that

$$
\begin{aligned}
& c_{2 m+1+2^{j+1}-2 t-1}+c_{2 m+1}+2^{j+1}-2 t-1 \\
& \quad=\left(c_{m+2^{j}-t}+c_{m}+2^{j}-t\right)+\left(c_{m+2^{j}-t}+c_{m+1}+2^{j}-t-1\right)+1 \\
& c_{4 m+2+2^{j+1}-2 t-1}=c_{2 m+2^{j}-t}+c_{2 m+2^{j}-t+1}+1
\end{aligned}
$$

and since, by Eqn. (2), $c_{m+2^{j}-t}+c_{m}+2^{j}-t \geqslant c_{2 m+2^{j}-t}$ and $c_{m+2^{j}-t}+c_{m+1}+2^{j}-t-1 \geqslant c_{2 m+2^{j}-t+1}$, we have that $c_{2 m+1+s}+c_{2 m+1}+s=c_{4 m+2+s}$ if, and only if,

$$
\begin{align*}
& c_{m+2^{j}-t}+c_{m}+2^{j}-t=c_{2 m+2^{j}-t}  \tag{13}\\
& c_{m+2^{j}-t}+c_{m+1}+2^{j}-t-1=c_{2 m+2^{j}-t+1} \tag{14}
\end{align*}
$$

So, we must prove that Eqns. and hold for $m \geqslant 1$ if, and only if, $m=2^{j} p+t$ for some $p \geqslant 1$. We distinguish again two subcases, depending on the parity of $t$ :

- If $t=2 x$ for some $0 \leqslant x<2^{j-2}$, then Eqn. (13) and Lemma 7 imply that $m$ is even, say $m=2 m_{0}$ with $m_{0} \geqslant 1$, and then Eqn. (14) can be written

$$
c_{2 m_{0}+1+2^{j}-2 x-1}+c_{2 m_{0}+1}+2^{j}-2 x-1=c_{4 m_{0}+2+2^{j}-2 x-1}
$$

which, by induction, is equivalent to $m_{0}=2^{j-1} p+x$ for some $p \geqslant 1$, that is, to $m=2 m_{0}=2^{j} p+t$ for some $p \geqslant 1$. So, to complete the proof of the desired equivalence, it remains to check that if $m=2^{j} p+t$, then Eqn. (13) holds. Now, if $x=0$, so that $m=2^{j} p$, Corollary 2 and Lemma 7 clearly imply Eqn. 13) (cf. the case when $t$ is even in the proof of Lemma 88. So, assume that $x>0$ and write it as $x=2^{i}\left(2 y_{0}+1\right)$ with $0 \leqslant i<j-2$ and $y_{0}<2^{j-i-3}$. Then

$$
\begin{aligned}
& c_{m+2^{j}-t}+c_{m}+2^{j}-t \\
& =c_{2^{j} p+2 x+2^{j}-2 x}+c_{2^{j} p+2 x}+2^{j}-2 x \\
& =c_{2^{j}} p+2^{i+1}\left(2 y_{0}+1\right)+2^{j}-2^{i+1}\left(2 y_{0}+1\right) \\
& +c_{2^{j} p+2^{i+1}\left(2 y_{0}+1\right)}+2^{j}-2^{i+1}\left(2 y_{0}+1\right) \\
& =2^{i+1}\left(c_{2^{j-i-1}} p+2 y_{0}+1+2^{j-i-1}-\left(2 y_{0}+1\right)\right. \\
& \left.+c_{2^{j-i-1} p+2 y_{0}+1}+2^{j-i-1}-\left(2 y_{0}+1\right)\right) \\
& =2^{i+1} c_{2^{j-i} p+4 y_{0}+2+2^{j-i-1}-\left(2 y_{0}+1\right)} \quad \text { (by the induction hypothesis) } \\
& =c_{2^{j+1} p+2^{j}+2^{i+1}\left(2 y_{0}+1\right)}=c_{2^{j+1} p+2^{j}+2 x} \\
& =c_{2 m+2^{j}-t}
\end{aligned}
$$

as we wanted to prove.

- If $t=2 x+1$ for some $0 \leqslant x<2^{j-2}$, Eqn. (14) and Lemma 7 imply that $m+1$ is even, and then $m$ is odd, say $m=2 m_{0}+1$ for some $m_{0} \geqslant 0$, and Eqn. (13) can be written

$$
\begin{equation*}
c_{2 m_{0}+1+2^{j}-2 x-1}+c_{2 m_{0}+1}+2^{j}-2 x-1=c_{4 m_{0}+2+2^{j}-2 x-1} . \tag{15}
\end{equation*}
$$

Now, if $m_{0}=0$, Remark 4 (a) implies that this equality holds if, and only if, $2^{j}-2 x-1=1$ which, under the condition $0 \leqslant x<2^{j-2}$, only happens when $j=1$ and $x=0$, but then $t=1=2^{j-1}$ against the assumption that $t<2^{j-1}$. Therefore $m_{0}$ must be at least 1 .

Then, by induction, Identity (15) is equivalent to $m_{0}=2^{j-1} p+x$ for some $p \geqslant 1$, that is, to $m=$ $2 m_{0}+1=2^{j} p+2 x+1=2^{j} p+t$ for some $p \geqslant 1$. So, to complete the proof of the desired equivalence, it remains to check that if $m=2^{j} p+t$, then Eqn. (14) holds. Now, in the current situation:

$$
\begin{aligned}
& c_{m+2^{j}-t}+c_{m+1}+2^{j}-t-1 \\
& \quad=c_{2^{j} p+2 x+1+2^{j}-2 x-1}+c_{2^{j} p+2 x+2}+2^{j}-2 x-2 \\
& \left.\quad=c_{2^{j} p+2^{j}+c_{2^{j} p+2 x+2}+2^{j}-2 x-2}^{\quad=2\left(c_{2^{j-1} p+2^{j-1}}+c_{2^{j-1} p+x+1}+2^{j-1}-x-1\right)} \quad \begin{array}{l}
\quad=2\left(c_{\left(2^{j-1} p+x+1\right)+\left(2^{j-1}-x-1\right)}+c_{2^{j-1}} p+x+1\right.
\end{array}+2^{j-1}-x-1\right)=(* *)
\end{aligned}
$$

If $x$ is even, say $x=2 x_{0}$ with $0 \leqslant x_{0}<2^{j-3}$, then

$$
\begin{aligned}
(* *) & =2\left(c_{\left(2^{j-1} p+2 x_{0}+1\right)+\left(2^{j-1}-2 x_{0}-1\right)}+c_{2^{j-1} p+2 x_{0}+1}+2^{j-1}-2 x_{0}-1\right) \\
& =2 c_{2^{j} p+2\left(2 x_{0}+1\right)+2^{j-1}-\left(2 x_{0}+1\right)} \quad \text { (by the induction hypothesis) } \\
& =c_{2^{j+1} p+2^{j}+4 x_{0}+2}=c_{2 m+2^{j}-t+1} .
\end{aligned}
$$

And if $x$ is odd, write it as $x=2^{i}\left(2 t_{0}+1\right)-1$ with $1 \leqslant i<j-1$ and $t_{0}<2^{j-i-3}$, and then

$$
\begin{aligned}
&(* *)= 2\left(c_{2^{j-1} p+2^{i}\left(2 t_{0}+1\right)+2^{j-1}-2^{i}\left(2 t_{0}+1\right)}\right. \\
&\left.\quad+c_{2^{j-1} p+2^{i}\left(2 t_{0}+1\right)}+2^{j-1}-2^{i}\left(2 t_{0}+1\right)\right) \\
&= 2^{i+1}\left(c_{2^{j-i-1} p+2 t_{0}+1+2^{j-i-1}-\left(2 t_{0}+1\right)}\right. \\
&\left.\quad+c_{2^{j-i-1} p+2 t_{0}+1}+2^{j-i-1}-\left(2 t_{0}+1\right)\right) \\
&= 2^{i+1} c_{2^{j-i} p+4 t_{0}+2+2^{j-i-1}-\left(2 t_{0}+1\right) \quad(\text { by the induction hypothesis })}^{=} \\
&=c_{2^{j+1} p+2^{i+1}\left(2 t_{0}+1\right)+2^{j}=c_{2^{j+1} p+2 x+2+2^{j}}}^{=} c_{2 m+2^{j}-t+1}
\end{aligned}
$$

This completes the proof of the desired equivalence when $t$ is odd.

We are now in a position to proceed with the proof of Proposition 2, Assertion (1) in it is a direct consequence of Corollary 2. So, assume $n_{a}>n_{b}$ and set $s=n_{a}-n_{b}$, so that $n_{a}=n_{b}+s$. Then:
(a) If $s=1$, then, by Lemma 9, $c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b}=c_{n_{a}+n_{b}}$ for every $n_{b} \geqslant 1$.
(b) If $s>1$ is odd, write it as $s=2^{j+1}-(2 t+1)$, with $j=\left\lfloor\log _{2}(s)\right\rfloor \geqslant 1$ and $0 \leqslant t<2^{j-1}$. Then, by Lemmas 8 and 9 . $c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b}=c_{n_{a}+n_{b}}$ if, and only if, either $n_{b}=2^{j+1} p$ or $n_{b}=2^{j+1} p+2 t+1$, for some $p \geqslant 1$.
(c) If $s \geqslant 2$ is even, write it as $s=2^{k} s_{0}$, with $k \geqslant 1$ the largest exponent of a power of 2 that divides $s$ and $s_{0}$ an odd integer, and write the latter as $s_{0}=2^{j+1}-(2 t+1)$ with $j=\left\lfloor\log _{2}\left(s_{0}\right)\right\rfloor \geqslant 0$ and $0 \leqslant t<2^{j-1}$. Then, by Lemma $7, c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b}=c_{n_{a}+n_{b}}$ if, and only if, $n_{b}=2^{k} m$, for some $m \geqslant 1$ such that $c_{m+s_{0}}+c_{m}+s_{0}=c_{2 m+s_{0}}$, and then:

- If $s_{0}=1$ (equivalently, if $j=0$ ), $c_{m+s_{0}}+c_{m}+s_{0}=c_{2 m+s_{0}}$ for every $m \geqslant 1$ and therefore, in this case, $c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b}=c_{n_{a}+n_{b}}$ for every $n_{b}=2^{k} m$ with $m \geqslant 1$.
- If $s_{0}>1$ (equivalently, if $j>0$ ), Lemmas 8 and 9 imply that $c_{m+s_{0}}+c_{m}+s_{0}=c_{2 m+s_{0}}$ if, and only if, $m=2^{j+1} p$ or $m=2^{j+1} p+2 t+1$, for some $p \geqslant 1$. Therefore, in this case, $c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b}=c_{n_{a}+n_{b}}$ if, and only if, $n_{b}=2^{k+j+1} p$ or $n_{b}=2^{k}\left(2^{j+1} p+2 t+1\right)$, for some $p \geqslant 1$.

Combining the three cases, and taking $k=0$ in the odd $s$ case, we conclude that

$$
c_{n_{a}}+c_{n_{b}}+n_{a}-n_{b}=c_{n_{a}+n_{b}}
$$

if, and only if, writing $n_{a}-n_{b}=2^{k}\left(2^{j+1}-(2 t+1)\right.$ (for some $k \geqslant 0, j \geqslant 0$, and $0 \leqslant t<2^{j-1}$ ),

- If $j=0$, then $n_{b}=2^{k} p$ for some $p \geqslant 1$, in which case $n_{a}=2^{k}(p+1)$ and $n=2^{k}(2 p+1)$
- If $j>0$, then there exists some $p \geqslant 1$ for which one of the following conditions holds:

$$
\begin{aligned}
& -n_{b}=2^{k+j+1} p, \text { in which case } n_{a}=2^{k}\left(2^{j+1}(p+1)-(2 t+1)\right) \text { and } n=2^{k}\left(2^{j+1}(2 p+1)-(2 t+1)\right) \\
& -n_{b}=2^{k}\left(2^{j+1} p+2 t+1\right), n_{a}=2^{k+j+1}(p+1) \text { and } n=2^{k}\left(2^{j+1}(2 p+1)+2 t+1\right)
\end{aligned}
$$

This is equivalent to the expressions for $n_{a}$ and $n_{b}$ in option (2) in the statement (replacing $j+1$ with $j>0$ by $l \geqslant 2$ ).

This completes the proof of Proposition 2

## A. 2 Proof of Proposition 5

This appendix is devoted to establish the following result.
Proposition 5. Let $T_{n}^{a f b}=\left(T_{a}, T_{b}\right)$ be a GFB tree with $n \geqslant 2, T_{a} \in \mathcal{T}_{n_{a}}, T_{b} \in \mathcal{T}_{n_{b}}$ and $n_{a} \geqslant n_{b}$. Let $n=2^{m}+p$ with $m=\left\lfloor\log _{2}(n)\right\rfloor$ and $0 \leqslant p<2^{m}$. Then, we have:
(i) If $0 \leqslant p \leqslant 2^{m-1}$, then $n_{a}=2^{m-1}+p, n_{b}=2^{m-1}$ and $T_{b}$ is fully symmetric.
(ii) If $2^{m-1} \leqslant p<2^{m}, n_{a}=2^{m}, n_{b}=p$ and $T_{a}$ is fully symmetric.

The proof of this proposition requires of the following lemma. The leading idea of its proof is illustrated in Figure 8 .

Lemma 10. Let $n \geqslant 3$ be an odd natural number. Then, $T_{n}^{g f b}$ shares a maximal pending subtree with $T_{n-1}^{g f b}$ and a maximal pending subtree with $T_{n+1}^{g f b}$.

Proof. Since $n \geqslant 3$ is odd, the first $(n-1) / 2$ iterations of the loop in Algorithm 2 result in $(n-1) / 2$ cherries and a single node, which in the $(n+1) / 2$-th iteration is clustered with a cherry to form a tree with 3 leaves. From this moment on, as the algorithm continues clustering trees, in each $i$-th iteration there will be one, and only one, tree $T_{i}^{o d d}$ with an odd number $s(i)$ of leaves. Note now that, on the one hand, this unique tree with $s(i)$ leaves is treated by the algorithm like a tree with $s(i)-1$ leaves, except that it is clustered as late as possible, i.e. when all other trees in treeset with $s(i)-1$ leaves (if there are any) have already been clustered. On the other hand, however, this tree is also treated by the algorithm like a tree with $s(i)+1$ leaves, except that it is clustered as early as possible, i.e. before any other elements in treeset with $s(i)+1$ leaves (if there are any) get clustered. So, to summarize, after the first $i \geqslant(n+1) / 2$ iterations of the loop, treeset contains a unique tree $T_{i}^{o d d}$ with an odd number $s(i)$ of leaves, which at the same time
(i) is treated like a tree with $s(i)-1$ leaves, but is clustered as late as possible;
(ii) is treated like a tree with $s(i)+1$ leaves, but is clustered as soon as possible.

Now, first consider Algorithm 2 for $n-1$, which is an even number. After the first $(n-3) / 2$ iterations of the loop, treeset contains $(n-3) / 2$ trees with 2 leaves and two trees with 1 leaf, which are clustered last to form the last cherry. We keep tracking one leaf $u$ of this cherry throughout the algorithm. The algorithm at this stage contains only cherries, which are all isomorphic, so without loss of generality, we may assume that $u$ is contained in the one that gets clustered with another tree last, i.e. after all other cherries have been clustered. We continue like this, always assuming without loss of generality (when there is more than one tree in treeset of the same size as the tree that contains $u$ ) that the tree containing $u$ is in the last one to be clustered. By (i), this means that if we replace $u$ in $T_{n-1}^{g f b}$ by a cherry, we derive $T_{n}^{g f b}$. This is due to

| $i$ | $n=10$ | $n=11$ | $n=12$ |
| :---: | :---: | :---: | :---: |
| 1 | －．．．．．． | ．．．．．．．．．．． | －．．．．．．．．．． |
| 2 | －$\quad . . .$. | ．．．．．．．．．．． | or．．．．．．．．． |
| 3 | －．．．．．s． | ．．．．．．．．s．s | \％－．．．．．．．．． |
| 4 | －．．．．入入 | ．．．．．s．s．s | oror．o．．．．．． |
| 5 | －入－小入入。 | ．．．cosos | ¢－入．．．．．．． |
| 6 | $\cdots \cdots \cdots$ | －•小入入入入。为 | ¢－入．．．小．．． |
| 7 | $\cdots \cdots \cdots$ | かっか．入．入． |  |
| 8 | $\otimes \ldots \ldots$ | かっ入．．．．．． | ↔入．．．．．．．． |
| 9 | $\cdots \ldots$ | $\infty$ ふ． |  |
| 10 | $\cdots \cdots \cdots$ | oroobol N... | $\ldots \ldots$ |
| 11 |  | $\ldots \ldots \ldots$ | $\omega_{\infty} \ldots$ |
| 12 |  |  | $\ldots_{0} \ldots \digamma_{0}$ |

Figure 8：Content of treeset before the $i^{\text {th }}$ iteration of the loop in Algorithm 2 for $n=10, n=11$ and $n=12$ ．In case of $n=11$ ，the tree depicted in dashed lines for $i=7, \ldots, 10$ ，depicts the unique tree in treeset with an odd number of leaves．For $n=10$ ，the leaf depicted as a diamond represents leaf $u$ used in the proof of Lemma 10 Note that the tree containing this leaf is always clustered as late as possible．In case of $n=12$ ，the leaf depicted as a diamond again represents leaf $u$ used in the proof of Lemma 10 In this case，the tree containing this leaf is always clustered as soon as possible．The last tree depicted in each column represents the GFB tree．Note that $T_{n}^{g f b}$ can be obtained from $T_{n-1}^{g f b}$ by replacing the leaf depicted as a diamond by a cherry．Moreover，$T_{n}^{g f b}$ can be obtained from $T_{n+1}^{g f b}$ by replacing the cherry containing the diamond leaf by a single leaf．
the fact that in the analogous step where treeset for $n-1$ only contains cherries，treeset for $n$ will contain only cherries and a tree containing three leaves．This triplet will subsequently act like a cherry，but like the one that happens to be clustered last．So we identify the cherry of the triplet with leaf $u$ of this last cherry to see the correspondence between $T_{n-1}^{g f b}$ and $T_{n}^{g f b}$ ．Note that this directly implies that $T_{n-1}^{g f b}$ and $T_{n}^{g f b}$ share a common maximal pending subtree－namely the one that does not contain $u$ ．

Note that by（ii），an analogous procedure for $n+1$ leads to $T_{n+1}^{g f b}$ and $T_{n}^{g f b}$ sharing a common maximal pending subtree．In this case，we track a cherry in $T_{n+1}^{g f b}$ ，namely the one that happens to be clustered first，and replace it by a single leaf to see the correspondence between $T_{n+1}^{g f b}$ and $T_{n}^{g f b}$ ．This completes the proof．

We can proceed with the proof of Proposition 5．Let $n=2^{m}+p$ with $m=\left\lfloor\log _{2}(n)\right\rfloor$ and $0 \leqslant p<2^{m}$ ． We shall prove by induction on $n$ that if $T_{n}^{g f b}=\left(T_{a}, T_{b}\right)$ is a GFB tree with $n \geqslant 2, T_{a} \in \mathcal{T}_{n_{a}}, T_{b} \in \mathcal{T}_{n_{b}}$ and $n_{a} \geqslant n_{b}$ then：
（i）If $0 \leqslant p \leqslant 2^{m-1}, n_{a}=2^{m-1}+p$ and $n_{b}=2^{m-1}$ and then $T_{b}$ is fully symmetric．
（ii）If $2^{m-1} \leqslant p<2^{m}$ ，we have $n_{a}=2^{m}$ and $n_{b}=p$ and then $T_{a}$ is fully symmetric．
We want to point out that we understand that the conjunction of these two assertions in the case when both premises are satisfied，namely when $p=2^{m-1}$ ，says that $n_{a}=2^{m}$ and $n_{b}=2^{m-1}$ and then both $T_{a}$ （by（ii））and $T_{b}$（by（i））are fully symmetric．

The base case for（i）is when $n=2$ and for（ii），when $n=3$ ．In both cases the assertions are obvious， because there is only one bifurcating tree with $2=2^{1}+0$ leaves（a cherry with $n_{a}=n_{b}=1=2^{0}$ ）and only one bifurcating tree with $3=2^{1}+1$ leaves（a caterpillar with $n_{a}=2=2^{1}$ and $n_{b}=1$ ）．

Now, let $n \geqslant 4$ and assume that (i) and (ii) hold for up to $n-1$ leaves. Let $T=\left(T_{a}, T_{b}\right)$ be a GFB tree with $n$ leaves, with $T_{a} \in \mathcal{T}_{n_{a}}, T_{b} \in \mathcal{T}_{n_{b}}$ and $n_{a} \geqslant n_{b}$ Recall that $T_{a}$ and $T_{b}$ are again GFB trees by Lemma 5. We distinguish two cases, depending on the parity of $n$ :

- Assume that $n$ is even, say $n=2 n_{0}$ with $n_{0} \geqslant 2$. In this case, Algorithm 2 results in a tree $T_{n}^{g f b}$ with $n_{0}$ cherries (because in each of the first $n_{0}$ iterations of the loop a pair of nodes are merged into a cherry). We now consider the tree $T^{\prime}$ with $n_{0}$ leaves that is obtained from $T_{n}^{g f b}$ by replacing all cherries by single leaves. Let $T^{\prime}=\left(T_{a}^{\prime}, T_{b}^{\prime}\right)$ be the decomposition into maximal pending subtrees, with $T_{a}^{\prime} \in \mathcal{T}_{n_{a}^{\prime}}, T_{b}^{\prime} \in \mathcal{T}_{n_{b}^{\prime}}$ and $n_{a}^{\prime} \geqslant n_{b}^{\prime}$. By construction, $T_{a}$ and $T_{b}$ are obtained by replacing the leaves of $T_{a}^{\prime}$ and $T_{b}^{\prime}$ by cherries, and therefore, in particular, $n_{a}=2 n_{a}^{\prime}$ and $n_{b}=2 n_{b}^{\prime}$. Note now that, since $T_{n}^{g f b}$ is a GFB tree, so is $T^{\prime}$ (because as soon as Algorithm 2 only has cherries to choose from, they are treated like leaves). Note also that, since $n$ is even, so is $p$, say $p=2 p_{0}$, and $n_{0}=2^{m-1}+p_{0}$. Then we have that:
(i) If $0 \leqslant p \leqslant 2^{m-1}$, then $0 \leqslant p_{0} \leqslant 2^{m-1-1}$ and hence, by the induction hypothesis, $n_{a}^{\prime}=2^{m-2}+p_{0}$, $n_{b}^{\prime}=2^{m-2}$, and $T_{b}^{\prime}$ is fully symmetric, which implies that $n_{a}=2 n_{a}^{\prime}=2^{m-1}+2 p_{0}=2^{m-1}+p$, $n_{b}=2 n_{b}^{\prime}=2^{m-1}$, and $T_{b}$ is fully symmetric, because it is obtained from the fully symmetric tree $T_{b}^{\prime}$ by replacing all its leaves by cherries.
(ii) If $2^{m-1} \leqslant p<2^{m}$, then $2^{m-1-1} \leqslant p_{0} \leqslant 2^{m-1}$ and hence, by the induction hypothesis, $n_{a}^{\prime}=2^{m-1}$, $n_{b}^{\prime}=p_{0}$, and $T_{a}^{\prime}$ is fully symmetric, which implies that $n_{a}=2 n_{a}^{\prime}=2^{m}, n_{b}=2 n_{b}^{\prime}=2 p_{0}=p$, and, arguing as in (i), $T_{a}$ is fully symmetric.
- Assume that $n$ is odd, say $n=2 n_{0}+1$ with $n_{0} \geqslant 2$. In this case both $n-1=2 n_{0}$ and $n+1=2\left(n_{0}+1\right)$ are even. Write $n=2^{m}+p$ and $p=2 p_{0}+1$, so that $n_{0}=2^{m-1}+p_{0}$ with $0 \leqslant p_{0}<2^{m-1}$. Let $T^{1}:=T_{n-1}^{g f b}$ and $T^{2}:=T_{n+1}^{g f b}$. The tree $T^{1}$ satisfies (i) and (ii) by the induction hypothesis, and it can be proved that $T^{2}$ also satisfies these assertions by arguing as in the previous case when $n$ is even (i.e., replacing the pending $n_{0}+1$ cherries in $T^{2}$ by single leaves, noticing that the resulting tree is GFB, applying the induction hypothesis to it and finally returning back to $T^{2}$ by replacing leaves by cherries). Let $T^{1}=\left(T_{a}^{1}, T_{b}^{1}\right)$-with $T_{a}^{1} \in \mathcal{T}_{n_{a}^{1}}$ and $T_{b}^{1} \in \mathcal{T}_{n_{b}^{1}}$ and $n_{a}^{1} \geqslant n_{b}^{1}$ - and $T^{2}=\left(T_{a}^{2}, T_{b}^{2}\right)$ - with $T_{a}^{2} \in \mathcal{T}_{n_{a}^{2}}$ and $T_{b}^{2} \in \mathcal{T}_{n_{b}^{2}}$ and $n_{a}^{2} \geqslant n_{b}^{2}$ - denote the decompositions of $T^{1}$ and $T^{2}$ into maximal pending subtrees, respectively. Note that, since $n$ is odd, $p \neq 0,2^{m-1}$. Now we have:
(i) If $0<p<2^{m-1}$, then $n-1=2^{m}+(p-1)$ with $0 \leqslant p-1<2^{m-1}$ and $n+1=2^{m}+(p+1)$ with $0<p+1 \leqslant 2^{m-1}$. Then, since $T^{1}$ and $T^{2}$ satisfy assertion (i),

$$
n_{a}^{1}=2^{m-1}+p-1, n_{b}^{1}=2^{m-1}, n_{a}^{2}=2^{m-1}+p+1, n_{b}^{2}=2^{m-1}
$$

and both $T_{b}^{1}$ and $T_{b}^{2}$ are fully symmetric and hence (since they have the same numbers of leaves) $T_{b}^{1}=T_{b}^{2}$.
Now, we know by Lemma 10 that $T$ shares a maximal pending subtree with $T^{1}$ and a maximal pending subtree with $T^{2}$. Looking at the numbers of leaves of the maximal pending subtrees of $T^{1}$ and $T^{2}$, one easily deduces that the only possibility for this to happen is that $T$ shares with $T^{1}$ and $T^{2}$ the same maximal pending subtree: the fully symmetric subtree $T_{b}^{1}=T_{b}^{2}$. (Indeed, since $T_{a}^{1} \neq T_{a}^{2}$, because they have different numbers of leaves, if $T$ did not share $T_{b}^{1}=T_{b}^{2}$ with both $T^{1}$ and $T^{2}$, then it would have a maximal pending subtree in common with $T^{1}$ and the other maximal pending subtree in common with $T^{2}$, but no combination of a maximal pending subtree of $T^{1}$ and a maximal pending subtree of $T^{2}$ yields a tree with $2^{m}+p$ leaves.) $A$ fortiori, one of the maximal pending subtrees of $T$ is a fully symmetric tree with $2^{m-1}$ leaves and the other must have, thus, the remaining $2^{m-1}+p$ leaves. This shows that $n_{a}=2^{m-1}+p$ and $n_{b}=2^{m-1}$ and $T_{b}$ is fully symmetric.
(ii) If $2^{m-1}<p \leqslant 2^{m}-3$ then $n-1=2^{m}+(p-1)$ with $2^{m-1} \leqslant p-1<2^{m}$ and $n+1=2^{m}+(p+1)$ with $2^{m-1}<p+1<2^{m}$. Then, since $T^{1}$ and $T^{2}$ satisfy assertion (ii),

$$
n_{a}^{1}=2^{m}, n_{b}^{1}=p-1, n_{a}^{2}=2^{m}, n_{b}^{2}=p+1
$$

and both $T_{a}^{1}$ and $T_{a}^{2}$ are fully symmetric and hence (since they have the same numbers of leaves) $T_{a}^{1}=T_{a}^{2}$. Reasoning as in the previous case, we deduce that $T$ shares with both $T^{1}$ and $T^{2}$ the fully symmetric maximal pending subtree $T_{a}^{1}=T_{a}^{2}$. In particular, one of its maximal pending subtrees has $2^{m}$ leaves (and it is fully symmetric) and the other must have, thus, the remaining $p$ leaves. This shows that $n_{a}=2^{m}$ and $n_{b}=p$ and $T_{a}$ is fully symmetric.
(iii) Consider finally the case when $p=2^{m}-1>2^{m-1}$. Then, $n-1=2^{m}+(p-1)$ with $2^{m-1} \leqslant$ $p-1<2^{m}$ and $n+1=2^{m+1}$. In this case, since $T^{1}$ satisfies assertion (ii) and $T^{2}$ satisfies assertion (i),

$$
n_{a}^{1}=2^{m}, n_{b}^{1}=2^{m}-2, n_{a}^{2}=2^{m}, n_{b}^{2}=2^{m}
$$

and $T_{a}^{1}, T_{b}^{1}$ and $T_{b}^{2}$ are fully symmetric and hence (since they have the same numbers of leaves) $T_{a}^{1}=T_{b}^{1}=T_{b}^{2}$. Arguing as in the previous cases we conclude that $T$ has a maximal pending subtree with $2^{m}$ leaves that is fully symmetric and the other maximal pending subtree with the remaining $2^{m}-1$ leaves, and hence it satisfies assertion (ii).
This completes the proof.


[^0]:    Email addresses: t.martinez@uib.eu (Tomás M. Coronado), email@mareikefischer.de (Mareike Fischer), lina.herbst@uni-greifswald.de (Lina Herbst), cesc.rossello@uib.eu (Francesc Rosselló), kristina.wicke@uni-greifswald.de (Kristina Wicke)

[^1]:    ${ }^{1}$ See http://evolution.genetics.washington.edu/phylip/newicktree.html

