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#### Abstract

We look at Bohemians, specifically those with population $\{-1,0,+1\}$ and sometimes $\{0,1, i,-1,-i\}$. More, we specialize the matrices to be upper Hessenberg Bohemian. From there, focusing on only those matrices whose characteristic polynomials have maximal height allows us to explicitly identify these polynomials and give useful bounds on their height, and conjecture an accurate asymptotic formula. The lower bound for the maximal characteristic height is exponential in the order of the matrix; in contrast, the height of the matrices remains constant. We give theorems about the numbers of normal matrices and the numbers of stable matrices in these families.
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1. Introduction. A matrix family is called Bohemian if its entries come from a fixed finite discrete (and hence bounded) set, called the population, usually of integers. The name is a mnemonic for Bounded Height Matrix of Integers. Such populations arise in many applications (e.g. compressed sensing) and the properties of matrices selected "at random" from such families are of practical and mathematical interest. For example, Tao and Vu have shown that random matrices (more specifically real symmetric random matrices in which the upper-triangular entries $\xi_{i, j}, i<j$ and diagonal entries $\xi_{i, i}$ are independent) have simple spectrum [33]. In fact, Bohemian families have been studied for a long time, although not under that name. For instance, Olga Taussky-Todd's paper "Matrices of Rational Integers" [34] begins by saying
"This subject is very vast and very old. It includes all of the arithmetic theory of quadratic forms, as well as many of other classical subjects, such as latin squares and matrices with elements +1 or -1 which enter into Euler's, Sylvester's or Hadamard's famous conjectures."
Taussky-Todd also discusses such problems in [35]. The paper [20] by C. W. Gear is another instance. The idea is that these families are themselves interesting objects of study, and susceptible to brute-force computational experiments (both ideas already in [34]) as well as to asymptotic analysis. Such experiments have generated many conjectures, some of which are listed on the Characteristic Polynomial Database [36]. Many of the conjectures have a number-theoretic or combinatorial flavour. The recent paper [19] claims to resolve several of these conjectures.

Matrices with population $P=\{-1,0,1\}$ occur naturally as exemplars of "signpattern matrices": see [6] and [21]. For early theorems, see [25].

An overview of some of our original interest in Bohemians can be found in [16]. More details and reasons why such matrices are interesting are discussed in section 5.

[^0]Different matrix structures produce remarkably different results. One matrix structure useful in eigenvalue computation is the upper Hessenberg matrix, which means a matrix $\boldsymbol{H}$ such that $h_{i, j}=0$ if $i>j+1$. These arise naturally in eigenvalue computation because the QR iteration is less expensive for matrices in Hessenberg form. Such matrices (usually in the equivalent lower Hessenberg form) also occur frequently in number-theoretic studies: see for example [7], [27] and [26].

We begin our study in this paper by considering determinants of upper Hessenberg Bohemians. We use two recursive formulae for the characteristic polynomials of upper Hessenberg matrices. During the course of our experimental symbolic and numeric computations, which we report on elsewhere, we encountered "maximal polynomial height" characteristic polynomials when the matrices were not only upper Hessenberg, but Toeplitz (that is, $h_{i, j}$ constant along diagonals $j-i=k$ ). Further restrictions to this class allowed identification of key results including explicit formulae for the characteristic polynomials of maximal height. In what follows, we lay out definitions and prove several facts of interest about characteristic polynomials and their respective height for these families.
2. Notation. In what follows, we present some results on upper Hessenberg Bohemians of the form

$$
\boldsymbol{H}_{n}=\left[\begin{array}{ccccc}
h_{1,1} & h_{1,2} & h_{1,3} & \cdots & h_{1, n}  \tag{2.1}\\
s_{1} & h_{2,2} & h_{2,3} & \cdots & h_{2, n} \\
0 & s_{2} & h_{3,3} & \cdots & h_{3, n} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & s_{n-1} & h_{n, n}
\end{array}\right]
$$

with $s_{k}=e^{i \theta_{k}}$ and usually $s_{k} \in\{-1,+1\}$ (we do not allow zero $s_{k}$ entries, because that reduces the problem to smaller ones) and $h_{i, j} \in P$ for $1 \leq i \leq j \leq n$. We denote the characteristic polynomial $Q_{n}(z) \equiv \operatorname{det}\left(z \boldsymbol{I}-\boldsymbol{H}_{n}\right)$.

The height of a matrix $\boldsymbol{A}$, written height $(\boldsymbol{A}):=\|\operatorname{vec}(\boldsymbol{A})\|_{\infty}$, is the largest absolute value of any entry in $\boldsymbol{A}$. The characteristic height of a matrix is the height of its characteristic polynomial $\operatorname{det}(\lambda \boldsymbol{I}-\boldsymbol{A})=a_{0}+a_{1} \lambda+\cdots+\lambda^{n}$ : that is, the largest absolute value of any coefficient of the characteristic polynomial (expressed in the monomial basis). Equivalently, this is $\left\|\left[a_{0}, a_{1}, \ldots, a_{n-1}, 1\right]\right\|_{\infty}$.

Definition 2.1. The set of all $n \times n$ upper Hessenberg Bohemians with upper triangle population $P$ and subdiagonal population from a discrete set of roots of unity, say $s \in\left\{e^{i \theta_{k}}\right\}$ where $\left\{\theta_{k}\right\}$ is some finite set of angles ${ }^{1}$, is called $\mathcal{H}_{\left\{\theta_{k}\right\}}^{n \times n}(P)$. In particular, $\mathcal{H}_{\{0\}}^{n \times n}(P)$ is the set of all $n \times n$ upper Hessenberg Bohemians with upper triangle entries from $P$ and subdiagonal entries equal to 1 and $\mathcal{H}_{\{\pi\}}^{n \times n}(P)$ is when the subdiagonals entries are -1 .

It will often be true that the average value of a population will be zero. In that case, matrices with trace zero will be common. It is a useful oversimplification to look in that case at matrices whose diagonal is exactly zero.

Definition 2.2. For a population $P$ such that $0 \in P$, let $\mathcal{Z}_{\left\{\theta_{k}\right\}}^{n \times n}(P)$ be the subset of $\mathcal{H}_{\left\{\theta_{k}\right\}}^{n \times n}(P)$ where the main diagonal entries are fixed at 0 .

[^1]3. Upper Hessenberg Matrices. We begin with a recurrence relation for the characteristic polynomial $Q_{n}(z)=\operatorname{det}\left(z \boldsymbol{I}-\boldsymbol{H}_{n}\right)$ for $\boldsymbol{H}_{n} \in \mathcal{H}_{\left\{\theta_{k}\right\}}^{n \times n}(P)$ where $s=$ $\exp \left(i \theta_{k}\right)$. Later we will specialize the population $P$ to contain only zero and numbers of unit magnitude, usually $\{-1,0,+1\}$.

Theorem 3.1.

$$
\begin{equation*}
Q_{n}(z)=z Q_{n-1}(z)-\sum_{k=1}^{n}\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} Q_{n-k}(z) \tag{3.1}
\end{equation*}
$$

with the conventions that an empty product is $1, Q_{0}(z)=1$ and $\boldsymbol{H}_{0}=[]$, that is the empty matrix.

Proof. Theorems equivalent to this theorem are proved in several places, for instance [7]. One strategy is Laplace expansion about the final column.

Theorem 3.2. Expanding $Q_{n}(z)$ as

$$
\begin{equation*}
Q_{n}(z)=q_{n, n} z^{n}+q_{n, n-1} z^{n-1}+\cdots+q_{n, 0} \tag{3.2}
\end{equation*}
$$

we can express the coefficients recursively by
(3.3a) $\quad q_{n, n}=1$,

$$
\begin{align*}
& q_{n, j}=q_{n-1, j-1}-\sum_{k=1}^{n-j}\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} q_{n-k, j} \quad \text { for } \quad 1 \leq j \leq n-1  \tag{3.3b}\\
& q_{n, 0}=-\sum_{k=1}^{n}\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} q_{n-k, 0} \quad \text { for } \quad n>0, \quad \text { and }  \tag{3.3c}\\
& q_{0,0}=1 \tag{3.3d}
\end{align*}
$$

Proof. By Theorem 3.1

$$
\begin{equation*}
Q_{n}(z)=z Q_{n-1}(z)-\sum_{k=1}^{n}\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} Q_{n-k}(z) \tag{3.4}
\end{equation*}
$$

The first term can be written

$$
\begin{equation*}
z Q_{n-1}(z)=z^{n}+\sum_{j=1}^{n-1} q_{n-1, j-1} z^{j} \quad \text { (direct from hypothesis) } \tag{3.5}
\end{equation*}
$$

and the second term is

$$
\begin{equation*}
\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} Q_{n-k}(z)=\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} \sum_{j=0}^{n-k} q_{n-k, j} z^{j} \tag{3.6}
\end{equation*}
$$

Therefore,

$$
Q_{n}(z)=z^{n}+\sum_{j=1}^{n-1} q_{n-1, j-1} z^{j}-\sum_{k=1}^{n}\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} \sum_{j=0}^{n-k} q_{n-k, j} z^{j}
$$

$$
\begin{align*}
& =z^{n}+\sum_{j=1}^{n-1} q_{n-1, j-1} z^{j}-\sum_{\ell=0}^{n-1}\left(\sum_{k=1}^{n-j}\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} q_{n-k, j}\right) z^{\ell} \\
& =z^{n}+\sum_{\ell=1}^{n-1}\left(q_{n-1, j-1}-\sum_{k=1}^{n-j}\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} q_{n-k, j}\right) z^{\ell} \\
& \quad-\sum_{k=1}^{n}\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} q_{n-k, 0} \tag{দ}
\end{align*}
$$

Proposition 3.3. All matrices in $\mathcal{H}_{\left\{\theta_{k}\right\}}^{n \times n}(P)$ are non-derogatory ${ }^{2}$.
Proof. This follows from the irreducibility (as a matrix) of the upper Hessenberg matrix $\boldsymbol{H}$, because the $k$ th power of $\boldsymbol{H}$ has nonzero $k$ th subdiagonal.

DEFINITION 3.4. The characteristic height of a matrix is the height of its characteristic polynomial.

Remark 3.5. The height of a polynomial is in fact a norm, namely the infinity norm of the vector of coefficients. In number theory of polynomials, the 1-norm of the vector of coefficients is also used, and it is called the length of a polynomial in that literature. We do not use length here.

Proposition 3.6. For any matrix $\boldsymbol{A},-\boldsymbol{A}$ has the same characteristic height.
Proposition 3.7. For populations $P$ with maximal height 1, the maximal characteristic height of $\boldsymbol{H}_{n} \in \mathcal{H}_{\left\{\theta_{k}\right\}}^{n \times n}(P)$ occurs when $\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{i, i+k-1}=-1$ for $1 \leq i \leq n-k+1$ and $1 \leq k \leq n$.

Proof. Since $\left|s_{k}\right|=1$ and $\left|h_{i, j}\right| \leq 1$, max $\left|\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{i, i+k-1}\right| \leq 1$. Suppose $\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{i, i+k-1}=-1$. By Theorem 3.2

$$
\begin{equation*}
q_{n, 0}=-\sum_{k=1}^{n}\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} q_{n-k, 0}=\sum_{k=1}^{n} q_{n-k, 0} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{n, j}=q_{n-1, j-1}-\sum_{k=1}^{n-j}\left(\prod_{j=n-k+1}^{n-1} s_{j}\right) h_{n-k+1, n} q_{n-k, j}=q_{n-1, j-1}+\sum_{k=1}^{n-j} q_{n-k, j} \tag{3.8}
\end{equation*}
$$

Since $q_{0,0}=1$, and equations (3.7) and (3.8) are independent of $s$ and $h_{i, j}$, all $q_{n, j}$ must be positive and the maximum characteristic height is attained.

Remark 3.8. When all $s_{j}=1(\theta=0)$ and $h_{i, j}=-1$ for all $1 \leq i \leq j \leq n$, $\boldsymbol{H}_{n}$ attains maximal characteristic height. By Proposition 3.6, $s=-1(\theta=\pi)$ and $h_{i, j}=1$ will also attain maximal characteristic height. Both of these cases correspond to upper Hessenberg matrices with a Toeplitz structure as we explore in further detail in Section 4.

[^2]Definition 3.9. We say that $P$ is invariant under multiplication by a fixed unit $e^{i \theta}$ if $e^{i \theta} P=P$; that is, each entry of $P$, say $p$, is such that $e^{i \theta} p$ is also in $P$. Note that invariance with respect to $e^{i \theta}$ implies invariance with respect to $e^{-i \theta}$.

Theorem 3.10. Suppose $\boldsymbol{H}_{n} \in \mathcal{H}_{\left\{\theta_{k}\right\}}^{n \times n}(P)$ and $P$ is invariant under multiplication by each $e^{i \theta_{k}}$ and by $-e^{i \theta_{k}}$. Then $\boldsymbol{H}_{n}$ is similar to a matrix in $\mathcal{H}_{\{\pi\}}^{n \times n}(P)$, and similar to a matrix in $\mathcal{H}_{\{0\}}^{n \times n}(P)$.

Proof. We use induction. The case $n=1$ is vacuously upper Hessenberg. For completeness, we have

$$
\left[e^{i \theta_{k}}\right]\left[h_{11}\right]\left[e^{-i \theta_{k}}\right]=\left[h_{11}\right] \in \mathcal{H}_{\left\{\theta_{k}\right\}}^{1 \times 1}(P) .
$$

For $n>1$, partition the matrix as

$$
\left[\begin{array}{ccc}
h_{11} & h_{12} & \cdots
\end{array} h_{1 n}\left(\begin{array}{ccc}
s & & \\
& & \boldsymbol{H}_{n-1}
\end{array}\right]\right.
$$

where $s=e^{i \theta_{k}}$ for some $\theta_{k}$. Then conjugate by

$$
\begin{aligned}
& {\left[\begin{array}{lll}
1 & & \\
& e^{-i \theta_{k}} & \\
& & \boldsymbol{I}_{n-2}
\end{array}\right]\left[\begin{array}{ccc}
h_{11} & h_{12} \cdots & h_{1 n} \\
s & & \\
& & \boldsymbol{H}_{n-1}
\end{array}\right]\left[\begin{array}{lll}
1 & & \\
& e^{-i \theta_{k}} & \\
& & \boldsymbol{I}_{n-2}
\end{array}\right]^{-1} } \\
&=\left[\begin{array}{ccc}
h_{11} & e^{i \theta_{k}} h_{12} & \cdots \\
1 & \tilde{\boldsymbol{H}}_{n-1} &
\end{array}\right]
\end{aligned}
$$

Clearly $\tilde{\boldsymbol{H}}_{n-1}$ is in $\mathcal{H}_{\left\{\theta_{k}\right\}}^{n-1 \times n-1}(P)$. By induction the proof is complete. The proof for $-e^{i \theta k}$ and $\mathcal{H}_{\{\pi\}}^{n \times n}(P)$

Remark 3.11. For clarity, consider the case $n=2$ :

$$
\boldsymbol{H}=\left[\begin{array}{ll}
a & b  \tag{3.9}\\
s & c
\end{array}\right]
$$

where $a, b, c \in P$ and $s=e^{i \theta_{k}}$. Then, the following similarity transforms reduce the problem to one in $\mathcal{H}_{\{0\}}^{2 \times 2}(P)$ and one in $\mathcal{H}_{\{\pi\}}^{2 \times 2}(P)$.

$$
\begin{align*}
{\left[\begin{array}{cc}
1 & 0 \\
0 & e^{-i \theta_{k}}
\end{array}\right] \boldsymbol{H}\left[\begin{array}{cc}
1 & 0 \\
0 & e^{i \theta_{k}}
\end{array}\right] } & =\left[\begin{array}{cc}
a & b e^{i \theta_{k}} \\
1 & c
\end{array}\right]  \tag{3.10}\\
{\left[\begin{array}{cc}
1 & 0 \\
0 & -e^{-i \theta_{k}}
\end{array}\right] \boldsymbol{H}\left[\begin{array}{cc}
1 & 0 \\
0 & -e^{i \theta_{k}}
\end{array}\right] } & =\left[\begin{array}{cc}
a & -b e^{i \theta_{k}} \\
-1 & c
\end{array}\right] . \tag{3.11}
\end{align*}
$$

3.1. Zero Diagonal Upper Hessenberg Matrices. In this section we make the simplifying assumption that the diagonal of the matrix is zero. This amounts, in the event that a population is symmetric about zero, to looking at the distribution
about the average eigenvalue. This is precisely true in the Toeplitz case, but only indicative otherwise.

In this section we also investigate just when the matrices can be normal (that is, commute with their Hermitian transpose). Normal matrices have several nice properties; matrices that are not normal have interesting pseudospectra [18]. We find that for upper Hessenberg matrices, "normality" is atypical. In retrospect, this could have been expected.

Theorem 3.12. Let $\boldsymbol{A}_{n} \in \mathcal{Z}_{\{0\}}^{n \times n}(P)$ for $P=\left\{0, w_{1}, \ldots, w_{m}\right\}$ for some fixed positive integer $m$ and each $\left|w_{j}\right|=1$. If $\boldsymbol{A}_{n}$ is normal, i.e. $\boldsymbol{A}_{n}^{*} \boldsymbol{A}_{n}=\boldsymbol{A}_{n} \boldsymbol{A}_{n}^{*}$, then for $n \geq 3, \boldsymbol{A}_{n}$ is $w_{j}$-skew symmetric for some fixed $1 \leq j \leq m$ or $w_{j}$-skew circulant. These $2 m$ matrices ( $m$ symmetric $/ w_{j}$-skew symmetric, and $m w_{j}$-skew circulant matrices) are the only normal matrices in $\mathcal{Z}_{\{0\}}^{n \times n}(P)$. (For $n=1$, this is only [0]; for $n=2$, the symmetric and circulant cases coalesce, so that there are only $m$ such matrices.)

Proof. To prove this theorem, we establish a sequence of lemmas. First, we partition $\boldsymbol{A}_{n}$. Put

$$
\boldsymbol{A}_{n}=\left[\begin{array}{cc}
0 & \boldsymbol{T}^{*}  \tag{3.12}\\
\mathbf{e} & \boldsymbol{A}_{n-1}
\end{array}\right]
$$

where

$$
\mathbf{e}^{*}=\left[\begin{array}{llll}
1 & 0 & \cdots & 0 \tag{3.13}
\end{array}\right]
$$

and

$$
\boldsymbol{T}^{*}=\left[\begin{array}{llll}
t_{12} & t_{13} & \cdots & t_{1 n} \tag{3.14}
\end{array}\right]
$$

Then the conditions of normality are

$$
\boldsymbol{A}_{n} \boldsymbol{A}_{n}^{*}=\left[\begin{array}{cc}
\boldsymbol{T}^{*} \boldsymbol{T} & \boldsymbol{T}^{*} \boldsymbol{A}_{n-1}^{*}  \tag{3.15}\\
\boldsymbol{A}_{n-1} & \mathbf{e e}^{*}+\boldsymbol{A}_{n-1} \boldsymbol{A}_{n-1}^{*}
\end{array}\right]
$$

must equal

$$
\boldsymbol{A}_{n}^{*} \boldsymbol{A}_{n}=\left[\begin{array}{cc}
1 & \mathbf{e}^{*} \boldsymbol{A}_{n-1}  \tag{3.16}\\
\boldsymbol{A}_{n-1}^{*} \mathbf{e} & \boldsymbol{T} \boldsymbol{T}^{*}+\boldsymbol{A}_{n-1}^{*} \boldsymbol{A}_{n-1}
\end{array}\right]
$$

Lemma 3.13. The first row of $\boldsymbol{A}_{n}$ contains exactly one nonzero element, say $\tau$ in position $j(2 \leq j \leq n)$.

Proof.

$$
\begin{equation*}
\boldsymbol{T}^{*} \boldsymbol{T}=\sum_{j=2}^{n}\left|t_{i j}\right|^{2}=1 \tag{3.17}
\end{equation*}
$$

from the upper left corner. Since each nonzero element of $P$ has magnitude 1, exactly one entry must be nonzero.

Lemma 3.14. If $\boldsymbol{A}_{n-1}$ is normal then $\boldsymbol{T}=\tau \mathbf{e}$ and $\boldsymbol{A}_{n}$ is $\tau$-skew symmetric.

Proof. If $\boldsymbol{A}_{n-1}$ is normal, then $\boldsymbol{T} \boldsymbol{T}^{*}+\boldsymbol{A}_{n-1}^{*} \boldsymbol{A}_{n-1}$ being equal to ee ${ }^{*}+\boldsymbol{A}_{n-1} \boldsymbol{A}_{n-1}^{*}$ implies $\boldsymbol{T}^{*}=$ ee $^{*}$ so that $\boldsymbol{T}^{*}=\left[\begin{array}{llll}\tau^{*} & 0 & \cdots & 0\end{array}\right]$ for some $\tau$ with $|\tau|=1$. Then

$$
\boldsymbol{T}^{*} \boldsymbol{A}_{n-1}^{*}=\mathbf{e}^{*} \boldsymbol{A}_{n-1} \Rightarrow \tau^{*}\left[\begin{array}{llll}
1 & 0 & \cdots & 0 \tag{3.18}
\end{array}\right] \boldsymbol{A}_{n-1}^{*}=\mathbf{e}^{*} \boldsymbol{A}_{n-1}^{*}
$$

and this says $\tau^{*}$ times the first row of $\boldsymbol{A}_{n-1}^{*}$ is the first row of $\boldsymbol{A}_{n-1}$.
But the first row of $\boldsymbol{A}_{n-1}^{*}$ is $\left[\begin{array}{lllll}0 & 1 & 0 & \cdots & 0\end{array}\right]$ because $\boldsymbol{A}_{n-1}$ is upper Hessenberg with zero diagonal. Thus the first row of $\boldsymbol{A}_{n-1}$ is $\left[\begin{array}{lllll}0 & \tau^{*} & 0 & \cdots & 0\end{array}\right]$. Thus

$$
\boldsymbol{A}_{n}=\left[\begin{array}{c|c|c}
0 & \tau^{*} &  \tag{3.19}\\
\hline 1 & 0 & \tau^{*} \\
\hline & 1 & \boldsymbol{A}_{n-2}
\end{array}\right] \quad(\text { remember } n \geq 3)
$$

and

$$
\boldsymbol{A}_{n-1}=\left[\begin{array}{ll}
0 & \tau^{*}  \tag{3.20}\\
1 & \boldsymbol{A}_{n-2}
\end{array}\right]
$$

is normal. Because $\boldsymbol{A}_{n-1}$ is normal, and

$$
\boldsymbol{A}_{n-1}^{*}=\left[\begin{array}{lll}
0 & 1 &  \tag{3.21}\\
\tau & 0 & 1 \\
& \tau & \boldsymbol{A}_{n-2}^{*}
\end{array}\right]
$$

we have $\boldsymbol{A}_{n-1}^{*} \boldsymbol{A}_{n-1}=\boldsymbol{A}_{n-1} \boldsymbol{A}_{n-1}^{*}$ or

$$
\begin{aligned}
& {\left[\begin{array}{lll}
0 & 1 & \\
\tau & 0 & 1 \\
& 1 & \boldsymbol{A}_{n-2}
\end{array}\right]\left[\begin{array}{ccc}
0 & \tau^{*} & \\
1 & 0 & \tau^{*} \\
& 1 & \boldsymbol{A}_{n-2}
\end{array}\right] } \\
&=\left[\begin{array}{ccl}
1 & 0 & \tau^{*} \\
0 & 2 & \mathbf{e}_{n-2}^{*} \boldsymbol{A}_{n-2} \\
\tau & \tau \boldsymbol{A}_{n-2}^{+} \mathbf{e}_{n-2} & \mathbf{e e}^{*}+\boldsymbol{A}_{n-2}^{*} \boldsymbol{A}_{n-2}
\end{array}\right]
\end{aligned}
$$

must equal

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
0 & \tau^{*} & \\
1 & 0 & \tau^{*} \\
& 1 & \boldsymbol{A}_{n-2}
\end{array}\right]\left[\begin{array}{llll}
0 & 1 & \\
\tau & 0 & 1 & \\
& 1 & \boldsymbol{A}_{n-2}
\end{array}\right] } \\
&=\left[\begin{array}{ccl}
1 & 0 & \tau^{*} \\
0 & 2 & \mathbf{e}_{n-2}^{*} \boldsymbol{A}_{n-2} \\
\tau & \tau \boldsymbol{A}_{n-2}^{+} \mathbf{e}_{n-2} & \mathbf{e e}^{*}+\boldsymbol{A}_{n-2}^{*} \boldsymbol{A}_{n-2}
\end{array}\right]
\end{aligned}
$$

The lower left block gives $\mathbf{e e}^{*}+\boldsymbol{A}_{n-2} \boldsymbol{A}_{n-2}^{*}=\mathbf{e e}^{*}+\boldsymbol{A}_{n-2}^{*} \boldsymbol{A}_{n-2}$ so $\boldsymbol{A}_{n-2}$ must also be normal.

At this point, we see the outline of an induction:

$$
\boldsymbol{A}_{n}=\left[\begin{array}{l|l}
0 & \tau^{*}  \tag{3.22}\\
\hline 1 & \boldsymbol{A}_{n-1}
\end{array}\right]
$$

being normal with $\boldsymbol{A}_{n-1}$ also being normal implies that

$$
\boldsymbol{A}_{n-1}=\left[\begin{array}{l|l}
0 & \tau^{*}  \tag{3.23}\\
\hline 1 & \boldsymbol{A}_{n-2}
\end{array}\right]
$$

where $\boldsymbol{A}_{n-2}$ is normal. Explicit computation of the $n=3$ case shows the induction terminates.

We now consider the harder case where

$$
\boldsymbol{A}_{n}=\left[\begin{array}{cc}
0 & \boldsymbol{T}^{*}  \tag{3.24}\\
\mathbf{e}_{n-1} & \boldsymbol{A}_{n-1}
\end{array}\right]
$$

but where $\boldsymbol{A}_{n-1}$ is not itself normal. From Lemma 3.13 we know that $\boldsymbol{T}^{*}$ has only one nonzero element; call it $\tau^{*}$ as before. Then

$$
\boldsymbol{T T}^{*}=\left[\begin{array}{lllllll}
0 & & & & & &  \tag{3.25}\\
& \ddots & & & & & \\
& & 0 & & & & \\
& & & 1 & & & \\
& & & & 0 & & \\
& & & & & \ddots & \\
& & & & & & 0
\end{array}\right]
$$

while

$$
\mathbf{e e}^{*}=\left[\begin{array}{cccc}
1 & & &  \tag{3.26}\\
& 0 & & \\
& & \ddots & \\
& & & 0
\end{array}\right]
$$

and we may assume that the 1 in $\boldsymbol{T} \boldsymbol{T}^{*}$ does not occur in the first row and column (else we are in the previous case, and $\boldsymbol{A}_{n-1}$ will be normal). Here

is the departure of $\boldsymbol{A}_{n-1}$ from normality. We will establish that in fact

$$
\boldsymbol{T}^{*}=\left[\begin{array}{llllll}
0 & 0 & 0 & \cdots & 0 & \tau^{*} \tag{3.28}
\end{array}\right]
$$

and that

$$
\boldsymbol{A}_{n-1}=\left[\begin{array}{ccccc}
0 & & & &  \tag{3.29}\\
1 & 0 & & & \\
& 1 & 0 & & \\
& & \ddots & \ddots & \\
& & & 1 & 0
\end{array}\right]
$$

that is, the nonzero element can only occur in the last place. Notice that the upper left corner of equation (3.27) is, if the top row of $\boldsymbol{A}_{n-1}$ is $\left[\begin{array}{lllll}0 & a_{1,2} & a_{1,3} & \cdots & a_{1, n-1}\end{array}\right]$,

$$
\begin{equation*}
\sum_{j=2}^{n-1}\left|a_{1, j}\right|^{2}-1=-1 \tag{3.30}
\end{equation*}
$$

Therefore, all $a_{1, j}=0$ and the first row of $\boldsymbol{A}_{n-1}$ must be zero: i.e.

$$
\boldsymbol{A}_{n-1}=\left[\begin{array}{ccccc}
0 & 0 & 0 & \cdots & 0  \tag{3.31}\\
1 & 0 & a_{3,3} & \cdots & a_{2, n-1} \\
& 1 & 0 & \ddots & \vdots \\
& & \ddots & \ddots & a_{n-2, n-1} \\
& & & 1 & 0
\end{array}\right]
$$

Then,

$$
\boldsymbol{A}_{n-1} \boldsymbol{T}=\boldsymbol{A}_{n-1}^{*} \mathbf{e}=\left[\begin{array}{cccc}
0 & 1 & &  \tag{3.32}\\
0 & 0 & \ddots & \\
\vdots & & \ddots & 1 \\
0 & \cdots & \cdots & 0
\end{array}\right]\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right] .
$$

If

$$
\begin{equation*}
\boldsymbol{T}=\left[0,0, \ldots, 0, \tau^{*}, 0, \ldots, 0\right]^{*} \tag{3.33}
\end{equation*}
$$

then

$$
\begin{equation*}
\boldsymbol{A}_{n-1} \boldsymbol{T}=\left[0, \tau^{*} a_{2, j}^{*}, \ldots, \tau^{*} a_{j-1, j}, 0, \ldots, 0\right]^{*} \tag{3.34}
\end{equation*}
$$

which is impossible unless $j=n$ (when the $\tau$ term is not present). Therefore,

$$
\boldsymbol{A}_{n-1}=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 0  \tag{3.35}\\
1 & x & \cdots & x & 0 \\
& 1 & \ddots & \vdots & \vdots \\
& & \ddots & x & 0 \\
& & & 1 & 0
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
\boldsymbol{U} & 0
\end{array}\right]
$$

and

$$
\boldsymbol{A}_{n-1} \boldsymbol{A}_{n-1}^{*}-\boldsymbol{A}_{n-1}^{*} \boldsymbol{A}_{n-1}=\left[\begin{array}{lllll}
-1 & & & &  \tag{3.36}\\
& 0 & & & \\
& & \ddots & & \\
& & & 0 & \\
& & & 1
\end{array}\right]
$$

Since

$$
\boldsymbol{A}_{n-1}^{*}=\left[\begin{array}{cc}
0 & \boldsymbol{U}^{*}  \tag{3.37}\\
0 & 0
\end{array}\right]
$$

and

$$
\boldsymbol{A}_{n-1} \boldsymbol{A}_{n-1}^{*}=\left[\begin{array}{cc}
0 & 0  \tag{3.38}\\
0 & \boldsymbol{U} \boldsymbol{U}^{*}
\end{array}\right]
$$

and

$$
\begin{align*}
& \boldsymbol{A}_{n-1}^{*} \boldsymbol{A}_{n-1}=\left[\begin{array}{cc}
\boldsymbol{U}^{*} \boldsymbol{U} & 0 \\
0 & 0
\end{array}\right]  \tag{3.39}\\
& {\left[\begin{array}{cc}
0 & 0 \\
0 & \boldsymbol{U} \boldsymbol{U}^{*}
\end{array}\right]-\left[\begin{array}{cc}
\boldsymbol{U}^{*} \boldsymbol{U} & 0 \\
0 & 0
\end{array}\right]} \tag{3.40}
\end{align*}
$$

must be diagonal. Therefore, the first row of $\boldsymbol{U} \boldsymbol{U}^{*}$ must be zero except for the first element.

Remark 3.15. For $n=4$, and $P=\{0, i,-i\}(m=2)$ the following 4 matrices are normal:

| $w_{j}$ | $w_{j}$-skew symmetric | $w_{j}$-skew circulant |
| :---: | :---: | :---: |
| $i$ | $\left[\begin{array}{cccc}0 & i & 0 & 0 \\ 1 & 0 & i & 0 \\ & 1 & 0 & i \\ & 1 & 0\end{array}\right]$ | $\left[\begin{array}{cccc}0 & 0 & 0 & i \\ 1 & 0 & 0 & 0 \\ & 1 & 0 & 0 \\ & & 1 & 0\end{array}\right]$ |
| $-i$ | $\left[\begin{array}{cccc}0 & -i & 0 & 0 \\ 1 & 0 & -i & 0 \\ & 1 & 0 & -i \\ & & 1 & 0\end{array}\right]$ | $\left[\begin{array}{cccc}0 & 0 & 0 & -i \\ 1 & 0 & 0 & 0 \\ & 1 & 0 & 0 \\ & & 1 & 0\end{array}\right]$ |

3.2. Stable Matrices. An important question in dynamical systems (either continuous or discrete), especially in models in mathematical biology where we find the notion of sign-stability, is whether or not the system is stable. That is, does the solution of the system (or of perturbations to the system) ultimately decay to zero. The theory of eigenvalues is classically connected to this question. For Bohemians, the natural version of this is to ask what is the probability that the chosen Bohemian is stable? We investigate this question in this section.
3.3. Type I Stable Matrices. A Type I stable matrix $\boldsymbol{A}$ is a matrix with all of its eigenvalues strictly in the left half plane: if $\lambda$ is an eigenvalue of $A$ then $\Re(\lambda)<0$. This nomenclature comes from differential equations, in that all solutions of the linear system of ODEs $d y / d t=\boldsymbol{A} y$ will ultimately decay as $t \rightarrow \infty$ if $\boldsymbol{A}$ is a type I stable matrix.

If the matrix $\boldsymbol{A}$ is not normal, then pseudospectra can play a role, in that even though all solutions $y$ must ultimately decay, they might first grow large. See [18] for details.

By Theorem 3.12, only $2 m$ of the zero diagonal upper Hessenberg matrices with population $P=\{-1,0,+1\}$ are normal, where here $m=2$. Similarly, when the population is $P=\{0,+1\}$ then $m=1$ and only two matrices of every dimension are normal (the symmetric matrix with 1s on its upper diagonal, and the circulant matrix with a 1 in the last column of the first row).

Theorem 3.16. If $\operatorname{trace}(\boldsymbol{A})=0$, where $\boldsymbol{A} \in \mathbb{C}^{n \times n}$, then $\boldsymbol{A}$ is not type 1 stable.
Proof. Suppose $\boldsymbol{A}$ has eigenvalues $\left\{\lambda_{k}\right\}_{k=1}^{n}$. Then

$$
\begin{equation*}
\sum_{k=1}^{n} \lambda_{k}=\operatorname{trace}\left(\boldsymbol{A}_{n}\right)=0 \tag{3.41}
\end{equation*}
$$

Therefore, $\sum_{k=1}^{n} \operatorname{Re}\left(\lambda_{k}\right)=0$. This is $n$ times the average, and so the average is zero. Since the maximum $\operatorname{Re}\left(\lambda_{k}\right)$ must be larger than the average, this proves the theorem. $\square$

Corollary 3.17. No $\boldsymbol{A}_{n} \in \mathcal{Z}_{\left\{0_{n}\right\}}^{n \times n}(P)$ is type 1 stable.
3.4. Type II Stable matrices. A Type II Stable Matrix $\boldsymbol{A}$ has all its eigenvalues inside the unit circle. This class of matrices arises naturally on studying the simple linear recurrence relation $y_{n+1}=\boldsymbol{A} y_{n}$. Fairly obviously, all solutions of this difference equation will ultimately decay to 0 as $n \rightarrow \infty$ if and only if all eigenvalues of $\boldsymbol{A}$ are inside the unit circle (again, pseudospectra can play a role in the transient behaviour, sometimes significantly).

Theorem 3.18. If $\boldsymbol{A} \in \mathbb{Z}^{n \times n}$, then it is Type II stable if and only if it is nilpotent.
Proof. Suppose to the contrary that some eigenvalues are not zero.
The determinant of $\boldsymbol{A}$ must necessarily be an integer. If the integer is not zero, it is at least 1 in magnitude. The product of the eigenvalues is thus at least 1 in magnitude; hence there must be at least one eigenvalue that is at least 1 in magnitude.

If the matrix $\boldsymbol{A}$ has zero determinant but not all eigenvalues zero, then after factoring out $z^{m}$ for the multiplicity of the zero eigenvalue, the product of the other eigenvalues becomes the constant coefficient (what was the coefficient of $z^{m}$ in the original). This coefficient again must be an integer, and again at least one eigenvalue must be at least 1 in magnitude.

This proves the theorem, by contradiction.
Corollary 3.19. If $\boldsymbol{A}$ is Bohemian with integer population $P$, then it is Type II stable if and only if $\boldsymbol{A}$ is nilpotent.

Remark 3.20. We did not, in fact, use that the matrix came from a Bohemian family; only that its entries were integers.
4. Upper Hessenberg Toeplitz Matrices. Proposition 3.7 gives matrices in $\mathcal{H}_{\{0, \pi\}}^{n \times n}(\{-1,0,+1\})$ with maximal characteristic height. We noticed that they are Toeplitz matrices. This motivates our interest in upper Hessenberg Toeplitz matrices.

Consider upper Hessenberg matrices with a Toeplitz structure of the form

$$
\boldsymbol{M}_{n}=\left[\begin{array}{ccccc}
t_{1} & t_{2} & t_{3} & \cdots & t_{n}  \tag{4.1}\\
s & t_{1} & t_{2} & \cdots & t_{n-1} \\
0 & s & t_{1} & \cdots & t_{n-2} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & s & t_{1}
\end{array}\right]
$$

with $s=e^{i \theta_{k}}$. Again we require the matrix to be irreducible, that is, subdiagonal entries cannot be zero.

Definition 4.1. The set of all $n \times n$ upper Hessenberg Toeplitz Bohemians with upper triangle population $P$ and subdiagonal population from a discrete set of roots of unity, say $s \in\left\{e^{i \theta_{k}}\right\}$ where $\left\{\theta_{k}\right\}$ is some finite set of angles, is called $\mathcal{M}_{\left\{\theta_{k}\right\}}^{n \times n}(P)$.

We will restrict our analysis in this section to those matrices with population $\{-1,0,+1\}$ and subdiagonals fixed at 1 . We will denote this set by

$$
\mathcal{M}^{n \times n}=\mathcal{M}_{\{0\}}^{n \times n}(\{-1,0,+1\}) .
$$

We denote the characteristic polynomial $P_{n}(z) \equiv \operatorname{det}\left(z \boldsymbol{I}-\boldsymbol{M}_{n}\right)$ for $\boldsymbol{M}_{n} \in \mathcal{M}^{n \times n}$.
COROLLARY 4.2. The characteristic polynomial recurrence from Theorem 3.1 can be written for upper Hessenberg Toeplitz matrices in $\mathcal{M}_{\{0\}}^{n \times n}(P)$ as

$$
\begin{equation*}
P_{n}(z)=z P_{n-1}(z)-\sum_{k=1}^{n} t_{k} P_{n-k}(z) \tag{4.2}
\end{equation*}
$$

with the convention that $P_{0}(z)=1\left(\boldsymbol{M}_{0}=[]\right.$, the empty matrix).
Proof. For a matrix $\boldsymbol{M}_{n} \in \mathcal{M}_{\{0\}}^{n \times n}(P)$, the entries at the $i$ th row and the $i+$ $k-1$-th column for $1 \leq i \leq n-k+1$ (i.e. the $k-1$-th diagonal) are all equal to $t_{k}$. In equation (3.1), we can replace $h_{n-k+1, n}$ with $t_{k}(i=n-k+1)$ recovering equation (4.2).

Corollary 4.3. The characteristic polynomial recurrence from Theorem 3.2 can be written for upper Hessenberg Toeplitz matrices in $\mathcal{M}_{\{0\}}^{n \times n}(P)$ as

$$
\begin{align*}
& p_{n, n}=1  \tag{4.3a}\\
& p_{n, j}=p_{n-1, j-1}-\sum_{k=1}^{n-j} t_{k} p_{n-k, j} \quad \text { for } \quad 1 \leq j \leq n-1  \tag{4.3b}\\
& p_{n, 0}=-\sum_{k=1}^{n} t_{k} p_{n-k, 0}, \text { and }  \tag{4.3c}\\
& p_{0,0}=1 \tag{4.3d}
\end{align*}
$$

Proof. Performing the same replacement as above (a notational change), we recover equation (4.3).

Proposition 4.4. $p_{n, i}$ is independent of $t_{j}$ for $j>n-i$.

Proof. First, assume $p_{n, \ell}$ is a function of $t_{1}, \ldots, t_{n-\ell}$ for $\ell=i$ and all $n$. By Proposition 4.3

$$
\begin{equation*}
p_{n, \ell}=p_{n-1, \ell-1}-\sum_{k=1}^{n-\ell} t_{k} p_{n-k, \ell} . \tag{4.4}
\end{equation*}
$$

Isolating the $p_{n-1, \ell-1}$ term, we have

$$
\begin{equation*}
p_{n-1, \ell-1}=p_{n, \ell}+\sum_{k=1}^{n-\ell} t_{k} p_{n-k, \ell} \tag{4.5}
\end{equation*}
$$

The first term, $p_{n, \ell}$, is a function of $t_{1}, \ldots, t_{n-\ell}$. Each term $t_{k} p_{n-k, \ell}$ in the sum is a function of $t_{1}, \ldots, t_{n-k-\ell}, t_{k}$. Taking $k=n-\ell$, we have the sum is a function of $t_{1}, \ldots, t_{n-\ell}$. Hence, $p_{n-1, \ell-1}$ is a function of $t_{1}, \ldots, t_{n-1-(\ell-1)}=t_{n-\ell}$.

When $i=0$, by Proposition 4.3 we have

$$
\begin{equation*}
p_{n, 0}=-\sum_{k=1}^{n} t_{k} p_{n-k, 0} \tag{4.6}
\end{equation*}
$$

which is a function of $t_{1}, \ldots, t_{n}$.
Theorem 4.5. The set of distinct characteristic polynomials for all matrices $\boldsymbol{M}_{n} \in \square$ $\mathcal{M}^{n \times n}$ has cardinality $(\# P)^{n}$, which is the same as the cardinality of $\mathcal{M}^{n \times n}$. That is, each matrix in $\mathcal{M}^{n \times n}$ has a unique characteristic polynomial.

Proof. Let

$$
\boldsymbol{A}_{n}=\left[\begin{array}{ccccc}
a_{1} & a_{2} & a_{3} & \cdots & a_{n}  \tag{4.7}\\
1 & a_{1} & a_{2} & \cdots & a_{n-1} \\
0 & 1 & a_{1} & \cdots & a_{n-2} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & a_{1}
\end{array}\right]
$$

with $a_{k} \in P$ for $1 \leq k \leq n$. Let $R_{n}\left(z ; a_{1}, \ldots, a_{n}\right)$ be the characteristic polynomial of $\boldsymbol{A}_{n}$. Assume $P_{\ell}=R_{\ell}$ for $\ell<n$. By Proposition 4.2, for $\boldsymbol{A}_{n}$ and $\boldsymbol{M}_{n}$ to have the same characteristic polynomial we find

$$
\begin{equation*}
z P_{n-1}-\sum_{k=1}^{n} t_{k} P_{n-k}=z R_{n-1}-\sum_{k=1}^{n} a_{k} R_{n-k} \tag{4.8}
\end{equation*}
$$

Since $P_{\ell}=R_{\ell}$ for all $\ell<n$, and the $\sum_{k=1}^{n} t_{k} P_{n-k}$ and $\sum_{k=1}^{n} t_{k} R_{n-k}$ terms are polynomials of degree $n-1$ in $z$, we find $P_{n}=R_{n}$ only when $t_{k}=a_{k}$ for all $1 \leq k \leq n$ (the $z P_{n-1}$ and $z R_{n-1}$ terms are the only terms of degree $n$ in $z$ ). Hence, for each combination of $t_{k}$, no other upper Hessenberg Toeplitz matrix with $t_{k} \in P t$ and subdiagonal 1 has the same characteristic polynomial.

Proposition 4.6. The characteristic height of $\boldsymbol{M}_{n} \in \mathcal{M}^{n \times n}$ is maximal when $t_{k}=-1$ for $1 \leq k \leq n$.

Proof. Following from Proposition 3.7, the entries in the $i$ th row and $i+k-1$-th column for $1 \leq i \leq n-k+1$ correspond to $t_{k}$, after substituting $s=1$ we find $t_{k}=-1$ gives the maximal characteristic height.

Remark 4.7. We will see that other matrices also have maximal characteristic height. Therefore the matrix of Proposition 4.6 is not the only such, but it is an interesting one.

Remark 4.8. We do not use in any essential way that the population $P$ is just $\{-1,0,1\}$. The theorem is still true if $P$ is invariant with respect to all $s_{k}$ and contains elements of magnitude at most 1 . And contains the entries $\pm 1$ so that the maximum height is in fact achieved.

Proposition 4.9. Let $F \subset \mathbb{R}$ be a closed and bounded set with $a=\min F$, $b=\max F$ and $\# F \geq 2$. Let $\boldsymbol{M}_{n} \in \mathcal{M}_{\{0\}}^{n \times n}(F)$. If $|a| \geq|b|, M_{n}$ is of maximal characteristic height when $t_{k}=a$ for all $1 \leq k \leq n$. If $|b| \geq|a|, M_{n}$ is of maximal characteristic height for $t_{k}=a$ for $k$ even, and $t_{k}=b$ for $k$ odd.

Proof. First, consider the case when $|a| \geq|b|$. Since $a<b$ we find $a<0$. Let $\bar{t}_{k}=-t_{k}$. Writing Proposition 3.6 in terms of $\bar{t}_{k}$ gives

$$
\begin{align*}
& p_{n, n}=1,  \tag{4.9a}\\
& p_{n, j}=p_{n-1, j-1}+\sum_{k=1}^{n-j} \bar{t}_{k} p_{n-k, j} \text { for } 1 \leq j \leq n-1,  \tag{4.9b}\\
& p_{n, 0}=\sum_{k=1}^{n} \bar{t}_{k} p_{n-k, 0}, \text { and }  \tag{4.9c}\\
& p_{0,0}=1 . \tag{4.9d}
\end{align*}
$$

If all $\bar{t}_{k}$ are positive then $p_{n, j}$ must be positive for all $n$ and $j$. Hence, the maximal characteristic height is attained when $\bar{t}_{k}$ is maximal, or equivalently $t_{k}$ is minimal and negative. Thus $t_{k}=\min F=a$ gives maximal characteristic height.

Next, consider when $|b| \geq|a|$. Since $a<b$ we find $b>0$. By Proposition 3.6 we know that the characteristic height of $\boldsymbol{M}_{n}$ is equal to the characteristic height of $-\boldsymbol{M}_{n}$. Rewriting Proposition 4.3 for $-\boldsymbol{M}_{n}$ by substituting $p_{n, j}$ with $(-1)^{n-j} p_{n, j}$ we find the recurrence for the characteristic polynomial of $-\boldsymbol{M}_{n}$ :

$$
\begin{align*}
& p_{n, n}=1,  \tag{4.10a}\\
& p_{n, j}=p_{n-1, j-1}+\sum_{k=1}^{n-j}(-1)^{k-1} t_{k} p_{n-k, j} \text { for } 1 \leq j \leq n-1,  \tag{4.10b}\\
& p_{n, 0}=\sum_{k=1}^{n}(-1)^{k-1} t_{k} p_{n-k, 0}, \text { and }  \tag{4.10c}\\
& p_{0,0}=1 . \tag{4.10d}
\end{align*}
$$

Separating out the even and odd values of $k$ in the sums we can write the recurrence as

$$
\begin{align*}
& p_{n, n}=1,  \tag{4.11a}\\
& p_{n, j}=p_{n-1, j-1}+\sum_{k \text { odd }}^{n-j} t_{k} p_{n-k, j}-\sum_{k \text { even }}^{n-j} t_{k} p_{n-k, j} \quad \text { for } \quad 1 \leq j \leq n-1,  \tag{4.11b}\\
& p_{n, 0}=\sum_{k \text { odd }}^{n} t_{k} p_{n-k, 0}-\sum_{k \text { even }}^{n} t_{k} p_{n-k, 0}, \text { and } \tag{4.11c}
\end{align*}
$$

$$
\begin{equation*}
p_{0,0}=1 \tag{4.11d}
\end{equation*}
$$

The odd sums are maximal for $t_{k}=\max F=b$ and the even sums are maximal for $t_{k}=\min F=a$. Hence, the maximal characteristic height is attained for $t_{k}=b$ when $k$ is odd, and $t_{k}=a$ when $k$ is even.

When $|a|=|b|$, equations (4.9) and (4.11) are equivalent and the maximal height is attained both when $t_{k}=b$ for all $k$, and $t_{k}=b$ for $k$ odd and $t_{k}=a$ for $k$ even. $b$

Proposition 4.10. $\boldsymbol{M}_{n} \in \mathcal{M}^{n \times n}$ also attains maximal characteristic height when $t_{k}=(-1)^{k-1}$ for $1 \leq k \leq n$.

Proof. By Proposition 4.9, we have $F=\{-1,0,+1\}$ with $a=-1$, and $b=+1$. Thus $\boldsymbol{M}_{n}$ is also of maximal characteristic height for $t_{k}=b=+1$ for odd values of $k$, and $t_{k}=a=-1$ for even values of $k$.
4.1. Matrices with maximal characteristic height. In this section we restrict our analysis to those matrices in $\mathcal{M}^{n \times n}$ of maximal characteristic height. We denote this subset by $\overline{\mathcal{M}}^{n \times n}$. By proposition 4.6 this subset contains more than one element. Let $\tau_{n}$ be the characteristic height of $\overline{\mathcal{M}}^{n \times n}$ (the height is the same for all matrices in $\overline{\mathcal{M}}^{n \times n}$ ) and for each $\boldsymbol{M} \in \overline{\mathcal{M}}^{n \times n}$ let $\mu_{n}(\boldsymbol{M})$ be the largest degree of the term in the characteristic polynomial $\boldsymbol{M}$ which has

$$
\begin{equation*}
\pm \tau_{n}=a_{\mu_{n}}=\left[\lambda^{\mu_{n}}\right](\operatorname{det}(\lambda \mathbf{I}-\boldsymbol{M})) \tag{4.12}
\end{equation*}
$$

So

$$
\begin{equation*}
\operatorname{charpoly}(\boldsymbol{M})=a_{0}+a_{1} \lambda+\cdots \pm \tau_{n} \lambda^{\mu_{n}}+a_{\mu_{n}+1} \lambda^{\mu_{n}+1}+\cdots+\lambda^{n} \tag{4.13}
\end{equation*}
$$

and $\left|a_{\mu_{n}+1}\right|<\tau_{n}$. In Proposition 4.12, we prove that $\mu_{n}(\mathbf{M})$ is constant for $\overline{\mathcal{M}}^{n \times n}$. That is, the largest coefficient always appears at the same degree.

| $n$ | $\tau_{n}$ | $\mu_{n}$ | \# max char height |
| :---: | :---: | :---: | :---: |
| 2 | 2 | 1 | 6 |
| 3 | 5 | 1 | 6 |
| 4 | 12 | 1 | 6 |
| 5 | 27 | 1 | 6 |
| 6 | 66 | 2 | 18 |
| 7 | 168 | 2 | 18 |
| 8 | 416 | 2 | 18 |
| 9 | 1,008 | 2 | 18 |
| 10 | 2,528 | 3 | 54 |
| TABLE 4.1 |  |  |  |

Maximum height, $\tau_{n}$, degree of term of characteristic polynomial corresponding to maximum height, $\mu_{n}$, and the number of matrices in $\overline{\mathcal{M}}^{n \times n}$ for dimensions 2 to 10 .

Proposition 4.11. The characteristic height, $\tau_{n}$ is independent of $t_{j}$ for $j>$ $n-\mu_{n}$.

Proof. Let $\bar{P}_{n}$ be the characteristic polynomial of $\overline{\mathbf{M}}_{n} \in \overline{\mathcal{M}}^{n \times n}$. By Proposition 4.4, $p_{n, \mu_{n}}$ is independent of $t_{j}$ for $j>n-\mu_{n}$. Thus, $t_{j}$ for $j>n-\mu_{n}$ only affects $p_{n, k}$ for $k<\mu_{n}$. Since $\overline{\mathbf{M}}_{n}$ is of maximal height, $\left|p_{n, k}\right| \leq\left|p_{n, \mu_{n}}\right|$ for $k<\mu_{n}$ for all $t_{j} \in\{-1,0,+1\}$ with $j>n-\mu_{n}$.

Proposition 4.12. For fixed $n, \mu_{n}$ is the same for all $\overline{\mathbf{M}}_{n} \in \overline{\mathcal{M}}^{n \times n}$.
Proof. The characteristic polynomial of $\overline{\mathbf{M}}_{n}$ when $t_{k}=-1$ has the same coefficients as the characteristic polynomial of $\overline{\mathbf{M}}_{n}$ for $t_{k}=(-1)^{k-1}$ up to a sign change. By Proposition 4.11, changing any of the entries $t_{j}$ of $\overline{\mathbf{M}}_{n}$ for $j>n-\mu_{n}$ does not affect the value of $\mu_{n}$. Therefore $\mu_{n}$ is fixed.

Theorem 4.13. $\overline{\mathcal{M}}^{n \times n}$ contains $2 \cdot 3^{\mu_{n}}$ matrices.
Proof. By Proposition $4.6, t_{k}=-1$ for $1 \leq k \leq n$ gives maximal characteristic height. By Proposition 4.11, any combination of $t_{j} \in\{-1,0,+1\}$ for $j>n-\mu_{n}$ will not affect the characteristic height. Thus, the $3^{\mu_{n}}$ matrices with $t_{k}=-1$ for $1 \leq k \leq n-\mu_{n}$, and $t_{k} \in\{-1,0,+1\}$ for $n-\mu_{n}+1 \leq k \leq n$ all have maximal characteristic height. Similarly, by Proposition 4.10, $t_{k}=(-1)^{k-1}$ for $1 \leq k \leq n$ gives maximal characteristic height. Again, by Proposition 4.11, $3^{\mu_{n}}$ matrices with $t_{k}=(-1)^{k-1}$ for $1 \leq k \leq n-\mu_{n}$, and $t_{k} \in\{-1,0,+1\}$ for $n-\mu_{n}+1 \leq k \leq n$ all have maximal characteristic height.
4.2. More about characteristic polynomials of maximal height. In this section we restrict our analysis to the matrix $\widetilde{\boldsymbol{M}}_{n} \in \overline{\mathcal{M}}^{n \times n}$ with $t_{k}=-1$ for all $k$. By Proposition 4.6, $\widetilde{\boldsymbol{M}}_{n}$ is of maximal characteristic height. Call these special characteristic polynomials $\widetilde{P}_{n}(z)=\operatorname{det}\left(z \mathbf{I}-\widetilde{\boldsymbol{M}}_{n}\right)$.

Proposition 4.14. These characteristic polynomials $\widetilde{P}_{n}(z)$ satisfy the three-term recurrence relation

$$
\begin{equation*}
\widetilde{P}_{n+1}(z)=(z+2) \widetilde{P}_{n}(z)-z \widetilde{P}_{n-1}(z) \tag{4.14}
\end{equation*}
$$

with the initial conditions $\widetilde{P}_{0}(z)=1$ and $\widetilde{P}_{1}(z)=1+z$.
Proof. By equation 4.2 and proposition 4.6, and using the fact that $t_{k}=-1$, the polynomials satisfy the recurrence relation

$$
\begin{equation*}
\widetilde{P}_{n}(z)=z \widetilde{P}_{n-1}(z)+\sum_{k=1}^{n} \widetilde{P}_{n-k}(z) \tag{4.15}
\end{equation*}
$$

Relabeling the indices in the sum, and using the same relationship for $\widetilde{P}_{n+1}(z)$, we have

$$
\begin{equation*}
\widetilde{P}_{n}(z)=z \widetilde{P}_{n-1}(z)+\sum_{k=0}^{n-1} \widetilde{P}_{k}(z) \tag{4.16}
\end{equation*}
$$

and

$$
\begin{align*}
\widetilde{P}_{n+1}(z) & =z \widetilde{P}_{n}(z)+\sum_{k=0}^{n} \widetilde{P}_{k}(z) \\
& =z \widetilde{P}_{n}(z)+\widetilde{P}_{n}(z)+\sum_{k=0}^{n-1} \widetilde{P}_{k}(z) . \tag{4.17}
\end{align*}
$$

Subtracting the previous equation gives the proposition.
Proposition 4.15. $\widetilde{P}_{n}(z)$ is of the form

$$
\begin{equation*}
\widetilde{P}_{n}(z)=z^{n}+p_{n, n-1} z^{n-1}+\cdots+p_{n, 0} \tag{4.18}
\end{equation*}
$$

where each coefficient $p_{n, j}$ is positive for all $n$ and $j$.

Proof. When $t_{k}=-1$ for $1 \leq k \leq n$, Proposition 4.3 reduces to

$$
\begin{align*}
p_{n, n} & =1  \tag{4.19a}\\
p_{n, j} & =p_{n-1, j-1}+\sum_{k=1}^{n-j} p_{n-k, j} \quad \text { for } \quad 1 \leq j \leq n-1  \tag{4.19b}\\
p_{n, 0} & =\sum_{k=1}^{n} p_{n-k, 0}, \text { and }  \tag{4.19c}\\
p_{0,0} & =1 \tag{4.19d}
\end{align*}
$$

Since $p_{0,0}$ is positive, and all coefficients in the above equations are positive, $p_{n, j}$ must be positive for all $n$ and $j$.

Proposition 4.16. The generating function of the sequence $\left(p_{i, i}, p_{i+1, i}, \ldots\right)$ for all $i \geq 0$ is

$$
\begin{equation*}
G_{i}(x)=\left(\frac{1-x}{1-2 x}\right)^{i+1} \tag{4.20}
\end{equation*}
$$

According to links from [31], this is the generating function for so-called weak compositions: therefore, $p_{n, k}$ gives the number of compositions of $n$ with exactly $k$ zeros. See also [24].

Proof. Omitted for length. See the arXiv version of this paper for details. $\quad$.
Remark 4.17. The coefficients $p_{n, k}$ are given by the OEIS sequence A105306 [32] and A062110 [31] for the "number of directed column-convex polynomials of area $n$, having the top of the right-most column at height $k$." We have $p_{n, k}=T_{n+1, k+1}$ where

$$
T_{n, k}=\left\{\begin{array}{cl}
\sum_{j=0}^{n-k-1}\binom{k+j}{k-1}\binom{n-k-1}{j} & \text { if } k<n  \tag{4.21}\\
1 & \text { if } k=n
\end{array}\right.
$$

Maple "simplifies" this to

$$
T_{n, k}=\left\{\begin{array}{cl}
k F\left(\begin{array}{c|}
k+1, k+1-n \\
2
\end{array}\right. & \text { if } n \neq k  \tag{4.22}\\
1 & \text { if } n=k
\end{array}\right.
$$

where $F(\cdot)$ is the hypergeometric function defined as

$$
F\left(\begin{array}{c|c}
a, b & z  \tag{4.23}\\
c &
\end{array}\right)=\sum_{n=0}^{\infty} \frac{a^{\bar{n}} b^{\bar{n}}}{c^{\bar{n}}} \frac{z^{n}}{n!}
$$

where $q^{\bar{n}}$ ( $q$ to the $n$ rising) is $q \cdot(q+1) \cdots(q+n-1)$. As stated previously, these also count the number of weak compositions of $n$ with exactly $k$ zeros.

Remark 4.18. This implies that an exact formula for the coefficient $p_{n, k}$ is

$$
\begin{equation*}
p_{n, k}=(k+1) \sum_{m=0}^{n-k-1} \frac{(k+2)^{\bar{m}}(n-k-1)^{\bar{m}}}{2^{\bar{m}} m!} . \tag{4.24}
\end{equation*}
$$

It is possible that the approximate formula for $\mu_{n}$ given earlier, placed into this formula, would allow detailed understanding of the asymptotics of $\tau_{n}$.

Proof. The proof is again omitted for length.
Proposition 4.19. The characteristic polynomials have the ordinary generating function

$$
\begin{equation*}
\widetilde{G}=\frac{1-x}{z x^{2}-(z+2) x+1}=\sum_{n \geq 0} \widetilde{P}_{n}(z) x^{n} \tag{4.25}
\end{equation*}
$$

Proof. Straightforward from the recurrence relation above: $\widetilde{G}-(z+2) x \widetilde{G}+z x^{2} \widetilde{G}=$ $p_{0}(z)+\left(\widetilde{P}_{1}(z)-(z+2) \widetilde{P}_{0}(z)\right) x=1-x$.

Theorem 4.20. The maximum characteristic height, $\tau_{n}$, of any upper Hessenberg Bohemian with population $\{-1,0,1\}$ lies between the following bounds:

$$
\begin{equation*}
\frac{F_{2 n+1}}{n+1}<\tau_{n}<F_{2 n+1} \tag{4.26}
\end{equation*}
$$

Here $F_{k}$ is the kth Fibonacci number, with the conventional numbering given by $F_{n+1}=F_{n}+F_{n-1}$ with $F_{0}=0$ and $F_{1}=1$.
To prove this, we first establish a lemma, using the recurrence relation.
LEMMA 4.21. The value of $\widetilde{P}_{n}(z)$ when $z=1$ is a Fibonacci number, namely $\widetilde{P}_{n}(1)=F_{2 n+1}$.

Proof. (of lemma): This follows from the recurrence relation $\widetilde{P}_{n+1}(z)=(z+$ 2) $\widetilde{P}_{n}(z)-z \widetilde{P}_{n-1}(z)$ on substituting $z=1$ to get $\widetilde{P}_{n+1}(1)=3 \widetilde{P}_{n}(1)-\widetilde{P}_{n-1}(1)$ with $\widetilde{P}_{0}(1)=1$ and $\widetilde{P}_{1}(1)=2$. Standard methods for solving recurrence relations show that $\widetilde{P}_{n}(1)=(\sqrt{5} / 10+1 / 2)(3 / 2+\sqrt{5} / 2)^{n}+(-\sqrt{5} / 10+1 / 2)(3 / 2-\sqrt{5} / 2)^{n}$ and this is seen by inspection to be $F_{2 n+1}$, because $3 / 2+\sqrt{5} / 2=(1 / 2+\sqrt{5} / 2)^{2}$.

Proof. (of Theorem): We have seen that the characteristic polynomial has positive coefficients. Therefore $\tau_{n}<\widetilde{P}_{n}(1)=\sum_{k=0}^{n} p_{n, k}$. By the previous lemma, $\widetilde{P}_{n}(1)=F_{2 n+1}$. This establishes the upper bound. The lower bound follows since the arithmetic mean of the coefficients cannot be larger than the maximum, and indeed must be smaller since at least one coefficient of $\widetilde{P}_{n}(z)$ is 1 because the polynomial is monic.

COnJECTURE 4.22. The maximum characteristic height, $\tau_{n}$, approaches the exponentially growing function $C F_{2 n+1} / \sqrt{n+1}$ as $n \rightarrow \infty$ for some constant $C$. Our experiments indicate that $C \doteq 0.7701532$.

Remark 4.23. This limit is illustrated in Figure 4.1, motivating this conjecture. This conjectured behaviour seems to be a constant times the geometric mean of the lower and upper bounds of Theorem 4.20. Our experimental evidence suggests that the relative error is $O(1 /(n+1))$, but the detailed behaviour is very interesting, and reminiscent of the images of $\sin (n)$ in [22].

Proposition 4.24. The characteristic polynomial of $\widetilde{\boldsymbol{M}}_{n}$ is

$$
\begin{align*}
\widetilde{P}_{n}(z)= & \sum_{\ell=0}^{\lfloor n / 2\rfloor}\binom{n}{2 \ell}\left(\frac{z}{2}+1\right)^{n-2 \ell}\left(1+\frac{z^{2}}{4}\right)^{\ell} \\
& +\frac{z}{2} \sum_{\ell=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor}\binom{n}{2 \ell+1}\left(\frac{z}{2}+1\right)^{n-2 \ell-1}\left(1+\frac{z^{2}}{4}\right)^{\ell} \tag{4.27}
\end{align*}
$$



FIG. 4.1. Asymptotic behaviour of the maximum characteristic height $\tau_{n}$. With the conjectured $G_{n}=C \cdot F_{2 n+1} / \sqrt{n+1}$ for $C \doteq 0.7701532$ and $F_{k}$ the kth Fibonacci number, we graph $s=$ $(n+1) \cdot\left(G_{n} / \tau_{n}-1\right)$ which is $(n+1)$ times the relative difference $G_{n} / \tau_{n}-1$. This shows evidence that $\tau_{n}=G_{n}\left(1+\tilde{O}\left((n+1)^{-1}\right)\right)$, where we leave the meaning of the $\tilde{O}$-symbol carefully unspecified in this conjecture.

Proof. Straightforward but tedious analysis of the linear recurrence relation or, equivalently, the generating function.
4.3. A Connection with Compositions. Consider the case with symbolic entries $t_{i}$, and subdiagonals -1 for convenience with minus signs in the formulae. For
instance, the 5 by 5 example upper Hessenberg Toeplitz matrix is

$$
\mathbf{M}_{5}=\left[\begin{array}{ccccc}
t_{1} & t_{2} & t_{3} & t_{4} & t_{5}  \tag{4.28}\\
-1 & t_{1} & t_{2} & t_{3} & t_{4} \\
0 & -1 & t_{1} & t_{2} & t_{3} \\
0 & 0 & -1 & t_{1} & t_{2} \\
0 & 0 & 0 & -1 & t_{1}
\end{array}\right]
$$

In this section we consider what happens when we take determinants $P_{n}(z)=\operatorname{det}(z \mathbf{I}-$ $\mathbf{M}_{n}$ ). Examining $P_{0}(0), P_{1}(0), P_{2}(0), P_{3}(0)$, and $P_{4}(0)$, and in particular $P_{k}(0)$ (i.e. $\left.\operatorname{det}\left(-\mathbf{M}_{k}\right)\right)$ we see that

$$
\begin{align*}
& P_{0}(0)=1 \text { by convention }  \tag{4.29}\\
& P_{1}(0)=t_{1}  \tag{4.30}\\
& P_{2}(0)=t_{1}^{2}+t_{2}  \tag{4.31}\\
& P_{3}(0)=t_{1}^{3}+2 t_{1} t_{2}+t_{3}  \tag{4.32}\\
& P_{4}(0)=t_{1}^{4}+3 t_{1}^{2} t_{2}+2 t_{1} t_{3}+t_{2}^{2}+t_{4} \tag{4.33}
\end{align*}
$$

One may interpret these (looking at the subscripts) as compositions: $2=1+1=2$; $3=1+1+1=1+2=2+1=3 ; 4=1+1+1+1=2+1+1=1+2+1=$ $1+1+2=1+3=3+1=2+2=4$. The number of compositions of $n$ is $2^{n-1}$, which we get if all $t_{j}=1$. The paper [30] shows a connection between compositions, Hessenberg matrices, and Fibonacci numbers. In this section we merely remark on the connection.

From the Wikipedia entry on composition (combinatorics), "a composition of an integer $n$ is a way of writing $n$ as the sum of a sequence of strictly positive integers" [37]. We mentioned earlier that $p_{n, k}$ is reported in links from [31] to be the number of "weak compositions" of $n$ with exactly $k$ zeros, although we have not proved that here. The notion of a "weak" composition extends the notion of composition.

One may interpret the recurrence relation

$$
\begin{equation*}
p_{n, 0}=\sum_{k=1}^{n} t_{k} p_{n-k, 0} \tag{4.34}
\end{equation*}
$$

from Proposition 4.3 as saying that to generate a composition of $n$, you get the composition of $n-k$ and then add the number " $k$ " to them; adding these together gives all compositions. For example, when $n=5$ we have $p_{0,0}=1, p_{1,0}=t_{1}$, $p_{2,0}=t_{1}^{2}+t_{2}, p_{3,0}=t_{1}^{3}+2 t_{1} t_{2}+t_{3}$, and $p_{4,0}=t_{1}^{4}+3 t_{1}^{2} t_{2}+2 t_{1} t_{3}+t_{2}^{2}+t_{4}$. Then

$$
\begin{aligned}
p_{5,0} & =t_{1} p_{4,0}+t_{2} p_{3,0}+t_{3} p_{2,0}+t_{4} p_{1,0}+t_{5} p_{0,0} \\
& =t_{1}^{5}+3 t_{1}^{3} t_{2}+2 t_{1}^{2} t_{3}+t_{1} t_{2}^{2}+t_{1} t_{4}+t_{2} t_{1}^{3}+2 t_{1} t_{2}^{2}+t_{2} t_{3}+t_{1}^{2} t_{3}+t_{2} t_{3}+t_{4} t_{1}+t_{5} \\
& =t_{1}^{5}+4 t_{1}^{3} t_{2}+3 t_{1}^{2} t_{3}+3 t_{1} t_{2}^{2}+2 t_{1} t_{4}+2 t_{2} t_{3}+t_{5}
\end{aligned}
$$

Remark 4.25. This determinant also contains the whole characteristic polynomial. Simply replace $t$, with $t_{1}-z$ and we get $\operatorname{det}\left(\mathbf{M}_{n}-z \mathbf{I}\right)=(-1)^{n} P_{n}$. This suggests that "compositions with all parts bigger than 1 " can be used to generate all compositions. This fact is well-known. The combinatorial analysis of this recurrence formula is not quite trivial.
5. Motivating interest in Bohemians. In this section we discuss some details of our motivations for investigating these matrices. Typical computational puzzles arise for us on asking simple-looking questions such as "how many $6 \times 6$ matrices with the population $\{-1,0,+1\}$ are singular." Such a question helps to understand the probability of encountering singularity when matrices are drawn "at random" from such a collection. The answer is not known as we write this, although we can give a probabilistic estimate ( 0.205 after $20,000,000$ sample determinants ${ }^{3}$ ): brute computation seems futile to find the exact number, because there are $3^{36} \doteq 1.7 \times 10^{17}$ such matrices. We do know the answers up to size five by five: The number of $n$ by $n$ singular matrices with population $\{-1,0,+1\}$ is, for $n=1,2,3,4$, and 5 , just 1 , $33,7,875,15,099,201$, and $237,634,987,683$. This represents fractions of their numbers $\left(3^{n^{2}}\right)$ of $0.333,0.407,0.400,0.351$, and 0.280 , respectively.

Even though we do not yet know the exact answers to these questions, such matrix families can be both useful and interesting. For instance, one may use discrete optimization over a family to look for improved growth factor bounds [23]. Matrices with the population $\{-1,0,+1\}$ have minimal height over all integer matrices; finding a matrix in this family which has a given polynomial $p(\lambda) \in \mathbb{Z}[\lambda]$ as characteristic polynomial identifies a so-called "minimal height companion matrix", which may confer numerical benefits.

Recently the study of eigenvalues of structured Bohemians (e.g. tridiagonal, complex symmetric) has been undertaken and several puzzling features are seen resulting from extensive experimental computations. For instance, some of the images at bohemianmatrices.com/gallery show common features including "holes".

Visible features of graphs of roots and eigenvalues from structured families of polynomials and matrices have been previously studied. One well-known set of polynomials whose roots produce interesting pictures are the Littlewood polynomials,

$$
\begin{equation*}
p(x)=\sum_{i=0}^{n} a_{i} x^{i} \tag{5.1}
\end{equation*}
$$

where $a_{i} \in\{-1,+1\}$. These polynomials have been studied in [1], [3], [4], and [5]. Similarly, polynomials with coefficients $\{0,1\}$ (also called Newman polynomials) have been studied by Odlyzko and Poonen [28].

The eigenvalues of bounded height marices raise many questions, ranging from whether the sets are (ultimately, as $n \rightarrow \infty$ ) fractals and what the boundaries of the sets are, to questions about the holes in the images and their possible connection to various properties. Answers to some of these questions, particularly the ones involving the holes, have been shown to have some significance in number theory [2]. Roots of other polynomials have also been visualized; for more, see Christensen's ${ }^{4}$ and Jörgenson's ${ }^{5}$ web pages.

Corless used a generalization of the Littlewood polynomial (to Lagrange bases). In his paper [12], he gave a new kind of companion matrix for polynomials expressed in a Lagrange basis. He used generalized Littlewood polynomials as test problems for his algorithm.
"The Bohemian Eigenvalue Project" was first presented as a poster [15] at the East Coast Computer Algebra Day (ECCAD) 2015. The poster focused on preliminary results and many of the questions raised when visualizing the distributions of

[^3]Bohemian eigenvalues over the complex plane. In particular, the poster focused on "eigenvalue exclusion zones" (i.e. distinct regions within the domain of the eigenvalues where no eigenvalues exist), computational methods for visualizing eigenvalues, and some results on eigenvalue conditioning over distributions of random matrices.

In Chan's Master's thesis [8], she extended Piers W. Lawrence's construction of the companion matrix for the Mandelbrot polynomials $[13,14]$ to other families of polynomials, mainly the Fibonacci-Mandelbrot polynomials and the NarayanaMandelbrot polynomials. What is relevant here about this construction is that these matrices are upper Hessenberg and contain entries from a constrained set of numbers: $\{-1,0\}$, and therefore fall under the category of being Bohemian upper Hessenberg. Both the Fibonacci-Mandelbrot matrices and Narayana-Mandelbrot matrices are also Bohemian upper Hessenberg, but the set that the entries draw from is $\{-1,0,+1\}$. At the time of submission for Chan's Master's thesis, the largest number of eigenvalues successfully computed (using a machine with 32 GB of memory) were $32,767,17,710$, and 18,559 for the Mandelbrot, Fibonacci-Mandelbrot, and Narayana-Mandelbrot matrices, respectively. This makes the $16^{\text {th }}$ Mandelbrot matrix the "largest" Bohemian that we have solved at the time we write this paper.

These new constructions led Chan and Corless to a new kind of companion matrix for polynomials of the form $c(z)=z a(z) b(z)+c_{0}$. A first step towards this was first proved using the Schur complement in [9]. Knuth then suggested that Chan and Corless look at the Euclid polynomials [10], based on the Euclid numbers. It was the success of this construction that led to the realization that this construction is general, and gives a genuinely new kind of companion matrix. Similar to the previous three families of matrices, the Euclid matrices are also upper Hessenberg and Bohemian, as the entries are comprised from the set $\{-1,0,+1\}$. In addition, an interesting property of these companion matrices is that their inverses are also Bohemian with the same population, a property which we call "the matrix family having rhapsody [11]."

As an extension of this generalization, Chan et al. [11] showed how to construct linearizations of matrix polynomials, particularly of the form $z \mathbf{a}(z) \mathbf{d}_{0}+\mathbf{c}_{0}, \mathbf{a}(z) \mathbf{b}(z)$, $\mathbf{a}(z)+\mathbf{b}(z)$ (when $\operatorname{deg}(\mathbf{b}(z))<\operatorname{deg}(\mathbf{a}(z))$, and $z \mathbf{a}(z) \mathbf{d}_{0} \mathbf{b}(z)+\mathbf{c}_{0}$, using a similar construction.
6. Concluding Remarks. The class of upper Hessenberg Bohemians gives a useful way to study Bohemians in general. This is an instance of Polya's adage "find a useful specialization" [29, p. 190]. Because these classes are simpler than the general case, we were able to establish several theorems. Note that the three families $\mathcal{H}_{\{0\}}^{n \times n}(\{0,+1\}), \mathcal{H}_{\{0\}}^{n \times n}(\{-1,+1\})$, and $\mathcal{Z}_{\{0\}}^{n \times n}(\{-1,0,+1\})$ are all subfamilies of $\mathcal{H}_{\{0\}}^{n \times n}(\{-1,0,+1\})$.

We extended the formulae for the characteristic polynomials to upper Hessenberg Toeplitz matrices in Proposition 4.6 and Proposition 4.10. In Proposition 4.20 we showed that the maximal characteristic height of upper Hessenberg matrices in $\mathcal{H}_{\{0\}}^{n \times n}(\{-1,0,+1\})$ is at least $F_{2 n+1} /(n+1)$. In Theorem 4.13 we show that the number of upper Hessenberg Toeplitz matrices of maximal height in $\mathcal{M}_{\{0\}}^{n \times n}(\{-1,0,+1\})$ is $3 \cdot 2^{\mu_{n}}$ where $\mu_{n}$ is the maximum degree of the coefficient of the characteristic polynomial whose coefficient, in absolute value, is the height. We noted several connections to combinatorial works, such as [24].

We also explored some properties of zero diagonal upper Hessenberg Bohemians. In Theorem 3.12, we show that the subset of these matrices that are normal are always symmetric, $w_{j}$-skew symmetric for some fixed $1 \leq j \leq m$, or $w_{j}$-skew circulant. In

Theorem 3.16, we showed that no $\boldsymbol{H} \in \mathcal{Z}_{\left\{\theta_{k}\right\}}^{n \times n}(P)$ is stable.
Searching for nilpotent matrices in various classes of Bohemians turns up several puzzles. For instance, it seems clear from our experiments that the only nilpotent matrix in $\mathcal{H}_{\{0\}}^{n \times n}(\{0,+1\})$ is the (transpose of the) complete Jordan block of $n$ zero eigenvalues; contrariwise the irregular behaviour for $\mathcal{H}_{\{0\}}^{n \times n}(\{-1,+1\})$ is very puzzling.
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