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#### Abstract

File LoeschianConstant-16-Arxiv.tex) For every modulus $q \geqslant$ 3 , we define a family of subsets $\mathcal{A}$ of the multiplicative group $(\mathbb{Z} / q \mathbb{Z})^{\times}$for which the Euler product $\prod_{p \bmod q \in \mathcal{A}}\left(1-p^{-s}\right)$ can be computed in double exponential time, where $s>1$ is some given real number. We provide a Sage script to do so, and extend our result to compute Euler products $\prod_{p \in \mathcal{A}} F(1 / p) / G(1 / p)$ where $F$ and $G$ are polynomials with real coefficients, when this product converges absolutely. This enables us to give precise values of several Euler products intervening in Number Theory.


## 1. Introduction

At the beginning of our query lie two constants that appear in the paper [2] by É. Fouvry, C. Levesque and M. Waldschmidt. On following this paper, they are

$$
\begin{equation*}
\alpha_{0}^{(3)}=\frac{1}{2^{1 / 2} 3^{1 / 4}} \prod_{p \equiv 2[3]}\left(1-\frac{1}{p^{2}}\right)^{-1 / 2} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{0}=\frac{3^{1 / 4} \sqrt{\pi}}{2^{5 / 4}} \frac{\log (2+\sqrt{3})^{1 / 4}}{\Gamma(1 / 4)} \prod_{p \equiv 5,7,11[12]}\left(1-\frac{1}{p^{2}}\right)^{-1 / 2} . \tag{2}
\end{equation*}
$$

Both occur in number theory as densities. The number of integers $n$ of the shape $n=x^{2}-x y+y^{2}$, where $x$ and $y$ are integers (these are the so-called Loeschian numbers, see sequence A003136 of [10]) is given by

$$
\begin{equation*}
N(x)=\alpha_{0}^{(3)} \frac{x(1+o(1))}{\sqrt{\log x}} . \tag{3}
\end{equation*}
$$

This accounts for our interest in the first constant. The second one occurs because the number of Loeschian numbers that are also sums of two squares (see sequence A301430 of [10]) is given by

$$
N^{\prime}(x)=\beta_{0} \frac{x(1+o(1))}{(\log x)^{3 / 4}} .
$$

The question we address here is devising a fast manner to compute the intervening Euler products. From sequence A301429 of [10], we know that $\alpha_{0}^{(3)}=$ $0.638909 \ldots$ but we would like (much!) more digits. Similarly it is known that $\beta_{0}=0.30231614235 \ldots$

Theorem 1.1. We have

$$
\begin{aligned}
\alpha_{0}^{(3)}= & 0.63890940544534388225494267492824509375497550802912 \\
& 33454216923657080763100276496582468971791125286643 \cdots
\end{aligned}
$$

[^0]and
\[

$$
\begin{array}{r}
\beta_{0}=0.30231614235706563794776990048019971560241279518936 \\
96454588678412888654487524105108994874678139792727 \ldots
\end{array}
$$
\]

Our method is more general and allows one to compute Euler products of the shape

$$
\prod_{p \in \mathcal{A} \bmod q}\left(1-p^{-s}\right)^{-1}
$$

for any $s$ with $\Re s>1$ and some subsets $\mathcal{A}$ of $(\mathbb{Z} / q \mathbb{Z})^{\times}$. We use a set of identities that lead to fast convergent formulae. The use of a similar formula for scientific computations can be found in [14, equation (15)] by D. Shanks. This author's approach has been put in a general context by P. Moree \& D. Osburn in [7, equation (3.2)]. On looking closely, we see that an accurate value of $\alpha_{0}^{(3)}$ already follows from this paper. The formulae we prove have a wider reach, though they fail to exhaust the problem. The reader may want to read subsection 2.2 now to understand the initial idea. In the simplest form, we produce a formula that links for instance $\zeta(s ; 12,1)=\prod_{p \equiv 1[12]}\left(1-p^{-s}\right)^{-1}$ to $\zeta(2 s ; 12,1)$. We then reuse this formula to change $2 s$ in $4 s$, and so on, and we finally use $\zeta\left(2^{r} s ; 12,1\right)=1+\mathcal{O}\left(1 / 2^{s 2^{r}}\right)$. This is analogous to D. Shanks scheme in [14]. In the general case however, we link values at $s$ with values at $d s$ for some $d>1$, but these values are not the one of the same function, but of some companion functions. This means that we have to work simultaneously with several players. Let us first define these companions, which are all the products we propose to compute.

When $K$ is a cyclic subgroup of $(\mathbb{Z} / q \mathbb{Z})^{\times}$, we denote by $A(K)$ the set of elements $x$ from $(\mathbb{Z} / q \mathbb{Z})^{\times}$such that the subgroup $\langle x\rangle$ generated by $x$ is equal to $K$. We note that the sets $A(K)$, when $K$ ranges though the set of cyclic subgroups of $(\mathbb{Z} / q \mathbb{Z})^{\times}$, determine a partition of $(\mathbb{Z} / q \mathbb{Z})^{\times}$. A subset $\mathcal{A}$ of $(\mathbb{Z} / q \mathbb{Z})^{\times}$is said to be a latticeinvariant class if it is of the form $A(K)$ for some cyclic subgroup $K$ of $(\mathbb{Z} / q \mathbb{Z})^{\times}$, i.e. if all its elements generate the same subgroup (see Definition 3.1 below). Here is a consequence of our approach.

Theorem 1.2. Let $q$ be some modulus and $\mathcal{A}$ be a lattice-invariant class of $(\mathbb{Z} / q \mathbb{Z})^{\times}$. For every $s>1$, the product

$$
\zeta(s ; q, \mathcal{A})=\prod_{p \text { mod } q \in \mathcal{A}}\left(1-p^{-s}\right)^{-1}
$$

can be computed in double-exponential time.
This theorem applies in particular to $\mathcal{A}=\{1\}$ and to $\mathcal{A}=\{-1\}$ and this is enough to compute $\beta_{0}$ and $\alpha_{0}^{(3)}$. The last section contains numerical examples. The material of this paper has been used to write the script

## LatticeInvariantEulerProducts-02.sage

which we shorten below in LIEP. sage and which can be found on the second author website. We give some details about this script when developing the proof below.

We produce in Proposition 7.3 an explicit expression for the number $\left|G^{\sharp}\right|=|\mathscr{G}|$ of lattice-invariant classes. Though our formula is only a sum of non-negative summands that are multiplicative expressions, its order of magnitude is not obvious when $q$ has numerous prime factors. We have for instance not been able to establish that $\left|G^{\sharp}\right| \ll_{\epsilon} q^{\epsilon}$ (for every positive $\epsilon$ ) though this was our initial guess.

Notation. When $\mathcal{A}$ is a subset of $(\mathbb{Z} / q \mathbb{Z})^{\times}$, we define $\langle\mathcal{A}\rangle$ to be the (multiplicative) subgroup generated by $\mathcal{A}$, and when $\mathcal{A}=\{a\}$, we may shorten $\langle\{a\}\rangle$ in $\langle a\rangle$.

When additionally $P \geqslant 2$ is some real parameter, we define

$$
\begin{equation*}
\zeta(s ; q, \mathcal{A})=\prod_{\substack{p \bmod q \in \mathcal{A}, p \geqslant P}}\left(1-p^{-s}\right)^{-1} \tag{4}
\end{equation*}
$$

This is in accordance with the notation of Theorem 1.2. We define further

$$
\begin{equation*}
L_{P}(s, \chi)=\prod_{p \geqslant P}\left(1-\chi(p) / p^{s}\right)^{-1} . \tag{5}
\end{equation*}
$$

Precise statement of the main result. Let $q>1$ be a modulus. Let $G_{0}$ be a subgroup of $G=(\mathbb{Z} / q \mathbb{Z})^{\times}$and let $G_{0}^{\perp}$ be the subgroup of characters that take the value 1 on $G_{0}$. Let $s>1$ be a real number and $P \geqslant 2$ be a parameter. We shall compute directly the contribution of the primes $<P$. We define, for any positive integer $t$ :

$$
\begin{equation*}
\gamma_{s}\left(G_{0}, t\right)=\log \prod_{\chi \in G_{0}^{\perp}} L_{P}(t s, \chi) . \tag{6}
\end{equation*}
$$

The parameter $P$ has disappeared from our notation and the reader may stick with $P=2$. When $s$ is a real number, the number $\prod_{\chi \in G_{0}^{\perp}} L_{P}(t s, \chi)$ is indeed a positive real number because, when $\chi$ belongs to $G_{0}^{\perp}$, so does $\bar{\chi}$.

We denote the set of lattice-invariant classes by $G^{\sharp}$ and the set of cyclic subgroups of $G$ by $\mathscr{G}$. Both sets are in an obvious one-to-one correspondence. We consider the vector

$$
\begin{equation*}
\Gamma_{s}(t)=\left(\gamma_{s}\left(G_{0}, t\right)\right)_{G_{0} \in \mathscr{G}} \tag{7}
\end{equation*}
$$

The rows of $\Gamma_{s}(t)$ are indexed by cyclic subgroups of $G$. It is computed by the function GetGamma of the script LIEP. sage from the values of the Hurwitz zeta function. See the implementation notes below. We next define

$$
\begin{equation*}
V_{s}(t)=\left(\log \zeta_{P}(s ; q, \mathcal{A})\right)_{\mathcal{A} \in G^{\sharp}} . \tag{8}
\end{equation*}
$$

The rows of $V_{s}(t)$ are indexed by classes. We control the size of our vectors with the norm

$$
\begin{equation*}
\|W\|=\max _{i}\left|W_{i}\right| \tag{9}
\end{equation*}
$$

when $W$ is the vector of coordinates $W_{i}$. We define the square matrix $M_{1}^{-1}$ by

$$
\left.M_{1}^{-1}\right|_{i=\mathcal{A}, j=K}= \begin{cases}\mu(|\langle\mathcal{A}\rangle / K|) /|G / K| & \text { when } K \subset\langle\mathcal{A}\rangle  \tag{10}\\ 0 & \text { otherwise }\end{cases}
$$

where $\mathcal{A}$ ranges $G^{\sharp}$ while $K$ ranges $\mathscr{G}$. It is unusual to define a matrix by its inverse. In the natural course of the proof, a matrix $M_{1}$ will occur, whose inverse is the one above; it is computed in Proposition 4.1. The reader will readily check that there are no circularity in our definitions. Let us recall that the exponent of $G$ is the maximal order of an element in $G$ and is denoted by $\exp G$. To each divisor $d>1$ of $\exp G$, we associate the square matrix $N_{d}$ whose columns and rows are indexed by cyclic subgroups of $G$ and whose entries are given by

$$
\begin{equation*}
\left.N_{d}\right|_{i=B_{0}, j=B_{1}}=\sum_{\substack{K \subset B_{0},\left|K B_{1} / K\right|=d}} \mu\left(\left|B_{0} / K\right|\right) . \tag{11}
\end{equation*}
$$

The sum is over subgroups $K$. The condition $\left|K B_{1} / K\right|=d$ can be replaced by the condition $\left|B_{1} / K \cap B_{1}\right|=d$. Here is our main theorem.

Theorem 1.3. For any integer $r \geqslant 2$, we have

$$
\begin{align*}
&\left\|V_{s}(1)-\sum_{0 \leqslant v \leqslant r-1}(-1)^{v} \sum_{d_{1} \cdots d_{v} \leqslant 2^{r}} \frac{N_{d_{1}}}{d_{1}} \ldots \frac{N_{d_{v}}}{d_{v}} M_{1}^{-1} \Gamma_{s}\left(d_{1} \ldots d_{v}\right)\right\|  \tag{12}\\
& \leqslant \frac{1}{2}\left(1+\frac{r-1}{\left|G^{\sharp}\right|}\right)\left(\frac{\left|G^{\sharp}\right| d(\exp G)}{2}\right)^{r-1} \frac{1+P /\left(s 2^{r}-1\right)}{P^{s 2^{r}}}
\end{align*}
$$

where $d_{1}, \ldots, d_{r}$ are all divisors of $\exp G$ excluding 1 .
When $v=0$, we use $d_{1} \ldots d_{v}=1$ and $N_{d_{1}} \cdots N_{d_{v}}=$ Id. We provide in Section 5 the numerical datas modulo 7 that will enable the reader to follow the proof step by step in this case. This example may also be used to check our routines.

Extending the computations. Now that we know how to compute some Euler products $\zeta_{P}(s ; q, \mathcal{A})$ in a fast manner, we can extend these computations to more general Euler products, though still on the same sets of primes. To do so, we add a definition:

$$
\begin{equation*}
\left(\log \zeta_{P}(s ; q, \mathcal{A} \mid r)\right)_{\mathcal{A} \in G^{\sharp}}=\sum_{0 \leqslant v \leqslant r-1}(-1)^{v} \sum_{d_{1} \cdots d_{v} \leqslant 2^{r}} \frac{N_{d_{1}}}{d_{1}} \ldots \frac{N_{d_{v}}}{d_{v}} M_{1}^{-1} \Gamma_{s}\left(d_{1} \ldots d_{v}\right) \tag{13}
\end{equation*}
$$

Theorem 1.4. Let $F, G \in \mathbb{R}[X]$ be two coprime polynomials satisfying $F(0)=$ $G(0)=1$ such that $(F(X)-G(X)) / X^{2} \in \mathbb{R}[X]$. Let $\beta \geqslant 2$ be an upper bound for the maximum modulus of the inverses of the roots of $F$ and of $G$. Let $P \geqslant 2 \beta$ be a parameter. Then, for any parameters $J \geqslant 3$ and $r \geqslant 2$, we have

$$
\prod_{\substack{p \geqslant P, p \in \mathcal{A}}} \frac{F(1 / p)}{G(1 / p)}=\prod_{2 \leqslant j \leqslant J} \zeta_{P}(j ; q, \mathcal{A} \mid r)^{b_{G}(j)-b_{F}(j)} \times I
$$

where the integers $b_{G}(j)$ and $b_{F}(j)$ are defined in Lemma 6.1 and

$$
|\log I| \leqslant \max (\operatorname{deg} F, \operatorname{deg} G)\left(\left(\frac{\left|G^{\sharp}\right| d(\exp G)}{2}\right)^{r-1} \frac{r \beta^{2}}{P^{2^{r+1}}}\left(1+2^{-r} P\right)+\frac{4 \beta^{J+1}}{J P^{J}}\right)
$$

Remark 1.5. Inequality (39) gives a more precise bound for $|\log I|$ which we will use in the actual script.

Remark 1.6. Lemma 6.3 ensures that we may select

$$
\beta=\max \left(1, \sum_{1 \leqslant k \leqslant \operatorname{deg} F}\left|a_{k}\right|, \sum_{1 \leqslant k \leqslant \operatorname{deg} G}\left|b_{k}\right|\right)
$$

when $F(X)=1+a_{1} X+\ldots+a_{\delta} X^{\delta}$ and $G=1+b_{1} X+\ldots+b_{\delta^{\prime}} X^{\delta^{\prime}}$.
Remark 1.7. The function GetEulerProds(q, F, G, nbdecimals) gives all these Euler products. The polynomials $F$ and $G$ are to be given as polynomial expressions with the variable $x$.
D. Shanks in [15] (resp. [16], resp. [17]) has already been able to compute an Euler product over primes congruent to 1 modulo 8 (resp. to 1 modulo 4, resp. 1 modulo 8), by using an identity (Lemma of section 2 for [15], equation (5) in [16] and the Lemma of section 3 in [17]) that is a precursor of our Lemma 6.1.

In these three examples, the author has only been able to compute the first five digits, and this is due to three facts: the lack of interval arithmetic package at that time, the relative weakness of the computers and the absence of a proper study concerning the error term. We thus complement these results by giving the first hundred decimals.

Corollary 1.8 (Shank's Constant). We have

$$
\prod_{p=1[8]}\left(1-\frac{4}{p}\right)\left(\frac{p+1}{p-1}\right)^{2}=\begin{array}{r}
0.9569453478516011834369670572738918287531 \\
\\
7497729139147890543260424601701644488885 \\
94814405120390795084 \cdots
\end{array}
$$

And thus Shank's constant satisfies

$$
\begin{aligned}
I & =\frac{\pi^{2}}{16 \log (1+\sqrt{2})} \prod_{p \equiv 1[8]}\left(1-\frac{4}{p}\right)\left(\frac{p+1}{p-1}\right)^{2} \\
& =0.66974096993707122053892243157176440668837015743648 \\
& 24185732985228452467999564571472731506210214359373 \cdots
\end{aligned}
$$

As explained in [16], the number of primes $\leqslant X$ of the form $m^{4}+1$ is conjectured to be asymptotic to $I \cdot X^{1 / 4} / \log X$. The name "Shank's Constant" comes from Chapter 2, page 90 of [1]. When using the script that we introduce below, this value is obtained with the call

GetEulerProds (8, $\left.1-2 * x-7 * x^{2}-4 * x^{3}, 1-2 * x+x^{2}, 150,400\right)$.
Corollary 1.9 (Lal's Constant). We have

$$
\prod_{p \equiv 1[8]} \frac{p(p-8)}{(p-4)^{2}}=\begin{array}{r}
0.8830710047439466714178342990031085346768 \\
8883488097347071929515939521194699065659 \\
\\
68857993832860379164 \cdots
\end{array}
$$

And thus Lal's constant satisfies

$$
\begin{aligned}
\lambda & =\frac{\pi^{4}}{2^{7} \log ^{2}(1+\sqrt{2})} \prod_{p \equiv 1[8]}\left(1-\frac{4}{p}\right)^{2}\left(\frac{p+1}{p-1}\right)^{4} \prod_{p \equiv 1[8]} \frac{p(p-8)}{(p-4)^{2}} \\
& =0.79220823816754166877545556657902410112893225098622 \\
& 11172279734525695141549441249066029538839802752927 \ldots
\end{aligned}
$$

As explained in [17], the number of primes $\leqslant X$ of the form $(m+1)^{2}+1$ and such that $(m-1)^{2}+1$ is also a prime is conjectured to be asymptotic to $\lambda \cdot X^{1 / 2} /(\log X)^{2}$. The name "Lal's Constant" comes from the papers [5] and [17]. When using the script that we introduce below, the first value is obtained with the call

$$
\text { GetEulerProds }\left(8,1-8 * x, 1-8 * x+16 * x^{2}, 100,400\right) .
$$

We close this section by mentioning another series of challenging constants. In [8], P. Moree computes inter alia the series of constants $A_{\chi}$ defined six lines after Lemma 3, page 452, by

$$
\begin{equation*}
A_{\chi}=\prod_{p \geqslant 2}\left(1+\frac{(\chi(p)-1) p}{\left(p^{2}-\chi(p)\right)(p-1)}\right) \tag{14}
\end{equation*}
$$

where $\chi$ is a Dirichlet character. Our theory applies only when $\chi$ is real valued,
Thanks. The authors thank M. Waldschmidt for having drawn their attention of this question, P. Moree and É. Fouvry for helpful discussions on how to improve this paper and X. Gourdon for free exchanges concerning some earlier computations.

## 2. A general mechanism

We start by presenting the mechanism of Shanks in [13] is a general setting.
Lemma 2.1. Let $\mathcal{P}$ be a set of prime numbers and let $f$ be a function from $\mathcal{P}$ to $\{ \pm 1\}$. For every $s$ with $\Re s>1$, we have

$$
\prod_{\substack{p \in \mathcal{P}, f(p)=-1}}\left(1-p^{-s}\right)^{2}=\frac{\prod_{p \in \mathcal{P}}\left(1-p^{-s}\right)}{\prod_{p \in \mathcal{P}}\left(1-f(p) p^{-s}\right)} \prod_{\substack{p \in \mathcal{P}, f(p)=-1}}\left(1-p^{-2 s}\right) .
$$

Proof. The proof is straightforward. We simply write

$$
\begin{aligned}
\prod_{\substack{p \in \mathcal{P}, f(p)=--1}} \frac{\left(1-p^{-s}\right)^{2}}{1-p^{-2 s}} & =\prod_{\substack{p \in \mathcal{P}, f(p)=-1}} \frac{1-p^{-s}}{1+p^{-s}}=\prod_{\substack{p \in \mathcal{P}, f(p)=-1}} \frac{1-p^{-s}}{1-f(p) p^{-s}} \\
& =\prod_{p \in \mathcal{P}} \frac{1-p^{-s}}{1-f(p) p^{-s}}
\end{aligned}
$$

as required.
Shanks's method is efficient to deal with product of primes belonging to a coset modulo a quadratic character. We generalize it as follows.
Lemma 2.2. Let $q>1$ be a modulus. We set $G_{0}$ be a subgroup of $G=(\mathbb{Z} / q \mathbb{Z})^{\times}$ and $G_{0}^{\perp}$ be the subgroup of characters that take the value 1 on $G_{0}$. For any integer $b$, we define $\langle b\rangle$ to the the subgroup generated by bodulo $q$. We have

$$
\prod_{\chi \in G_{0}^{\perp}} L_{P}(s, \chi)=\prod_{G_{0} \subset K \subset G} \prod_{\substack{p \geqslant P,\langle p\rangle G_{0}=K}}\left(1-p^{-\left|K / G_{0}\right| s}\right)^{-|G / K|}
$$

and, for any element $a \notin G_{0}$ of order 2, we have

$$
\prod_{\chi \in G_{0}^{\perp}} L_{P}(s, \chi)^{\chi(a)}=\prod_{\substack{G_{0} \subset K \subset G, a \in K}} \prod_{\substack{p \geqslant P,\langle p\rangle G_{0}=K}}\left(\frac{\left(1-p^{\left|K / G_{0}\right| s / 2}\right)^{2}}{1-p^{-\left|K / G_{0}\right| s}}\right)^{-|G / K|}
$$

where $\hat{G}$ is the set of characters of $G$.
Case $G_{0}=\{1\}$ of the first identity is classical in Dedekind zeta function theory, and can be found in [12, Proposition 13] in a rephrased form. Case $a \neq 1$ will not be required for the general theory. It may however lead quickly to efficient formulae.

Proof. We note that $\prod_{\chi \in G_{0}^{\perp}}(1-\chi(p) z)^{\chi(a)}=\prod_{\psi \in \hat{H}}(1-\psi(p) z)^{f(\psi)}$ when $\langle p\rangle=H$ and where

$$
\begin{equation*}
f(\psi)=\sum_{\substack{\chi \in G_{0}^{\perp}, \chi \mid H=\psi}} \chi(a) . \tag{15}
\end{equation*}
$$

The condition $\chi \in G_{0}^{\perp}$ can also be written as $\chi \mid G_{0}=1$, hence we can assume that $\psi \mid\left(H \cap G_{0}\right)=1$. We write

$$
\prod_{\chi \in G_{0}^{\perp}}(1-\chi(p) z)^{\chi(a)}=\prod_{\substack{\psi^{\prime} \in \overline{H G_{0}}, \psi^{\prime} \mid G_{0}=1}}(1-\psi(p) z)^{f^{\prime}\left(\psi^{\prime}\right)}
$$

where

$$
\begin{equation*}
f^{\prime}\left(\psi^{\prime}\right)=\sum_{\substack{\chi \in G_{0}^{\perp}, \chi \mid H G_{0}=\psi}} \chi(a) . \tag{16}
\end{equation*}
$$

When $a$ lies outside $H G_{0}$, this sum vanishes; otherwise it equals $\left|G /\left(H G_{0}\right)\right| \psi^{\prime}(a)$. The characters of $H G_{0}$ that are trivial on $G_{0}$ are canonically identified with the characters of the cyclic group $\left(H G_{0}\right) / G_{0}$. We thus have

$$
\prod_{\substack{\psi^{\prime} \in \overline{H G_{0}}, \psi^{\prime} \mid G_{0}=1}}(1-\psi(p) z)=1-z^{\left|\left(H G_{0}\right) / G_{0}\right|}
$$

and this proves our first formula.
When $a^{2} \equiv 1[q]$ and $a \notin G_{0}$, and since $\left(H G_{0}\right) / G_{0}$ is cyclic, of (even) order $h$ say, the characters are given by $\chi\left(p^{x}\right)=e(c x / h)$ since $p$ is a generator and where $c$ ranges $\{0, \cdots, h-1\}$. We thus have, when $a \in H$,

$$
\begin{aligned}
& \frac{\prod_{\psi^{\prime} \in \overline{\left(H G_{0}\right) / G_{0}}}\left(1-\psi^{\prime}(p) z\right)^{\psi^{\prime}(a)}}{}=\prod_{c \bmod h}(1-e(c / h) z)^{e(c / 2)} \\
&=\prod_{0 \leqslant d \leqslant \frac{h-2}{2}}\left(1-e\left(\frac{2 d}{h} z\right)\right) \prod_{0 \leqslant d \leqslant \frac{h-2}{2}}\left(1-e\left(\frac{2 d+1}{h} z\right)\right)^{-1} \\
&=\frac{1-z^{h / 2}}{1-(e(1 / h) z)^{h / 2}}=\frac{1-z^{h / 2}}{1+z^{h / 2}}=\frac{\left(1-z^{h / 2}\right)^{2}}{1-z^{h}} .
\end{aligned}
$$

The reader will readily complete the proof by setting $K=H G_{0}$.
2.1. A special case. Let us select for $G_{0}$ the kernel of a given quadratic character $\chi_{1}$. The subgroup $K$ can take only two values, $G_{0}$ or $G$. We thus get

$$
L\left(s, \chi_{1}\right) L\left(s, \chi_{0}\right)=\prod_{\chi_{1}(p)=1}\left(1-p^{-s}\right)^{2} \prod_{\chi_{1}(p)=-1}\left(1-p^{-2 s}\right)
$$

which gets converted into

$$
\begin{equation*}
L\left(s, \chi_{1}\right) L\left(s, \chi_{0}\right)=L\left(s, \chi_{0}\right)^{2} \prod_{\chi_{1}(p)=-1}\left(1-p^{-s}\right)^{-2} \prod_{\chi_{1}(p)=-1}\left(1-p^{-2 s}\right) . \tag{17}
\end{equation*}
$$

Lemma 2.1 can also be used to obtain the same result.
2.2. More details modulo 12. Here is the character table modulo 12:

|  | 1 | 5 | 7 | 11 |
| :---: | :---: | :---: | :---: | :---: |
| $\chi_{0,12}$ | 1 | 1 | 1 | 1 |
| $\chi_{1,12}$ | 1 | -1 | 1 | -1 |
| $\chi_{2,12}$ | 1 | 1 | -1 | -1 |
| $\chi_{3,12}$ | 1 | -1 | -1 | 1 |

First Identity. This table enables us to write:

| $p \bmod 12$ | 1 | 5 | 7 | 11 |
| :---: | :---: | :---: | :---: | :---: |
| $\left(1-\chi_{0,12}(p) z\right)$ | $1-z$ | $1-z$ | $1-z$ | $1-z$ |
| $\left(1-\chi_{1,12}(p) z\right)$ | $1-z$ | $1+z$ | $1-z$ | $1+z$ |
| $\left(1-\chi_{2,12}(p) z\right)$ | $1-z$ | $1-z$ | $1+z$ | $1+z$ |
| $\left(1-\chi_{3,12}(p) z\right)$ | $1-z$ | $1+z$ | $1+z$ | $1-z$ |
| $\prod_{\chi} \cdots$ | $(1-z)^{4}$ | $\left(1-z^{2}\right)^{2}$ | $\left(1-z^{2}\right)^{2}$ | $\left(1-z^{2}\right)^{2}$ |

And thus

$$
\prod_{\chi} L(s, \chi)=\prod_{p \geqslant 5} \frac{1}{\left(1-p^{-2 s}\right)^{2}} \prod_{\substack{p \geqslant 5, p \equiv 1[12]}} \frac{\left(1-p^{-2 s}\right)^{2}}{\left(1-p^{-s}\right)^{4}}
$$

which gives rise to the formula

$$
\prod_{\substack{p \geqslant 5, p \equiv 1[12]}} \frac{1}{\left(1-p^{-s}\right)^{4}}=\prod_{\substack{p \geqslant 5, p \equiv 1[12]}} \frac{1}{\left(1-p^{-2 s}\right)^{2}} \frac{\prod_{\chi} L(s, \chi)}{\left(\left(1-2^{-2 s}\right)\left(1-3^{-2 s}\right) \zeta(2 s)\right)^{2}}
$$

This identity reduces the computation of $\zeta(s ; 12,1)$ to the one of $\zeta(2 s ; 12,1)$ and we can iterate this formula. Note that we can take the required fourth root as only real numbers are involved, when the terms are properly grouped.

Second Identity. Similarly, we find that

| $p$ | 1 | 5 | 7 | 11 |
| :---: | :---: | :---: | :---: | :---: |
| $\left(1-\chi_{0,12}(p) z\right)$ | $1-z$ | $1-z$ | $1-z$ | $1-z$ |
| $\left(1-\chi_{1,12}(p) z\right)^{-1}$ | $(1-z)^{-1}$ | $(1+z)^{-1}$ | $(1-z)^{-1}$ | $(1+z)^{-1}$ |
| $\left(1-\chi_{2,12}(p) z\right)^{-1}$ | $(1-z)^{-1}$ | $(1-z)^{-1}$ | $(1+z)^{-1}$ | $(1+z)^{-1}$ |
| $\left(1-\chi_{3,12}(p) z\right)$ | $1-z$ | $1+z$ | $1+z$ | $1-z$ |
| $\prod_{\chi} \cdots$ | 1 | 1 | 1 | $\frac{(1-z)^{4}}{\left(1-z^{2}\right)^{2}}$ |

whence

$$
\frac{L\left(s, \chi_{0,12}\right) L\left(s, \chi_{3,12}\right)}{L\left(s, \chi_{1,12}\right) L\left(s, \chi_{2,12}\right)}=\prod_{\substack{p \geqslant 5, p \equiv 11[12]}} \frac{\left(1-p^{-s}\right)^{2}}{\left(1-p^{-2 s}\right)},
$$

which we finally write in the form

$$
\prod_{\substack{p \geqslant 5, p \equiv 11[12]}} \frac{1}{\left(1-p^{-s}\right)^{2}}=\frac{L\left(s, \chi_{0,12}\right) L\left(s, \chi_{3,12}\right)}{L\left(s, \chi_{1,12}\right) L\left(s, \chi_{2,12}\right)} \prod_{\substack{p \geqslant 5, p \equiv 11[12]}} \frac{1}{\left(1-p^{-2 s}\right)^{2}}
$$

This identity again reduces the computation of $\zeta(s ; 12,11)$ to the one of $\zeta(2 s ; 12,11)$ and we can iterate this formula. Again, we can take the required fourth rooths as only real numbers are involved, when the terms are properly grouped.

Third Identity. We also find that

| $p$ | 1 | 5 | 7 | 11 |
| :---: | :---: | :---: | :---: | :---: |
| $\left(1-\chi_{0,12}(p) z\right)$ | $1-z$ | $1-z$ | $1-z$ | $1-z$ |
| $\left(1-\chi_{1,12}(p) z\right)^{-1}$ | $(1-z)^{-1}$ | $(1+z)^{-1}$ | $(1-z)^{-1}$ | $(1+z)^{-1}$ |
| $\left(1-\chi_{2,12}(p) z\right)$ | $1-z$ | $1-z$ | $1+z$ | $1+z$ |
| $\left(1-\chi_{3,12}(p) z\right)^{-1}$ | $(1-z)^{-1}$ | $(1+z)^{-1}$ | $(1+z)^{-1}$ | $(1-z)^{-1}$ |
| $\prod_{\chi} \cdots$ | 1 | $\frac{(1-z)^{4}}{\left(1-z^{2}\right)^{2}}$ | 1 | 1 |

whence

$$
\frac{L\left(s, \chi_{0,12}\right) L\left(s, \chi_{2,12}\right)}{L\left(s, \chi_{1,12}\right) L\left(s, \chi_{3,12}\right)}=\prod_{\substack{p \geqslant 5, p \equiv 5[12]}} \frac{\left(1-p^{-s}\right)^{2}}{\left(1-p^{-2 s}\right)}
$$

We are exactly in the same position as with the second identity. We again finally write in the form

$$
\prod_{\substack{p \geqslant 5, p \equiv 5[12]}} \frac{1}{\left(1-p^{-s}\right)^{2}}=\frac{L\left(s, \chi_{0,12}\right) L\left(s, \chi_{2,12}\right)}{L\left(s, \chi_{1,12}\right) L\left(s, \chi_{3,12}\right)} \prod_{\substack{p \geqslant 5, p \equiv 5[12]}} \frac{1}{\left(1-p^{-2 s}\right)^{2}}
$$

This identity again reduces the computation of $\zeta(s ; 12,5)$ to the one of $\zeta(2 s ; 12,5)$ and we can iterate this formula. Again, we can take the required fourth rooths as only real numbers are involved, when the terms are properly grouped.

Fourth Identity. We can easily produce a similar formula linking $\zeta(s ; 12,7)$ to $\zeta(2 s ; 12,7)$ or use the fact that the product $\zeta(s ; 12,1) \zeta(s ; 12,5) \zeta(s ; 12,7) \zeta(s ; 12,11)$ equals $L\left(s, \chi_{0,12}\right)$, and thus is known, to infer such a formula from the ones above.

## 3. Products obtained in general

We want to compute Euler products of the shape $\zeta(s ; q, \mathcal{A})$ for $s>1$ and some subset $\mathcal{A}$ of $(\mathbb{Z} / q \mathbb{Z})^{\times}$. Computing $L(s, \chi)$ is easier as it can be reduced to sums over integers is some arithmetic progressions. Equation (17) reduces in a special case the computations of $\zeta(s ; q, \mathcal{A})$ to the one of $\zeta(s ; q, \mathcal{A})$, and we can continue the process. We soon reach $\prod_{p \in \mathcal{A} \bmod q}\left(1-1 / p^{2^{N} s}\right)$ with a large enough $N$ which can be approximated by $1+\mathcal{O}\left(2^{-2^{N} s}\right)$. The object of this section is to devise a setting to understand which sums we relate together.

Definition 3.1. Two elements $g_{1}$ and $g_{2}$ of the abelian group $G$ are said to be lattice-invariant if and only if they generates the same group.

The map between the set of cyclic subgroups of $G$ and the set of lattice-invariantclasses which, to a subgroup, associates the subset of its generators, is one-to-one.

The function GetLatticeInvariantClasses of the script LIEP.sage gives the two lists: the one of the cyclic subgroups and the one of their generators, ordered similarly and in increasing size of the subgroup.

Any two elements of $(\mathbb{Z} / q \mathbb{Z})^{\times}$equivalent according to it cannot be distinguished by using the formulae of Lemma 2.2. Conversely, the question is to know whether we are indeed able to distinguish each class. To each class $\mathcal{A}$, we attach the enumerable collection of symbols $\left(x_{\mathcal{A}}^{r}\right)_{r \geqslant 1}$. We shall replace each of them according to the rule

$$
\begin{equation*}
x_{\mathcal{A}}^{r} \mapsto-\log \prod_{\substack{p+q \mathbb{Z} \in \mathcal{A}, p \geqslant P}}\left(1-p^{-r s}\right) . \tag{18}
\end{equation*}
$$

We consider the module of finite formal combinations

$$
\sum_{\substack{\mathcal{A} \in G^{\sharp}, r \geqslant 1}} \alpha_{\mathcal{A}, r} x_{\mathcal{A}}^{r}
$$

with coefficients $\alpha_{\mathcal{A}, r} \in \mathbb{Z}$ and indeterminates $x_{\mathcal{A}}^{r}$. The superscript $r$ is not a power. We consider the following special elements. Let $G_{0} \subset K \subset G$ be two subgroups such that $K / G_{0}$ is cyclic. We define

$$
\begin{equation*}
g\left(G_{0}, K, t\right)=\sum_{\mathcal{A} \in G^{\sharp}, \mathcal{A} G_{0}=K} x_{\mathcal{A}}^{t\left|K / G_{0}\right|} . \tag{19}
\end{equation*}
$$

With that, we find that

$$
\begin{equation*}
\gamma\left(G_{0}, t\right)=\sum_{G_{0} \subset K \subset G}|G / K| g\left(G_{0}, K, t\right) \tag{20}
\end{equation*}
$$

## 4. Iterating the formula

The first identity of Lemma 2.2 gives us as many identities as there are subgroups $G_{0}$; we know by Definition 3.1 that the number of lattice-invariant-classes equals the one of cyclic subgroups. It turns out that it is enough to restrict our attention to cyclic subgroups $G_{0}$. Let $\mathscr{G}$ be the subset of such subgroups, which we order by inclusion. On recalling definition (7), we may rewrite (20) in the form

$$
\begin{equation*}
\Gamma(t)=\sum_{d \| G \mid} M_{d} V_{s}(d t) \tag{21}
\end{equation*}
$$

where (this is the case $K=G_{0}$ )

$$
\left.M_{1}\right|_{i=G_{0}, j=\mathcal{A}}= \begin{cases}|G / K| & \text { if } \mathcal{A} \subset G_{0}  \tag{22}\\ 0 & \text { otherwise }\end{cases}
$$

and, where, when $d>1$ (i.e. $G_{0} \subsetneq K$ ), we have

$$
\left.M_{d}\right|_{i=G_{0}, j=\mathcal{A}}= \begin{cases}\left|G / \mathcal{A} G_{0}\right| & \text { if }\left|\mathcal{A} G_{0}\right| /\left|G_{0}\right|=d  \tag{23}\\ 0 & \text { otherwise }\end{cases}
$$

Equation (21) gives us a relation between $M_{1} V_{s}(t)$ and $M_{d} V_{s}(d t)$ for several d's that are strictly larger than 1 . Our roadmap is to invert the matrix $M_{1}$ and to iterate this formula. We compute explicitly $M_{1}^{-1}$ by using some generalised Moebius inversion, which we first put in place.

The Moebius function associated to $\mathscr{G}$. We follow closely the exposition of Rota in [11]. On the algebra of functions $f$ on couples $(K, L)$ of points of $\mathscr{G}$ such that $K \subset$ $L$ (the so-called incidence algebra, see [11, Section 3]), we define the convolution product

$$
(f \star g)(K, L)=\sum_{K \subset H \subset L} f(K, H) g(H, L) .
$$

We consider the $\mathscr{G}$-zeta function which is defined by

$$
\zeta_{\mathscr{G}}(K, L)= \begin{cases}1 & \text { when } K \subset L \\ 0 & \text { otherwise }\end{cases}
$$

This function is shown to be invertible in the above algebra and its inverse is called the $\mathscr{G}$-Moebius function, denoted by $\mu_{\mathscr{G}}$. By definition, we have the two Moebius inversion formulas:

$$
\begin{equation*}
\sum_{K \subset H \subset L} f(K, H)=g(K, L) \Longrightarrow f(K, L)=\sum_{K \subset H \subset L} g(K, H) \mu_{\mathscr{G}}(H, L) \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{K \subset H \subset L} f(H, L)=g(K, L) \Longrightarrow f(K, L)=\sum_{K \subset H \subset L} \mu_{\mathscr{G}}(K, H) g(H, L) \tag{25}
\end{equation*}
$$

We end this reminder with a formula giving the value of $\mu_{\mathscr{G}}(K, H)$.
Computing $\mu_{\mathscr{G}}(K, H)$. Let $C_{p}(K, H)$ be the number of chains of length $p$ going from $K$ to $H$, i.e. the number of $p+1$-uples $K=A_{0} \subsetneq A_{1} \subsetneq A_{2} \subsetneq \ldots \subsetneq A_{p}=H$. Then (cf [11, Proposition 6])

$$
\begin{equation*}
\mu_{\mathscr{G}}(K, H)=\sum_{p \geqslant 0}(-1)^{p} C_{p}(K, H) . \tag{26}
\end{equation*}
$$

Since the subgroups of a cyclic group are all cyclic, we only have to consider the chains in $H / K$. There is one and only one subgroup for each divisor of $|H / K|$, and any two such subgroups $L_{1}$ and $L_{2}$ are included according to whether $\left|L_{1}\right|\left|\left|L_{2}\right|\right.$ or not. This transfers the problem on a problem on integers. Let $c_{\ell}(n)$ be the number of $\ell+1$-divisibility chains between 1 and $n$. We have $c_{0}(n)=1_{n=1}$ while $c_{1}(n)=1_{n \geqslant 2}$ and $c_{p+1}(n)=\left(c_{\ell} \star c_{1}\right)(n)$. This proves that $c_{\ell}(n)=d_{\ell}^{*}(n)$, the number of $p$-tuples $\left(d_{1}, d_{2}, \ldots, d_{\ell}\right)$ of divisors of $n$ that are such that $d_{i} \neq 1$ and $d_{1} d_{2} \cdots d_{\ell}=n$. We have

$$
\sum_{n \geqslant 1} d_{\ell}^{*}(n) / n^{s}=(\zeta(s)-1)^{\ell}
$$

and thus the generating series of $\sum_{p \geqslant 0}(-1)^{p} d_{\ell}^{*}(n)$ is

$$
\sum_{\ell \geqslant 0}(-1)^{\ell}(\zeta(s)-1)^{\ell}=\frac{1}{1+\zeta(s)-1}=1 / \zeta(s)
$$

We have proved that

$$
\begin{equation*}
\mu_{\mathscr{G}}(K, H)=\mu(|H / K|) \tag{27}
\end{equation*}
$$

Inverting the matrix $M_{1}$.
Proposition 4.1. The matrix $M_{1}$ is invertible and the coefficients of its inverse are given by

$$
\left.M_{1}^{-1}\right|_{i=\mathcal{A}, j=K}= \begin{cases}\mu(|\langle\mathcal{A}\rangle / K|) /|G / K| & \text { when } K \subset\langle\mathcal{A}\rangle \\ 0 & \text { otherwise }\end{cases}
$$

Proof. We find that

$$
M_{1} V=\left(|G / K| \sum_{\mathcal{A} \subset K} v_{\mathcal{A}}\right)_{K}
$$

We replace $\mathcal{A}$ by the subgroup $B=\langle\mathcal{A}\rangle$ it generates. Inverting $f(K)=|G / K| \sum_{B \subset K} v_{B}$ is done with the Moebius function of $\mathscr{G}$. To do so, simply consider the more general function

$$
F(H, K)=|G / K| \sum_{H \subset B \subset K} v^{*}(H, B)=|G / K|\left(v^{*} \star \zeta_{\mathscr{G}}\right)(H, K)
$$

where $v^{*}(H, B)=v_{B}$. This gets inverted in

$$
v^{*}(H, B)=\sum_{H \subset K \subset B} F(H, K)|G / K|^{-1} \mu_{\mathscr{G}}(K, B)
$$

which yield, by specializing $H=\{1\}$

$$
v_{B}=\sum_{K \subset B} f(K)|G / K|^{-1} \mu \mathscr{G}(K, B)
$$

We could also have applied [11, Proposition $\left.2\left({ }^{* *}\right)\right]$. This gives us

$$
\left.M_{1}^{-1}\right|_{i=B, j=K}= \begin{cases}\mu_{\mathscr{G}}(K, B) /|G / K| & \text { if } K \subset B \\ 0 & \text { otherwise }\end{cases}
$$

Our proposition is proved.
The function GetM1Inverse of the script LIEP. sage computes $M_{1}^{-1}$.
The recursion formula. We start from (21) and deduce that

$$
\begin{equation*}
V_{s}(t)=-\sum_{\substack{d| | G \mid, d \neq 1}} M_{1}^{-1} M_{d} V_{s}(d t)+M_{1}^{-1} \Gamma(t) \tag{28}
\end{equation*}
$$

We readily find that $N_{d}=d M_{1}^{-1} M_{d}$ is given by (11).
Proof. Indeed we have

$$
\left.N_{d}\right|_{i=B_{0}, j=B_{1}}=d \sum_{\substack{K \subset B_{0}, K \subset B_{1},\left|K B_{1} / K\right|=d}} \mu\left(\left|B_{0} / K\right|\right)|G / K|^{-1}\left|G / B_{1}\right|
$$

This is exactly what we have written in (11).

By considering the exact sequence

$$
\begin{equation*}
1 \longrightarrow K \cap B_{1} \xrightarrow[k \mapsto\left(k, k^{-1}\right)]{ } K \times B_{1} \xrightarrow[\left(k, b_{1}\right) \mapsto k b_{1}]{ } K B_{1} \longrightarrow 1, \tag{29}
\end{equation*}
$$

one shows that $\left|K B_{1} / K\right|=\left|B_{1}\right| /\left|K \cap B_{1}\right|$. As a consequence, we see that only the $d$ that divides the exponent of $G$ appear. The function GetNds of the script LIEP. sage computes $\left(N_{d}\right)_{d}$.

$$
\begin{equation*}
V_{s}(t)=-\sum_{\substack{d \mid \exp G, d \neq 1}} \frac{N_{d}}{d} V_{s}(d t)+M_{1}^{-1} \Gamma(t) \tag{30}
\end{equation*}
$$

Unfolding the recursion. Let $z \geqslant 1$ and $r \geqslant 1$ be two parameters. We have

$$
\begin{align*}
V_{s}(t)= & (-1)^{r} \sum_{d_{1} \cdots d_{r} \leqslant z} \frac{N_{d_{1}}}{d_{1}} \ldots \frac{N_{d_{r}}}{d_{r}} V_{s}\left(d_{1} \ldots d_{r} t\right)  \tag{31}\\
& +\sum_{1 \leqslant v \leqslant r}(-1)^{v} \sum_{\substack{d_{1} \cdots d_{v-1} \leqslant z, d_{1} \cdots d_{v-1} d_{v}>z}} \frac{N_{d_{1}}}{d_{1}} \ldots \frac{N_{d_{v}}}{d_{v}} V_{s}\left(d_{1} \ldots d_{v} t\right) \\
& +\sum_{1 \leqslant v \leqslant r-1}(-1)^{v} \sum_{d_{1} \cdots d_{v} \leqslant z} \frac{N_{d_{1}}}{d_{1}} \ldots \frac{N_{d_{v}}}{d_{v}} M_{1}^{-1} \Gamma\left(d_{1} \ldots d_{v} t\right)+M_{1}^{-1} \Gamma(t)
\end{align*}
$$

where $d_{1}, \ldots, d_{r}$ are all divisors of $\exp G$ excluding 1 . We can incorporate the last summand in the one before by considering as the value for $s=0$.

Proof. Let us prove this formula by recursion. Case $r=1$ is just (30). Let us see precisely what happens for $r=2$. We start from

$$
V_{s}(t)=-\sum_{\substack{d_{1} \mid \exp G, d_{1} \neq 1}} \frac{N_{d_{1}}}{d_{1}} V_{s}\left(d_{1} t\right)+M_{1}^{-1} \Gamma(t)
$$

which we rewrite as

$$
V_{s}(t)=-\sum_{\substack{d_{1} \mid \exp G, d_{1} \neq 1, d_{1} \leqslant z}} \frac{N_{d_{1}}}{d_{1}} V_{s}\left(d_{1} t\right)-\sum_{\substack{d_{1} \mid \exp G, d_{1} \neq 1, d_{1}>z}} \frac{N_{d_{1}}}{d_{1}} V_{s}\left(d_{1} t\right)+M_{1}^{-1} \Gamma(t)
$$

We use again this equation on $V_{s}\left(d_{1} t\right)$ when $d_{1} \leqslant z$, and $z / d_{1}$ rather than $z$, getting

$$
\begin{aligned}
& V_{s}(t)=\sum_{\substack{d_{1} \mid \exp G, d_{1} \neq 1, d_{1} \leqslant z}} \sum_{\substack{d_{2} \mid \exp G, d_{2} \neq 1, d_{1} d_{2} \leqslant z}} \frac{N_{d_{1}}}{d_{1}} \frac{N_{d_{2}}}{d_{2}} V_{s}\left(d_{1} d_{2} t\right) \\
& +\sum_{\substack{d_{1} \mid \exp G, d_{1} \neq 1, d_{1} \leqslant z}} \sum_{\substack{d_{2} \mid \exp G, d_{2} \neq 1, d_{1} d_{2}>z}} \frac{N_{d_{1}}}{d_{1}} \frac{N_{d_{2}}}{d_{2}} V_{s}\left(d_{1} d_{2} t\right)-\sum_{\substack{d_{1} \mid \exp G, d_{1} \neq 1, d_{1}>z}} \frac{N_{d_{1}}}{d_{1}} V_{s}\left(d_{1} t\right) \\
& -\sum_{\substack{d_{1} \mid \exp G, d_{1} \neq 1, d_{1} \leqslant z}} \frac{N_{d_{1}}}{d_{1}} M_{1}^{-1} \Gamma(t)+M_{1}^{-1} \Gamma(t) .
\end{aligned}
$$

To go from $r$ to $r+1$, we select the divisors $d_{r}$ that are such that $d_{1} d_{2} \cdots d_{r} \leqslant z$ and employ (30) on $V_{s}\left(d_{1} \cdots d_{r} t\right)$.

Lemma 4.2. The coefficients of a product $N_{d_{1}} N_{d_{2}} \cdots N_{d_{v}}$ are at most (in absolute value) equal to $\left|G^{\sharp}\right|^{v-1}$, where $G^{\sharp}$ is the set of lattice-invariant classes (which is also the number of cyclic subgroups of $G$ ).
End of the proof of Theorem 1.3. The formula (33) with $t=1$ contains most of our proof. We only have to control the error term, which is our next task.

The number of possible $d$ 's is at most the number of divisors of $\exp G$ minus 1, so at most $d(\exp G)$. The coefficients of a typical product $N_{d_{1}} \cdots N_{d_{v}}$ are of size at most $\left|G^{\sharp}\right|^{v-1}$, we divide each coefficient by $d_{1} \cdots d_{v}$ which is at least $z$, and we have at most $d(\exp G)^{v} v$-tuples $\left(d_{1}, \ldots, d_{v}\right)$. As a consequence, each coordinate, says $y$, of the vector

$$
\sum_{1 \leqslant v \leqslant r-1}(-1)^{v} \sum_{\substack{d_{1} \cdots d_{v-1} \leqslant z, d_{1} \cdots d_{v-1} d_{v}>z}} \frac{N_{d_{1}}}{d_{1}} \ldots \frac{N_{d_{v}}}{d_{v}} V_{s}\left(d_{1} \ldots d_{v} t\right)
$$

satisfies

$$
|y| \leqslant(r-1) \frac{\left(\left|G^{\sharp}\right| d(\exp G)\right)^{r-1}}{z\left|G^{\sharp}\right|} \max _{D \geqslant 2^{r}}\left\|V_{s}(D t)\right\| .
$$

We deal similarly with the coordinates of the vector

$$
(-1)^{r} \sum_{d_{1} \cdots d_{r} \leqslant z} \frac{N_{d_{1}}}{d_{1}} \ldots \frac{N_{d_{r}}}{d_{r}} V_{s}\left(d_{1} \ldots d_{r} t\right)
$$

except that the denominator $d_{1} \cdots d_{r}$ is not especially larger than $z$; we however select $z=2^{r}$ to ensure this condition. This means that only $d_{1}=d_{2}=\ldots=d_{r}=2$ is admissible. So, on combining both, we see that

$$
\begin{align*}
\| V_{s}(1)-\sum_{0 \leqslant v \leqslant r-1}(-1)^{v} & \sum_{d_{1} \cdots d_{v} \leqslant 2^{r}} \frac{N_{d_{1}}}{d_{1}} \ldots \frac{N_{d_{v}}}{d_{v}} M_{1}^{-1} \Gamma_{s}\left(d_{1} \ldots d_{v}\right) \|  \tag{32}\\
& \leqslant \frac{1}{2}\left(1+\frac{r-1}{\left|G^{\sharp}\right|}\right)\left(\frac{\left|G^{\sharp}\right| d(\exp G)}{2}\right)^{r-1} \max _{D \geqslant 2^{r}}\left\|V_{s}(D)\right\| .
\end{align*}
$$

To complete the proof, we simply need a bound for $\max _{D \geqslant 2^{r}}\left\|V_{s}(D)\right\|$ and such a bound is provided by the next lemma.

Lemma 4.3. Let $\mathcal{A}$ be a subset of the $G=(\mathbb{Z} / q \mathbb{Z})^{\times}$. Let $f>1$ be a real parameter . We have

$$
\left|\log \zeta_{P}(f ; q, \mathcal{A})\right| \leqslant \frac{1+P /(f-1)}{P^{f}}
$$

Proof. We use

$$
\log \zeta_{P}(f ; q, \mathcal{A})=-\sum_{\substack{p \in \mathcal{A}, p \geqslant P}} \sum_{k \geqslant 1} \frac{1}{k p^{k f}}
$$

hence, by using a comparison to an integral, we find that

$$
\left|\log \zeta_{P}(f ; q, \mathcal{A})\right| \leqslant \sum_{n \geqslant P} \frac{1}{n^{f}} \leqslant \frac{1}{P^{f}}+\int_{P}^{\infty} \frac{d t}{t^{f}}
$$

## 5. A Detailed example modulo 7

Wet set $G=(\mathbb{Z} / 7 \mathbb{Z})^{\times}$. We find that

$$
\mathscr{G}=\{\{1\},\{1,6\},\{1,2,4\},\{1,2,3,4,5,6\}\}
$$

(indexed in this order) and that

$$
G^{\sharp}=\{\{1\},\{6\},\{2,4\},\{3,5\}\},
$$

also indexed in that order. There are 6 Dirichlet characters whose values are given by (with $\left.\zeta_{6}=\exp (2 i \pi / 6)\right)$

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\chi_{0}$ | 1 | 1 | 1 | 1 | 1 | 1 |
| $\chi_{1}$ | 1 | $\zeta_{6}^{2}$ | $\zeta_{6}$ | $-\zeta_{6}$ | $-\zeta_{6}^{2}$ | -1 |
| $\chi_{2}$ | 1 | $-\zeta_{6}$ | $\zeta_{6}^{2}$ | $\zeta_{6}^{2}$ | $-\zeta_{6}$ | 1 |
| $\chi_{3}$ | 1 | 1 | -1 | 1 | -1 | -1 |
| $\chi_{4}$ | 1 | $\zeta_{6}^{2}$ | $-\zeta_{6}$ | $-\zeta_{6}$ | $\zeta_{6}^{2}$ | 1 |
| $\chi_{5}$ | 1 | $-\zeta_{6}$ | $-\zeta_{6}^{2}$ | $\zeta_{6}^{2}$ | $\zeta_{6}$ | -1 |

We obtain this list with the command

```
[[e(n) for n in xrange(1,7)] for e in GetStructure(7) [5]]
```

and the remark $\zeta_{6}-1=\zeta_{6}^{2}$. The 8th component of GetStructure(7) gives the index of the characters that are trivial on the above subgroups, its value is thus

$$
[[0,1,2,3,4,5],[0,2,4],[0,3],[0]] .
$$

The vector $\Gamma_{s}(t)$ is given by (it is defined by (7))

$$
\Gamma_{s}(t)=\left\lvert\, \begin{aligned}
& \log \prod_{0 \leqslant i \leqslant 5} L_{P}\left(t s, \chi_{i}\right) \\
& \log \prod_{i \in\{0,2,4\}} L_{P}\left(t s, \chi_{i}\right) \\
& \log \left(L_{P}\left(t s, \chi_{0}\right) L_{P}\left(t s, \chi_{3}\right)\right) \\
& \log L_{P}\left(t s, \chi_{0}\right)
\end{aligned}\right.
$$

while

$$
V_{s}(t)=\left\lvert\, \begin{aligned}
& -\log \prod_{p \equiv 1[7],},\left(1-1 / p^{t s}\right) \\
& -\log \prod_{\substack{p \geqslant P \\
p \equiv 6[7], p \geqslant P}}\left(1-1 / p^{t s}\right) \\
& -\log \prod_{p \equiv 2,4[7],}\left(1-1 / p^{t s}\right) \\
& -\log \prod_{\substack{p \geqslant P \\
p \equiv 3,5[7], p \geqslant P}}\left(1-1 / p^{t s}\right)
\end{aligned}\right.
$$

Now that the players and the surrounding environment has been described, let us turn towards the main step of our proof: the recursion (21). We first check that

$$
\begin{aligned}
\gamma(\{1\}, t) & =6 x_{\{1\}}^{t}+3 x_{\{6\}}^{2 t}+2 x_{\{2,4\}}^{3 t}+x_{\{3,5\}}^{6 t}, \\
\gamma(\{1,6\}, t) & =3 x_{\{1\}}^{t}+3 x_{\{6\}}^{t}+x_{\{2,4\}}^{3 t}+x_{\{3,5\}}^{3 t}, \\
\gamma(\{1,2,4\}, t) & =2 x_{\{1\}}^{t}+x_{\{6\}}^{2 t}+2 x_{\{2,4\}}^{t}+x_{\{3,5\}}^{2 t}, \\
\gamma(\{1,2,3,4,5,6\}, t) & =x_{\{1\}}^{t}+x_{\{6\}}^{t}+x_{\{2,4\}}^{t}+x_{\{3,5\}}^{t} .
\end{aligned}
$$

Whence the relation

$$
\Gamma_{s}(t)=M_{1} V_{s}(t)+M_{2} V_{s}(2 t)+M_{3} V_{s}(3 t)+M_{6} V_{s}(6 t)
$$

with

$$
\begin{array}{ll}
M_{1}=\left(\begin{array}{llll}
6 & 0 & 0 & 0 \\
3 & 3 & 0 & 0 \\
2 & 0 & 2 & 0 \\
1 & 1 & 1 & 1
\end{array}\right), & M_{2}=\left(\begin{array}{llll}
0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right) \\
M_{3}=\left(\begin{array}{llll}
0 & 0 & 2 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), & M_{6}=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) .
\end{array}
$$

The call GetM1Inverse (7, GetStructure (7)) ^( -1 ) produces the matrix $M_{1}$. The matrices $N_{d}=d M_{1}^{-1} M_{d}$ are obtained by GetNds ( 7 , GetStructure (7)). They are

$$
N_{2}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & -1 & 0 & 1 \\
0 & 1 & 0 & -1
\end{array}\right), \quad N_{3}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & -1 & 1 \\
0 & 0 & -1 & 0 \\
0 & 0 & 1 & -1
\end{array}\right), \quad N_{6}=\left(\begin{array}{cccc}
0 & 0 & 1 & -1 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 1
\end{array}\right) .
$$

In order to check our script, we mention that the call
GetM1Inverse (7, GetStructure (7)) ^ ( -1 ) *GetNd ( 2,7 , GetStructure (7) )/2
gives $M_{2}$ for instance (and one can replace the parameter 2 that occurs twice with 3 or 6 to get $M_{3}$ and $M_{6}$ ). We have reached

$$
V_{s}(t)=M_{1}^{-1} \Gamma_{s}(t)-\frac{N_{2}}{2} V_{s}(2 t)-\frac{N_{3}}{3} V_{s}(3 t)-\frac{N_{6}}{6} V_{s}(6 t)
$$

Our objective is $V_{s}(1)$ and we know how to compute $\Gamma_{s}(t)$ while, when $d$ is large, $V_{s}(d t)$ vanishes approximately; it is thus enough to iterate the above formula. We end the numerical example here.

## 6. Rational Euler Products

Let us recall the Witt decomposition. The readers will find in [6, Lemma 1] a result of the same flavour. We have simply modified the proof and setting as to accomodate polynomials having real numbers for coefficients.

Lemma 6.1. Let $F(t)=1+a_{1} t+\ldots+a_{\delta} t^{\delta} \in \mathbb{R}[t]$ be a polynomial of degree $\delta$. Let $\alpha_{1}, \ldots, \alpha_{\delta}$ be the inverses of its roots. Put $s_{F}(k)=\alpha_{1}^{k}+\ldots+\alpha_{\delta}^{k}$. The $s_{F}(k)$ are integers and satisfy the Newton-Girard recursion

$$
\begin{equation*}
s_{F}(k)+a_{1} s_{F}(k-1)+\ldots+a_{k-1} s_{F}(1)+k a_{k}=0 \tag{33}
\end{equation*}
$$

where we have defined $a_{\delta+1}=a_{\delta+2}=\ldots=0$. Put

$$
\begin{equation*}
b_{F}(k)=\frac{1}{k} \sum_{d \mid k} \mu(k / d) s_{F}(d) \tag{34}
\end{equation*}
$$

Let $\beta \geqslant 1$ be such that $\beta \geqslant \max _{j}\left|1 /\left|\alpha_{j}\right|\right.$. When $t$ belongs to any segment $\subset(-\beta, \beta)$, we have

$$
\begin{equation*}
F(t)=\prod_{j=1}^{\infty}\left(1-t^{j}\right)^{b_{F}(j)} \tag{35}
\end{equation*}
$$

where the convergence is uniform in the given segment.
And how does the mathematician E. Witt enter the scene? In the paper [18] on Lie algebras, Witt produced in equation (11) therein a decomposition that is the prototype of the above expansion.

Proof. Since we follow the proof of [6, Lemma 1], we shall be rather sketchy. We write $F(t)=\prod_{i}\left(1-\alpha_{i} t\right)$. We thus have

$$
\frac{t F^{\prime}(t)}{F(t)}=\sum_{i} \frac{\alpha_{i} t}{1-\alpha_{i} t}=\sum_{k \geqslant 1} s_{F}(k) t^{k}
$$

This series is absolutely convergent in any disc $|t| \leqslant b<1 / \beta$ where $\beta=\max _{j}\left(1 /\left|\alpha_{j}\right|\right)$. We may also decompose $t F^{\prime}(t) / F(t)$ in Lambert series as

$$
\frac{t F^{\prime}(t)}{F(t)}=\sum_{j \geqslant 1} b_{F}(j) \frac{j t^{j}}{1-t^{j}}
$$

as some series shuffling in any disc of radius $b<\min (1,1 / \beta)$ shows. The lemma follows readily by integrating the above relation.

Lemma 6.2. We use the hypotheses and notation of Lemma 6.1. Let $\beta \geqslant 2$ be larger than the inverse of the modulus of all the roots of $F(t)$. We have

$$
\left|b_{F}(k)\right| \leqslant 2 \operatorname{deg} F \cdot \beta^{k} / k
$$

Proof. We clearly have $\left|s_{F}(j)\right| \leqslant \operatorname{deg} F \cdot \beta^{j}$, so that

$$
\begin{aligned}
\left|b_{F}(k)\right| & \leqslant \frac{\operatorname{deg} F}{k} \sum_{1 \leqslant j \leqslant k} \beta^{j} \leqslant \frac{\operatorname{deg} F}{k} \beta \frac{\beta^{k}-1}{\beta-1} \\
& \leqslant \frac{\operatorname{deg} F}{k} \frac{\beta^{k}}{1-1 / \beta} \leqslant 2 \operatorname{deg} F \cdot \beta^{k} / k
\end{aligned}
$$

There are numerous easy upper estimates for the inverse of the modulus of all the roots of $F(t)$ in terms of its coefficients. Here is a simplistic one.

Lemma 6.3. Let $F(X)=1+a_{1} X+\ldots+a_{\delta} X^{\delta}$ be a polynomial of degree $\delta$. Let $\rho$ be one of its roots. Show that, either $|\rho| \geqslant 1$ or $1 /|\rho| \leqslant\left|a_{1}\right|+\left|a_{2}\right|+\ldots+\left|a_{\delta}\right|$.

Proof. The readers may first notice that

$$
(1 / \rho)^{\delta}=-a_{1}(1 / \rho)^{\delta-1}-a_{2}(1 / \rho)^{\delta-2}-\ldots-a_{\delta}
$$

The conclusion is easy.

Proof of Theorem 1.4. The proof requires several steps. The very first one is a direct consequence of (35), which leads to the identity

$$
\begin{equation*}
\frac{F(t)}{G(t)}=\prod_{j=2}^{\infty}\left(1-t^{j}\right)^{b_{F}(j)-b_{G}(j)} \tag{36}
\end{equation*}
$$

The absence of the $j=1$ term is due to our assumption that $(F(X)-G(X)) / X^{2} \in$ $\mathbb{Z}[X]$. Up to this point (36) is only established as a formal identity. Our second step is to establish (36) for all $t \in \mathbb{C}$ with $|t|<1 / \beta$ and to control the rate of convergence. By Lemma 6.2, we know that $\left|b_{F}(j)-b_{G}(j)\right| \leqslant 2 \max (\operatorname{deg} F, \operatorname{deg} G) \beta^{j} / j$. Therefore, for any bound $J$, we have

$$
\begin{equation*}
\sum_{j \geqslant J+1}\left|t^{j}\right|\left|b_{F}(j)-b_{G}(j)\right| \leqslant 2 \max (\operatorname{deg} F, \operatorname{deg} G) \frac{|t \beta|^{J+1}}{(1-|t \beta|)(J+1)} \tag{37}
\end{equation*}
$$

as soon as $|t|<1 / \beta$. We thus have

$$
\begin{equation*}
\frac{F(t)}{G(t)}=\prod_{2 \leqslant j \leqslant J}\left(1-t^{j}\right)^{b_{F}(j)-b_{G}(j)} \times I_{1} \tag{38}
\end{equation*}
$$

where $\left|\log I_{1}\right| \leqslant 2 \max (\operatorname{deg} F, \operatorname{deg} G)|t \beta|^{J+1} /[(1-|t \beta|)(J+1)]$.
Now that we have the expansion (38) for each prime $p$, we may combine them. We readily get

$$
\prod_{\substack{p \geqslant P, p \in \mathcal{A}}} \frac{F(1 / p)}{G(1 / p)}=\prod_{\substack{p \geqslant P, p \in \mathcal{A}}} \prod_{2 \leqslant j \leqslant J}\left(1-p^{-j}\right)^{b_{G}(j)-b_{F}(j)} \times I_{2}
$$

where $I_{2}$ satisfies

$$
\begin{aligned}
\left|\log I_{2}\right| & \leqslant 2 \max (\operatorname{deg} F, \operatorname{deg} G) \sum_{p \geqslant P} \frac{\beta^{J+1}}{1-\beta / P} \frac{1}{(J+1) p^{J+1}} \\
& \leqslant \frac{2 \max (\operatorname{deg} F, \operatorname{deg} G) \beta^{J+1}}{(1-\beta / P)(J+1)}\left(\frac{1}{P^{J+1}}+\int_{P}^{\infty} \frac{d t}{t^{J+1}}\right) \\
& \leqslant \frac{2 \max (\operatorname{deg} F, \operatorname{deg} G)(\beta / P)^{J} \beta}{(1-\beta / P)(J+1)}\left(\frac{1}{P}+\frac{1}{J}\right)
\end{aligned}
$$

since $P \geqslant 2$ and $J \geqslant 3$. As announced earlier, we may rearrange the product over the primes $p$ and get

$$
\prod_{\substack{p \geqslant P, p \in \mathcal{A}}} \frac{F(1 / p)}{G(1 / p)}=\prod_{2 \leqslant j \leqslant J} \zeta_{P}(j ; q, \mathcal{A})^{b_{G}(j)-b_{F}(j)} \times I_{2}
$$

The last step is to replace $\zeta_{P}(j ; q, \mathcal{A})$ by the approximation, say $\zeta_{P}(j ; q, \mathcal{A} \mid r)$ given by (13). We find that

$$
\prod_{\substack{p \geqslant P, p \in \mathcal{A}}} \frac{F(1 / p)}{G(1 / p)}=\prod_{2 \leqslant j \leqslant J} \zeta_{P}(j ; q, \mathcal{A} \mid r)^{b_{F}(j)-b_{G}(j)} \times I_{3},
$$

where $I_{3}$ satisfies

$$
\begin{aligned}
\left|\log I_{3}\right| & \leqslant C \sum_{2 \leqslant j \leqslant J}\left|b_{F}(j)-b_{G}(j)\right| \frac{1+P /\left(2^{r} j-1\right)}{P^{j 2^{r}}}+\left|\log I_{2}\right| \\
& \leqslant C \sum_{2 \leqslant j \leqslant J} 2 \max (\operatorname{deg} F, \operatorname{deg} G) \frac{\beta^{j}}{j} \frac{1+2^{-r} P}{P^{j 2^{r}}}+\left|\log I_{2}\right|
\end{aligned}
$$

with

$$
C=\frac{1}{2}\left(1+\frac{r-1}{\left|G^{\sharp}\right|}\right)\left(\frac{\left|G^{\sharp}\right| d(\exp G)}{2}\right)^{r-1} .
$$

Therefore (and since $r \geqslant 2$ )

$$
\begin{array}{r}
\frac{\left|\log I_{3}\right|}{2 \max (\operatorname{deg} F, \operatorname{deg} G)} \leqslant \frac{1}{4}\left(1+\frac{r-1}{\left|G^{\sharp}\right|}\right)\left(\frac{\left|G^{\sharp}\right| d(\exp G)}{2}\right)^{r-1} \frac{\beta^{2}}{P^{2^{r+1}}} \frac{1+2^{-r} P}{1-\beta / P^{4}}  \tag{39}\\
+\frac{(\beta / P)^{J} \beta}{(1-\beta / P)(J+1)}\left(\frac{1}{P}+\frac{1}{J}\right)
\end{array}
$$

and this ends the proof.

## 7. Counting the number of Lattice-Invariant Classes

It is of interest to count how many lattice-invariant classes there are, i.e. to determine the cardinality of $G^{\sharp}$ which is equally the number of cyclic subgroups, i.e. the cardinality of $\mathscr{G}$. We proceed in several steps.

Lemma 7.1. Let $d \geqslant 1$ and $q \geqslant 1$ be two integers. The number $\rho(q ; d)$ of solutions to the equation $x^{d} \equiv 1[q]$ is a multiplicative function of the variable $q$. When $p$ is a prime, we find that

$$
\rho\left(p^{\alpha} ; d\right)= \begin{cases}\left(d, p^{\alpha-1}(p-1)\right) & \text { if } p \neq 2, \\ 1 & \text { if } p=2 \text { and } \alpha=1 \\ 1 & \text { if } p=2, \alpha \geqslant 2 \text { and } d \text { odd } \\ 2\left(d, 2^{\alpha-2}\right) & \text { if } p=2, \alpha \geqslant 2 \text { and } d \text { even } .\end{cases}
$$

The function $d \mapsto \rho(q ; d)$ is also multiplicative.

Proof. The multiplicative character of $\rho(q ; d)$ stems from the Chinese Remainder Theorem. In $\mathbb{Z} / p^{\alpha} \mathbb{Z}$ and $p \neq 2$, the equation $x^{d} \equiv 1\left[p^{\alpha}\right]$ has $\left(d, p^{\alpha-1}(p-1)\right)$ as stated in [9, Corollary 2.42]; it is an easy consequence of the fact that $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)^{\times}$is cyclic in this case.

When $p=2$, the equation $x^{d} \equiv 1[2]$ has exactly one solution, namely $x=$ 1. When $p=2$ and $\alpha \geqslant 2$, the multiplicative group $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)^{\times}$is isomorphic to the direct product $(\mathbb{Z} / 2 \mathbb{Z},+) \times\left(\mathbb{Z} / 2^{\alpha-2} \mathbb{Z},+\right)$. We find as a consequence of [4, Proposition 4.2.2] that $\rho\left(2^{\alpha}, d\right)=2\left(d, 2^{\alpha-2}\right)$.

The multiplicativity of the function $d \mapsto \rho(q ; d)$ folows from the explicit expression of $\rho(q ; d)$ : it is a product (over prime factors of $q$ ) of multiplicative functions of the variable $d$.

Lemma 7.2. The number $\rho^{*}(q ; d)$ of elements of order $d$ in $(\mathbb{Z} / q \mathbb{Z})^{\times}$is given by

$$
\sum_{\ell \mid d} \mu(d / \ell) \rho(q ; \ell)
$$

where $\rho(q ; d)$ is defined and determined in Lemma 7.1.
Proof. This is a consequence of the Moebius inversion formula as, by classifying the solution of $x^{d} \equiv 1[q]$ by their order, we find that $\rho(q ; d)=\sum_{\ell \mid d} \rho^{*}(q ; \ell)$.
Proposition 7.3. When $q \geqslant 3$, the number $|\mathscr{G}|$ of cyclic subgroups of $(\mathbb{Z} / q \mathbb{Z})^{\times}$is given by

$$
|\mathscr{G}|=\prod_{\substack{p \mid \varphi(q), p \neq 2}} \frac{p-2}{p-1} \sum_{\substack{d|\varphi(q), 2| d}} \frac{\rho(q ; d)}{\varphi(d)} \prod_{\substack{p|d, p| \varphi(q) / d, p \neq 2}} \frac{(p-1)^{2}}{p(p-2)} \prod_{\substack{p \mid d, p \nmid \varphi(q) / d, p \neq 2}} \frac{p-1}{p-2} \prod_{\substack{2|d, 2| \varphi(q) / d}} \frac{1}{2}
$$

where $\rho(q ; d)$ is defined and determined in Lemma 7.1.
We have checked this expression with Sage via the function CardClassList of our script. The values have been checked against a direct count: we have the list of lattice-invariant classes, hence their number.

Proof. Each cyclic subgroup of order $d$ has $\varphi(d)$ generators. Hence the number of cyclic subgroups of order $d$ is equal to $\rho^{*}(q ; d) / \varphi(d)$, whence, by Lemma 7.2,

$$
\begin{aligned}
|\mathscr{G}| & =\sum_{d \mid \varphi(q)} \frac{1}{\varphi(d)} \sum_{\ell \mid d} \mu(d / \ell) \rho(q ; \ell) \\
& =\sum_{\ell \mid \varphi(q)} \rho(q ; \ell) \sum_{\ell|d| \varphi(q)} \frac{\mu(d / \ell)}{\varphi(d)} .
\end{aligned}
$$

To evaluate the inner sum, write $\varphi(q)=h_{1} h_{2} h_{3}$, where $h_{1}$ is the product of the $p^{v_{p}(\varphi(q))}$ with $p \mid \ell$ and $p \mid \varphi(q) / \ell$, then $h_{2}$ is the product of the $p^{v_{p}(\varphi(q))}$ with $p \mid \ell$ but $p \nmid \varphi(q) / \ell$ and $\left(h_{3}, \ell\right)=1$ is what remains after division by $h_{1} h_{2}$. We readily find that

$$
\sum_{\ell|d| \varphi(q)} \frac{\mu(d / \ell)}{\varphi(d)}=\frac{1}{\varphi(\ell)} \prod_{p \mid h_{1}}\left(1-\frac{1}{p}\right) \prod_{p \mid h_{2}} 1 \prod_{p \mid h_{3}}\left(1-\frac{1}{p-1}\right) .
$$

This vanishes when $2 \mid h_{3}$, so we can restrict our attention to even $\ell$ 's. In which case we get

$$
\sum_{\ell|d| \varphi(q)} \frac{\mu(d / \ell)}{\varphi(d)}=\frac{1}{\varphi(\ell)} \prod_{\substack{p \mid \varphi(q), p \neq 2}} \frac{p-2}{p-1} \prod_{\substack{p \mid h_{1}, p \neq 2}} \frac{(p-1)^{2}}{p(p-2)} \prod_{\substack{p \mid h_{2}, p \neq 2}} \frac{p-1}{p-2} \times\left(\frac{1}{2} \text { when } 2^{v_{2}(\varphi(q))} \nmid \ell\right) .
$$

We reverse to the variable $d$ rather than $\ell$ to write our lemma. We have also used the condition $q \geqslant 3$ to ensure that $2 \mid \varphi(q)$.

## 8. Notes on the implementation

The parameter $r$ is not very large, typically between 2 and 8. Since in (12), several products $d=d_{1} \cdots d_{v}$ are equal, we store the computed values of $\Gamma_{s}(d t)$ in the dictionary ComputedGammas in the function GetVs of the script LIEP.sage. We proceed similarly with the dictionary ComputedProductNdsM1Inverse for the products $N_{d_{1}} \cdots N_{d_{v}} M_{1}^{-1}$ in . Since the list $\left[d_{1}, \cdots, d_{v}\right]$ cannot be a key for such a dictionary, we simply replace it by the tuple $\left(d_{1}, \cdots, d_{v}\right)$.

Concerning the general structure, the function GetStructure computes all the algebraical quantities that we need: the list of cyclic subgroups, the one of latticeinvariant classes, the exponent of our group, its character group, the set of invertible classes and, for each cyclic subgroup, the set of characters that are trivial on it.

Once the script is loaded via load('LIEP.sage'), a typical call will be

$$
\operatorname{GetVs}(12,2,100,300)
$$

to compute modulo 12 the possible constants with $s=2$, asking for 100 decimal digits and using $P=300$. The output is self explanatory. The number of decimal digits asked for is roughly handled and one may lose precision in between, but this is indicated at the end (we observed no such phenomenon, but it may still happen!). A more precise treatment would first check the output and if the precision attained would not be enough, increase automatically this parameter. We prefer to let the users do that by themselves. The digits presented when WithLaTeX $=1$ are always accurate. Note that we expect the final result to be of size roughly unity, so we ask for is not the relative precision but the number of decimals. Hence, in the function GetGamma, we replace by an approximation of 0 the values that we know are insignificantly small. This is a true time-saver.

There are two subsequent optional parameters Verbose and WithLaTeX. The first one may take the values 0,1 and 2 ; when equal to 0 , the function will simply do its job and return the list of the invariant classes and the one of the computed lower and upper values. When equal to 1 , its default value, some information on the computation is given. At level 2, more informations is given, but that should not concern the casual user. When the parameter Verbose is at least 1 and WithLaTeX is 1 , the values of the constants will be further presented in a format suitable for inclusion in a ${ }^{\mathrm{A}} \mathrm{T}_{\mathrm{E}} \mathrm{X}$-file. For instance, the call

$$
\operatorname{GetVs}(12,2,100,100,1,1)
$$

is the one used to prepare this document.
To compute the Euler products as explained in Theorem 1.4, we have the function GetEulerProds(q, F, G, nbdecimals, bigP = 100, Verbose = 1, WithLaTeX $=0)$. Note that the parameter bigP may be increased during the run of the program to ensure that $P \geqslant 2 \beta$ (a condition that is most of the time satisfied). We reused the same structure as the function GetVs, without calling it: this is to also keep all the precomputed datas. Since the coefficients $\left|b_{F}(j)-b_{G}(j)\right|$ may increase like $\beta^{j}$, we increase the working precision by $J \log \beta / \log 2$.

Checking. The values given here have been checked in several manners. The co-authors of this paper have computed several of the next values via independent scripts. We also provide the function GetVsChecker (q, s, borne $=10000$ ) which computes approximate values of the same Euler products by simply truncating the Euler product representation. We checked with positive result the stability of our results with respect of the variation of the parameter $P$. This proved to be a very discriminating test.

Furthermore, approximate values for Shank's and Lal's constants are known (Finch in [1] gives 10 digits) and we agree on those. Finally, the web site [3] by X. Gourdon and P. Sebah is nowadays difficult to decypher but a postscript version
is available on the same page. They give in section 4.4 the first fifty digits of the constant they call $A$ and which is

$$
\frac{\pi^{2}}{2} \prod_{p \equiv 1[4]}\left(1-\frac{4}{p}\right)\left(\frac{p+1}{p-1}\right)^{2}=\begin{array}{r}
1.95049111244628707444658556580955369 \\
\\
\\
\\
\\
\\
65267084977189430550807263318894627 \\
6136939924266469859438665 \cdots
\end{array}
$$

Our result match the one of [3].

## 9. Some results

In this part, we exhibit some results for $s=2$ and small $q$ 's. We decided to produce 100 decimal digits each time. Each computation took at most five seconds and we selected uniformly $P=100$.

## Modulo 3.

$$
\begin{array}{r}
\prod_{p \equiv 1[3]}\left(1-p^{-2}\right)^{-1}=\begin{array}{r}
1.03401487541434188053903064441304762857896542848909 \\
\\
98864168250384212222458710963580496217079826205962 \ldots
\end{array} \\
\prod_{p \equiv 2[3]}\left(1-p^{-2}\right)^{-1}=1.41406439089214763756550181907982937990769506939316 \\
21750399249624239281069920884994537548585024751141 \cdots
\end{array}
$$

## Modulo 4.

$$
\begin{array}{r}
\prod_{p \equiv 1[4]}\left(1-p^{-2}\right)^{-1}=1.05618212172681614173793076531621989058758042546070 \\
\quad 80120043061983027928160622269304895129583729159718 \cdots \\
\prod_{p \equiv 3[4]}\left(1-p^{-2}\right)^{-1}=\begin{array}{r}
1.16807558541051428866969673706404040136467902145554 \\
\\
79928405636811138106593777109466904074727958848702 \cdots
\end{array}
\end{array}
$$

## Modulo 5.

$$
\begin{aligned}
& \prod_{p \equiv 1[5]}\left(1-p^{-2}\right)^{-1}=1.01091516060101952260495658428951492098453862758173083237320242008925161374245672637093961976945589218 \cdots \\
& \prod_{p \equiv 2,3[5]}\left(1-p^{-2}\right)^{-1}=1.55437607272088922081759028256555177560563014734257 . \\
& \prod_{p \equiv 4[5]}\left(1-p^{-2}\right)^{-1}=1.00496032392229755899374962481025218479551029418802 .
\end{aligned}
$$

## Modulo 7.

$$
\begin{aligned}
& \prod_{p \equiv 1[7]}\left(1-p^{-2}\right)^{-1}=1.00222953381974042627186415913822019244863756540128 \\
& \prod_{p \equiv 2,4[7]}\left(1-p^{-2}\right)^{-1}=1.34984625436527320787747724497862277765086902124860 \\
& \prod_{p \equiv 3,5[7]}\left(1-p^{-2}\right)^{-1}=1.18274260076736409208002868393315918517180536046335 \\
& \prod_{p \equiv 6[7]}\left(1-p^{-2}\right)^{-1}=1.00705203260307404805671935242888870692893671473687
\end{aligned}
$$

## Modulo 8.

$$
\begin{aligned}
& \prod_{p \equiv 1[8]}\left(1-p^{-2}\right)^{-1}=1.00483506503419118711835983116910411959790731754340 \\
& 88789551560671174639620513105635207321058806858783 \cdots \\
& \prod_{p \equiv 3[8]}\left(1-p^{-2}\right)^{-1}=1.13941877710821151502705893077334020887255996109629 \\
& 48302258212741102101655776074291446593749151233349 \cdots \\
& \prod_{p \equiv 5[8]}\left(1-p^{-2}\right)^{-1}=1.05109998494218330793687755600633505680120101845817 \\
& 85080599129420739729304855878338889504795925534495 \cdots \\
& \prod_{p \equiv 7[8]}\left(1-p^{-2}\right)^{-1}=1.02515037392575917991619543556094158794331100276024 \\
& 41530695669498217644979604100790076269431423643529 \cdots
\end{aligned}
$$

## Modulo 9.

$\prod_{p \equiv 1[9]}\left(1-p^{-2}\right)^{-1}=\begin{array}{r}1.00403383505128879798247811992474748948252289579877 \\ 28822867014235963409379779383933608943169486037141 \cdots\end{array}$
$\prod_{p \equiv 2,5[9]}\left(1-p^{-2}\right)^{-1}=1.40783707199653805093526840343379823183825615980878$


$$
\prod_{p \equiv 8[9]}\left(1-p^{-2}\right)^{-1}=1.00442332356455015978660825839058205396611967230788
$$

## Modulo 11.

$$
\prod_{p \equiv 1[11]}\left(1-p^{-2}\right)^{-1}=1.00232824089773652733780579246942582043457806414879 \text { 23124998954415038255729260751698484874600311008712} \ldots
$$

$\prod_{p \equiv 2,6,7,8[11]}\left(1-p^{-2}\right)^{-1}=1.38240114480578871773398243595470441913511643584157$
$\prod_{p \equiv 3,4,5,9[11]}\left(1-p^{-2}\right)^{-1}=\begin{array}{r}1.17640192244151471776568388169954785031514221045715 \\ 72819381334430481040930087434167383619502197926318 \cdots\end{array}$
$\prod_{p \equiv 10[11]}\left(1-p^{-2}\right)^{-1}=\begin{array}{r}1.00079377071474000680223277998138075309937997281556 \\ 86828019665982489326659245617120791117422821298769 \ldots\end{array}$

Modulo 12.

$$
\begin{aligned}
& \prod_{p \equiv 1[12]}\left(1-p^{-2}\right)^{-1}=1.00761324521414496616934931224773229378954714290433 \\
& 17666433684481949208978610185578530605791112980649 \cdots \\
& \prod_{p \equiv 5[12]}\left(1-p^{-2}\right)^{-1}=1.04820190360076993683493743489579267348041367449481 \\
& 52581073761449524161715714378823594049908856694968 \cdots \\
& \prod_{p \equiv 7[12]}\left(1-p^{-2}\right)^{-1}=1.02620214683123370070720186696636157236110932131334 \\
& 95148104006649654603293938645419299917826386791609 \cdots \\
& \prod_{p \equiv 11[12]}\left(1-p^{-2}\right)^{-1}=1.01177863685033258370511941026733127805840123089520 \\
& 87028359594075615016417045630054442195913298062727 \cdots
\end{aligned}
$$

## Modulo 13.

$$
\begin{aligned}
& \prod_{p \equiv 2,6,7,11[5]}\left(1-p^{-2}\right)^{-1}=\begin{array}{r}
1.38005216711914293623733589583359312884906392276216 \\
00813278019617083570070370066602382199970705585939 \ldots
\end{array} \\
& \prod_{p \equiv 3,9[13]}\left(1-p^{-2}\right)^{-1}=1.12706127387703037596052919045970008035625366812081 \\
& \prod_{p \equiv 4,10[13]}\left(1-p^{-2}\right)^{-1}=1.00628513838526435654792207863088874032122455350607 \\
& \prod_{p \equiv 5,8[13]}\left(1-p^{-2}\right)^{-1}=1.04384795295816348325644531213562867130380510949630 \\
& \prod_{p \equiv 12[13]}\left(1-p^{-2}\right)^{-1}=1.00019472284335309720122512985270839198676595193000
\end{aligned}
$$

## Modulo 15.

$$
\begin{aligned}
& \prod_{p \equiv 1[15]}\left(1-p^{-2}\right)^{-1}=1.00148974227349293695620228215229804062027182224183 \\
& 85046920610646033370474611617034094667091315803303 \cdots \\
& \prod_{p \equiv 2,8[15]}\left(1-p^{-2}\right)^{-1}=1.34246045515499530799301006334572665242987872372380 \\
& 96524039287305862457836700748009151103340693331380 \cdots \\
& \prod_{p \equiv 4[15]}\left(1-p^{-2}\right)^{-1}=1.00317847000797658539768865400935749558936916967588 \\
& 37351269804562246578843689608028447946691905569351 \cdots \\
& \prod_{p \equiv 7,13[15]}\left(1-p^{-2}\right)^{-1}=1.02920545248897030487461696819934620539728573420801 \\
& 87576813447386339397516833056076995207140959099521 \cdots \\
& \prod_{p \equiv 11[15]}\left(1-p^{-2}\right)^{-1}=1.00941139777041534074111400796771715318283850283487 \\
& \prod_{p \equiv 14[15]}\left(1-p^{-2}\right)^{-1}=1.00177620828954473626109154307996283156105706198467 \\
& 19519146913987002036756822637690944758246983196091 \cdots
\end{aligned}
$$

## Modulo 16.

$$
\begin{aligned}
& \prod_{p \equiv 1[16]}\left(1-p^{-2}\right)^{-1}=1.00378129631117437714947117228061816456582678528441 \\
& p \equiv 1[16] \quad 57268635214891154134995028719419254711001064546873 \ldots \\
& \prod_{p \equiv 3,11[16]}\left(1-p^{-2}\right)^{-1}=1.13941877710821151502705893077334020887255996109629 \\
& \prod_{p \equiv 5,13[16]}\left(1-p^{-2}\right)^{-1}=1.05109998494218330793687755600633505680120101845817 \\
& \prod_{p \equiv 7[16]}\left(1-p^{-2}\right)^{-1}=1.02325487819740708067957766861406977003728915754600 \quad 19844979298335591253999095571470317405678593405044 \cdots \\
& \prod_{p \equiv 9[16]}\left(1-p^{-2}\right)^{-1}=1.00104979912147131637839639521010070680520018157035 \\
& \prod_{p \equiv 15[16]}\left(1-p^{-2}\right)^{-1}=1.00185241797399613159935780221951678266226851741444
\end{aligned}
$$

Some notes on timing. We tried several large computations to get an idea of the limitations of our script, with the uniform choice $P=300$ and asking for 100 decimal digits. Since we did not run each computations hundred times to get an average timing, this table has to be taken with a pinch of salt. We present relative timing, knowing that the computation with $q=3, q=4$ or $q=4$ took about a tenth of a second.

| $q$ | $\varphi(q)$ | $\# d_{i}^{\prime} s$ | $\left\|G^{\sharp}\right\|$ | $r$ | relative <br> time (ms) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 2 | 5 | 2 | 5 | 1 |
| 4 | 2 | 5 | 2 | 5 | 1 |
| 5 | 4 | 19 | 3 | 5 | 1 |
| 7 | 6 | 28 | 4 | 5 | 3.2 |
| 8 | 4 | 5 | 4 | 5 | 2.2 |
| 9 | 6 | 28 | 4 | 5 | 3.2 |
| 11 | 10 | 15 | 4 | 5 | 30 |
| 12 | 4 | 5 | 4 | 5 | 2.5 |
| 13 | 12 | 55 | 6 | 5 | 4.4 |
| 15 | 8 | 19 | 6 | 5 | 2 |
| 16 | 8 | 19 | 6 | 5 | 1.6 |
| 17 | 16 | 30 | 5 | 5 | 42 |
| 19 | 18 | 34 | 6 | 5 | 93 |
| 20 | 8 | 19 | 6 | 5 | 2 |
| 21 | 12 | 28 | 8 | 5 | 7 |
| 23 | 22 | 9 | 4 | 5 | 100 |
| 24 | 8 | 5 | 8 | 5 | 5 |
| 25 | 20 | 32 | 6 | 5 | 98 |
| 27 | 18 | 34 | 6 | 5 | 92 |
| 28 | 12 | 28 | 8 | 5 | 6.5 |
| 29 | 28 | 31 | 6 | 5 | 175 |
| 31 | 30 | 54 | 8 | 5 | 343 |
| 32 | 16 | 27 | 8 | 5 | 25 |
| 33 | 20 | 15 | 8 | 5 | 65 |
| 35 | 24 | 55 | 12 | 5 | 96 |
| 36 | 12 | 28 | 8 | 5 | 6.5 |
| 37 | 36 | 61 | 9 | 5 | 350 |
| 39 | 24 | 55 | 12 | 5 | 99 |
| 40 | 16 | 19 | 12 | 5 | 4.6 |
| 41 | 40 | 40 | 8 | 5 | 424 |
| 43 | 42 | 40 | 8 | 5 | 654 |
| 44 | 20 | 15 | 8 | 5 | 652 |
| 45 | 24 | 55 | 12 | 5 | 95 |
| 47 | 46 | 6 | 4 | 5 | 394 |
| 48 | 16 | 19 | 12 | 5 | 4.8 |
| 49 | 42 | 40 | 8 | 5 | 665 |
| 51 | 32 | 30 | 10 | 5 | 101 |


| $q$ | $\varphi(q)$ | $\# d_{i}^{\prime} s$ | $\left\|G^{\sharp}\right\|$ | $r$ | relative <br> time $(\mathrm{ms})$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 52 | 24 | 55 | 12 | 5 | 102 |
| 53 | 52 | 23 | 6 | 5 | 675 |
| 55 | 40 | 32 | 12 | 5 | 250 |
| 56 | 24 | 28 | 16 | 5 | 15 |
| 57 | 36 | 34 | 12 | 5 | 222 |
| 59 | 58 | 6 | 4 | 5 | 675 |
| 60 | 16 | 19 | 12 | 5 | 5 |
| 61 | 60 | 84 | 12 | 5 | 1468 |
| 63 | 36 | 28 | 20 | 5 | 23 |
| 64 | 32 | 30 | 10 | 5 | 96 |
| 65 | 48 | 55 | 20 | 5 | 260 |
| 67 | 66 | 32 | 8 | 5 | 155 |
| 68 | 32 | 30 | 10 | 5 | 97 |
| 69 | 44 | 9 | 8 | 5 | 240 |
| 71 | 70 | 24 | 8 | 5 | 1850 |
| 72 | 24 | 28 | 16 | 5 | 15 |
| 73 | 72 | 72 | 12 | 5 | 1643 |
| 75 | 40 | 32 | 12 | 5 | 237 |
| 76 | 36 | 34 | 12 | 5 | 219 |
| 77 | 60 | 54 | 16 | 5 | 855 |
| 79 | 78 | 32 | 8 | 5 | 2312 |
| 80 | 32 | 19 | 20 | 5 | 12 |
| 81 | 54 | 35 | 8 | 5 | 871 |
| 83 | 82 | 5 | 4 | 5 | 1527 |
| 84 | 24 | 28 | 16 | 5 | 15 |
| 85 | 64 | 30 | 18 | 5 | 257 |
| 87 | 56 | 31 | 12 | 5 | 441 |
| 88 | 40 | 15 | 16 | 5 | 157 |
| 89 | 88 | 31 | 8 | 5 | 2058 |
| 91 | 72 | 55 | 30 | 5 | 464 |
| 92 | 44 | 9 | 8 | 5 | 241 |
| 93 | 60 | 54 | 16 | 5 | 866 |
| 95 | 72 | 61 | 18 | 5 | 915 |
| 96 | 32 | 27 | 16 | 5 | 61 |
| 97 | 96 | 70 | 12 | 5 | 3371 |
| 99 | 60 | 54 | 16 | 5 | 855 |
| 100 | 40 | 32 | 12 | 5 | 236 |
|  |  |  |  |  |  |

This table shows that the value of $\varphi(q)$ is the main determinant of the time needed. The column with the tag " $\# d_{i}^{\prime} s$ " contains the number of tuples $\left(d_{1}, \cdots, d_{v}\right)$ in the main formula.

Here is now a shorter table when asking 1000 decimal digits still with $P=300$. The time needed is still very decent.

| $q$ | $\varphi(q)$ | $\# d_{i}^{\prime} s$ | $\left\|G^{\sharp}\right\|$ | $r$ | time $(\mathrm{ms})$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 3 | 2 | 8 | 2 | 8 | 3708 |
| 4 | 2 | 8 | 2 | 8 | 3226 |
| 5 | 4 | 87 | 3 | 8 | 7067 |
| 7 | 6 | 249 | 4 | 8 | 29421 |
| 8 | 4 | 8 | 4 | 8 | 6423 |
| 9 | 6 | 249 | 4 | 8 | 29267 |
| 11 | 10 | 96 | 4 | 8 | 56001 |
| 12 | 4 | 8 | 4 | 8 | 7264 |
| 13 | 12 | 716 | 6 | 8 | 87480 |
| 15 | 8 | 87 | 6 | 8 | 14021 |

When asking for 5000 decimal digits and only $q=3$, it took about 16 minutes (with $P=500$ ) to get an answer, which essentially sets the horizon of the present method.
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