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ON q-POLY-BERNOULLI NUMBERS ARISING FROM

COMBINATORIAL INTERPRETATIONS

BEÁTA BÉNYI AND JOSÉ L. RAMÍREZ

Abstract. In this paper we present several natural q-analogues of the poly-Bernoulli
numbers arising in combinatorial contexts. We also recall some relating analytical results
and ask for combinatorial interpretations.

1. Introduction

Poly-Bernoulli numbers were introduced by Kaneko in 1997 [19] as he noticed that the
generating function of the usual Bernoulli numbers can be generalized in a nice way using
the polylogarithm function. Later, in 1999 Arakawa and Kaneko [2] observed that poly-
Bernoulli numbers can be expressed as special values of multiple zeta values. Motivated
by this observation, they introduced a function, nowadays known as the Arakawa-Kaneko
function, which expresses special values of this function at negative integers with the help
of poly-Bernoulli numbers and multiple zeta values. Since then poly-Bernoulli numbers
were studied by numerous authors.

The literature in this topic is so wealth that we can not give here a complete list about
all the areas that was motivated by these works, however, we mention a few. Generaliza-
tions were introduced, as for instance multi-poly-Bernoulli numbers [4] or poly-Bernoulli
numbers associated with a Dirichlet character [3]. Analogue numbers were also introduced
as poly-Euler [29], poly-Cauchy [21], poly-Eulerian numbers [32] were introduced. Beyond
the numbers, polynomials (and generalizations of the polynomials) were defined and stud-
ied. In another direction, using the formula of poly-Bernoulli numbers, that involves the
Stirling numbers of the second kind, the authors replaced in the formula variations of the
Stirling numbers and studied the so obtained number sequences and polynomials, respec-
tively. For example, the classical Stirling numbers are replaced by the incomplete Stirling
numbers [10, 22] or the r-Stirling numbers [9, 23, ?].

Poly-Bernoulli numbers received attention by combinatorialists because poly-Bernoulli
numbers with negative k indices enumerate various combinatorial objects and have very
interesting combinatorial properties. We find also generalizations in the literature that are
natural from the combinatorial point of view. One of the first combinatorial interpretations
was given by Brewbaker [11] in terms of lonesum matrices.
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In combinatorics, number theory, and theory of special polynomials the so called q-
analogues of number sequences are often investigated. In combinatorial context q is usually
used for a parameter of the underlying combinatorial object which are enumerated by the
number itself if the extra parameter is not taking into account (so for q = 1). In this
paper we focus on the aspects of q-analogues of the poly-Bernoulli numbers. There are
different ways to attack this problem. The aim of this paper is to show some of these
directions. Most of all we want to highlight the combinatorial richness of the theory of
poly-Bernoulli numbers by defining several q-analogues of this counting sequence that arise
naturally from the combinatorial interpretations. We also point out a q-analogue which
was defined analytically and pose the question of finding an appropriate combinatorial
interpretation. Further, we also define a q-analogue that arise from the formula naturally,
and show the strong connection to the Akiyama-Tanigawa algorithm. Unfortunately, in
this case we neither found yet any nice combinatorial interpretation. We illustrated our
results with examples in order to facilitate the reading of the paper and to show the wealth
of the theory.

The outline of the paper is as follows. First, we recall some necessary definitions and
notation we use throughout the paper. The definitions that are specific for the considered
q-analogue in a certain section is given in the section itself. In Section 3, we give a natural
combinatorial interpretation of the q-poly-Bernoulli numbers by using ordered partitions
and the inversion statistic. In Section 4, we use the weight defined by Cigler in his study.
We interpret this weight on the set of lonesum matrices to give a new q-analogue. In
Section 5, we exploit the interpretation of the poly-Bernoulli numbers in the context of
Vesztergombi permutations. Then, by using the q-rook numbers studied by Garsia and
Remmel, we give a combinatorial identity to find these new polynomials. In Section 6, we
reveal a connection between the poly-Bernoulli numbers and the theory of PASEP, then we
introduce a new possible q-analogue in this context. In Section 7, we show some possible
relation between the q-analogue defined by Cenkci and Komatsu and the Γ−free matrices.
Finally, we use the Akiyama-Tanigawa algorithm to give a non-combinatorial definition of
q-poly-Bernoulli numbers.

2. Definition and notation

The poly–Bernoulli numbers, denoted by B
(k)
n , where n is a positive integer and k is an

integer, are defined by the following exponential generating function

(1)

∞∑

n=0

B(k)
n

xn

n!
=

Lik(1− e−x)

1− e−x
,

where

Lik(z) =
∞∑

i=1

zi

ik

is the k-th polylogarithm function. Note that for k = 1 we recover the classical Bernoulli

numbers, that is, B
(1)
n = (−1)nBn, for n ≥ 0, where Bn denotes the n-th Bernoulli number.
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From the combinatorial point of view the array with negative k indices are interesting,
since these numbers are integers (see sequence A099594 in [31]). The first few values of
this array are

k\n 0 1 2 3 4 5
0 1 1 1 1 1 1
−1 1 2 4 8 16 32
−2 1 4 14 46 146 454
−3 1 8 46 230 1066 4718
−4 1 16 146 1066 6902 41506
−5 1 32 454 4718 41506 329462

Several explicit formulas for the poly-Bernoulli numbers are known:

B(k)
n = (−1)n

n∑

m=0

(−1)m
m!

{
n
m

}

(m+ 1)k
,(2)

B(−k)
n =

min(n,k)∑

m=0

m!

{
n+ 1

m+ 1

}
m!

{
k + 1

m+ 1

}
,(3)

B(−k−1)
n = B(−k)

n +

n∑

m=1

(
n

m

)
B

(−k)
n−(m−1).(4)

The first combinatorial interpretation of poly-Bernoulli numbers are lonesum matrices [11].
Lonesum matrices are binary matrices that are uniquely reconstructible from their column
and row sum vectors. They can be characterized by forbiddance of the submatrices of the
form (

0 1
1 0

)
or

(
1 0
0 1

)
.

Similarly, there are three other pairs of 2 × 2 submatrices such that their forbiddance
leads to a class of (0, 1)-matrices enumerated by the poly-Bernoulli numbers, see for ex-
ample [6, 7]. The formula (3) enumerates pairs of ordered partitions, which is an obvious
interpretation and can be turned immediately to a so called Callan permutation [6]. An-
other permutation class which we call Vesztergombi permutations was found early in an
algebraic study [25]. In this paper we will only refer to these interpretations though there
are also graph theoretical applications (cf. [9]), for instance.

In the formulas (2) and (3) we see that the Stirling numbers of the second kind plays
a key role. Stirling numbers of the second kind,

{
n
k

}
, are defined as the number of set

partitions of an n-element set into k non-empty blocks. Stirling numbers of the second
kind have several q-analogues introduced in the literature (cf [26, 27]). In this paper we
use different definitions, appropriate for our purposes of the specific sections. We recall
the particular q-analogue in the section itself.

As it is usual in the theory of q-calculus

[n]q := 1 + q + q2 + · · ·+ qn−1 =
1− qn

1− q
.
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We also use the notation [n]!q := [1]q[2]q · · · [n]q. If it is not confusing and not necessary to
write explicitly out we leave the subscript q and write simple [n] instead of [n]q. Similarly,
[n]! instead of [n]!q. Note that the above expressions become the integer n and the factorial
n! when q = 1.

3. q-analogue based on the obvious interpretation

First, we generalize the formula (3) in a straightforward manner. We remember the
definition of Carlitz’s q-Stirling numbers:{

n

m

}

q

=

{
n− 1

m− 1

}

q

+ [k]q

{
n− 1

m

}

q

,(5)

with the initial condition
{
n
0

}
q
=

{
0
m

}
q
= 0 except

{
0
0

}
q
= 1.

We define the following q-analogue of the poly-Bernoulli numbers

B(k)
n,q :=

min(n,k)∑

m=0

[m]!

{
n+ 1

m+ 1

}

q

[m]!

{
k + 1

m+ 1

}

q

.(6)

Before we give the combinatorial interpretation of these numbers it is useful to consider
the q-analogue of the Fubini numbers.

The Fubini numbers, also called the ordered Bell numbers, Fn, count the total number
of set partitions of {1, 2, . . . , n} where the blocks are ordered. They are given by

(7) Fn =
n∑

k=0

k!

{
n

k

}
for n > 0 and F0 = 1.

Note that the combinatorial identity (3) of poly-Bernoulli numbers has a great similarity
with (7) of Fubini numbers. For this reason, in this section we will study a q-analogue of
the Fubini numbers. We present a combinatorial interpretation by using inversions.

Definition 1. [26, pp.205] Let ω = B1/B2/ · · ·/Bk be any set partition and b ∈ Bi. We
will say that (b, Bj) is an inversion if b > minBj and i < j. We define the inversion
number of ω, written inv∗(ω), to be the number of inversions in ω.

For example, if ω = 137/26/45 then (3, B2), (7, B2), (7, B3), and (6, B3) are the inversions
of ω and inv∗(ω) = 4.

Note that the q-Stirling numbers defined by the recursion (5) have the following combi-
natorial interpretation {

n

k

}

q

=
∑

ω∈Πn,k

qinv
∗(ω),

where Πn,k is the number of set partitions of {1, 2, . . . , n} into k blocks.
We define the q-Fubini numbers using q-analogues of the expressions of (7) by the equal-

ity

Fn,q :=
n∑

k=0

[k]q!

{
n

k

}

q

.
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It is clear that limq→1 Fn,q = Fn. The first few q-Fubini numbers are

1, 1, q + 2, q3 + 3q2 + 5q + 4, q6 + 4q5 + 9q4 + 16q3 + 20q2 + 17q + 8, . . .

Theorem 2. The q-Fubini numbers are given by

Fn,q =
∑

π∈On

qinv
∗(π),

where On is the set of ordered set partitions of {1, 2, . . . , n}.

Proof. Let Tq(n, k) := [k]q!
{
n
k

}
q
. From (5) it is possible to prove that Tq(n, k) satisfies the

recurrence relation

Tq(n, k) = [k]q (Tq(n− 1, k − 1) + Tq(n− 1, k)) ,

with the initial condition Tq(n, 0) = 0 = Tq(0, k) for n > 0 and Tq(0, 0) = 1. On the other
hand, let Uq(n, k) :=

∑
π∈On,k

qinv
∗(π), where On,k is the set of ordered set partitions of

{1, 2, . . . , n} into k non-empty blocks. The sequence Uq(n, k) satisfies the same recurrence
relation of Tq(n, k), with the same initial values. Indeed, for any ordered partition π of
{1, 2, . . . , n} into k non-empty blocks, there are two options: either the element n is in a
single block or it is in a block with more than one element. In the first case, if the single
block is in the i-th position, the contribution is qk−iUq(n − 1, k − 1), for i = 1, 2, . . . , k.
Summing over the possible values of i, we obtain [k]qUq(n− 1, k − 1).

In the second case, the element n can be placed into one of the k blocks. Then its
contribution is qk−iUq(n − 1, k), where i is the position of the block from left to right.
Summing over the possible values of i, we obtain [k]qUq(n− 1, k). Therefore, we conclude
that Uq(n, k) = Tq(n, k) for all n, k ≥ 0. �

For example, F3,q = q3 + 3q2 + 5q + 4, with the ordered partitions and their respective
weights being

{1, 2, 3} → 1 {1, 2}, {3} → 1 {3}, {1, 2} → q {1, 3}, {2} → q

{2}, {1, 3} → q {2, 3}, {1} → q2 {1}, {2, 3} → 1 {1}, {2}, {3} → 1

{1}, {3}, {2} → q {2}, {1}, {3} → q {2}, {3}, {1} → q2 {3}, {2}, {1} → q3

{3}, {1}, {2} → q2

Now we turn our attention to the combinatorial interpretation of the formula (6).

The formula (3) have the following obvious interpretation. Let N̂ the set {1, 2, . . . , n}

extended by a special element 0 and K̂ the set {1, 2, . . . , k} extended by another special

element k + 1. (3) counts the alternating sequence of blocks of partitions of N̂ and K̂
such that the first block contains 0 and the last block contains k + 1 [6]. Note that the

number of blocks of N̂ and K̂ has to be equal to provide such an alternating sequence.

The interpretation of the q-analogue of poly-Bernoulli numbers B
(k)
n,q should be clear based

on this fact and the interpretation of the q-Fubini numbers. We formulate it in the next
theorem precisely.
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Theorem 3. Let N̂ = {0, 1, . . . , n} and K̂ = {1, 2, . . . , k, k + 1} be two sets. We let πn,k

denote an alternating sequence of blocks of partitions of N̂ and K̂ such that the first block
contains 0 and the last block contains k + 1. Further, we let OPn,k denote the set of all

such alternating sequences. The q-poly-Bernoulli numbers B
(k)
n,q counts the inversions in the

sequences πn,k:

B(k)
n,q =

∑

πn,k∈OPn,k

qinv
∗(πn,k).

For example, B
(1)
3,q = 4 + 3q + q2. This polynomial can be obtained by counting the

inversions in the pairs of ordered partitions of the augmented sets {0, 1, 2, 3} and {1, 2}.
We list the elements of OP3,1 with their weights.

0123/12 → 1 0/1/123/2 → 1 01/1/23/2 → 1 023/1/1/2 → q2

012/1/3/2 → 1 03/1/12/2 → q 013/1/2/2 → q 02/1/13/2 → q

Notice that the number of blocks of the partitions of the two sets N̂ and K̂ is equal.

4. q-analogue on lonesum matrices

In this section we introduce another q-analogue that arise naturally as a generalization
of the formula (3). For this aim we recall a q-analogue of the Stirling numbers of the second
kind defined by Cigler [14] based on a block of a set partition that contains a particular
element.

Let us denote by Π(n, k) the set of partitions of {0, 1, . . . , n−1} into k non-empty blocks.
It is clear that |Π(n, k)| =

{
n
k

}
. Suppose π ∈ Π(n, k) is represented as B0/B1/ · · ·/Bk−1,

where B0 denotes the block containing the element zero. Define the weight w1 of the
partition π by letting

w1(π) := q
∑

i∈B0
i.

The q-Stirling numbers of the second kind [14], denoted by
{
n
k

}∗

q
, are defined by

{
n

k

}∗

q

=
∑

π∈Π(n,k)

qw1(π).

Based on this definition, we introduce the following q-analogue of poly-Bernoulli num-
bers. As we mentioned in the introduction a 01 matrix is called lonesum if it is uniquely
reconstructible from its row and column sum vectors.

For example, B
(−3)
2 = 46, the lonesum matrices of size 2 × 3 appear in Figure 1. Note

that we use black squares for the ones and white squares for the zeros.
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Figure 1. Lonesum matrices of size 2× 3.

Let L(n, k) be the set of lonesum matrices of size n× k. Brewbaker [11] proved that

|L(n, k)| =

min{n,k}∑

m=0

m!

{
n+ 1

m+ 1

}
m!

{
k + 1

m+ 1

}
.

We define the following q-analogue of the poly-Bernoulli numbers :

pq(n, k) :=

min{n,k}∑

m=0

m!

{
n+ 1

m+ 1

}∗

q

m!

{
k + 1

m+ 1

}∗

q

.

Given a matrix A, we define the set N (A) as the indices of the all-0 columns and all-0
rows of A. The weight w2 of a lonesum matrix A is defined by letting

w2(A) := q
∑

i∈N i.

For example, for the matrix

A =




1 1 1 0 0 1 1 1 0
1 0 1 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0
1 1 1 1 0 1 1 1 0
1 0 1 0 0 1 0 1 0
1 1 1 0 0 1 1 1 0




we have that N (A) = {3, 5, 9}. Therefore w2(A) = q17.

Theorem 4. We have

pq(n, k) =
∑

A∈L(n,k)

qw2(A) =

min{n,k}∑

m=0

m!

{
n+ 1

m+ 1

}∗

q

m!

{
k + 1

m+ 1

}∗

q

.
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Proof. A lonesum matrix A is determined by a pair of ordered partitions. See a detailed
proof of how to construct bijectively a lonesum matrix from a given ordered partition pair
for instance [5, 6, 7, 11]. The key observation in a lonesum matrix is that two rows R
and R′ are either identical or the one with more 1 entries, say R′, can be obtained from
R by switching some 0s in R to 1s. The same is true for the columns. Hence, an ordered
partition of the row indices corresponds to the order of the rows as follows: the indices
of the identical rows are contained in the same block, and the order is determined by the
number of 1s in the particular rows. For the special all-zero rows, we introduce a special
block, by adding to the set of the row-indices the 0 and taking the ordered partition of the
extended set. Similarly, for columns. According to this procedure, the block containing 0,
contains the row indices of the all-zero rows. (The same is true for columns.) The theorem
follows. �

5. Inversions in Vesztergombi permutations

In this section we describe a natural q-analogue of poly-Bernoulli numbers based on
a permutation class. Vesztergombi [34] investigated permutations with restrictions on
the distance of the elements and their images (considering a permutation as a bijection on
{1, 2, . . . , n}). Launois [25] noticed that the number of such permutations with a particular
bound is given by a poly-Bernoulli number. Several combinatorial proofs were later found
for this fact [5, 6, 7]. The q-analogue we introduce now arose in [30] during the study of
intervals in Bruhat order. Here, we focus on the pure combinatorial point of view and on
the theory of poly-Bernoulli numbers.

Definition 5. A permutation π of [n + k] is called Vesztergombi permutation if

−k ≤ π(i)− i ≤ n

for all i ∈ [n+ k].

Theorem 6 ([25]). Let Vk
n denote the set of Vesztergombi permutations. Then

|Vk
n| = Bn,k.

For example, B
(−2)
2 = 14, the permutation matrices corresponding to the Vesztergombi

permutations of size [2 + 2] appear in Figure 2. Note that for a permutation π ∈ Vk
n this

array is obtained by placing a dot in row i and column πi of an (n + k)× (n + k) array.
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Figure 2. Vesztergombi permutations of size [2 + 2].

Various proofs can be found in the literature: analytical [34], by constructing a bijection
between lonesum matrices and Vesztergombi permutations [24], or using graph theoretical
methods [5]. Here, we will use the description of the proof in [7], since this is the one that
can be used in the q-generalization. For a permutation π, we denote by inv(π) the number
of inversions of π, i.e., the number of pairs (i, j), i < j such that πi > πj . We define the
q-analogue pBn,k(q) as follows:

pBn,k(q) :=
∑

π∈Vk
n

qinv(π).

For example, from permutations in Figure 2 we have that

pB2,2(q) = 1 + 3q + 5q2 + 4q3 + q4.

In Theorem 7 we show a combinatorial identity for the sequence pBn,k(q). Here we use
the q-Stirling numbers Sn,k(q) defined by the following recurrence

Sn+1,k(q) = qk−1Sn,k−1 + [k]qSn,k(q), for 0 ≤ k ≤ n

with the initial conditions S0,0(q) = 1 and Sn,k(q) = 0 for k < 0 or k > n.
Notice that these q-Stirling numbers have the following combinatorial interpretation

Sn,k(q) =
∑

π∈Πn,k

qinv
∗(π)+(k2).

Theorem 7. We have the combinatorial identity

pBn,k(q) = qnk
min(n,k)∑

m=0

Sn+1,m+1(1/q)Sk+1,m+1(1/q)[m]!2qq
m.

One geometrical visualization of a Vesztergombi permutation can be given on a (n +
k)× (n+ k) matrix Vn+k defined by:

vij =

{
1, if − k ≤ i− j ≤ n, i, j = 1, . . . , n+ k;
0, otherwise.
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The matrix V is built up of 4 blocks, two all-1 matrices (Jn,k, Jk,n), a lower (Tn) and an
upper (T k) triangular matrix. Precisely, let Vn+k be the matrix:

Vn+k =

(
Jn,k Tn

T k Jk,n

)
,

where Jn,k ∈ {0, 1}n×k: Jn,k(i, j) = 1 for all i, j, Jk,n ∈ {0, 1}k×n: Jk,n(i, j) = 1 for all i, j,
Tn ∈ {0, 1}n×n: Tn(i, j) = 1 if and only if i ≥ j, and T k ∈ {0, 1}k×k: T k

ij = 1 if and only
if i ≤ j. For a Vesztergombi permutation select exactly one 1 entry from each row and
column. This selection is actually one term in the permanent of the matrix Vn+k, hence,
|Vk

n| is the permanent of the matrix Vn+k.
For example, for n = 3 and k = 2 we have the matrix

V3+2 = V5 =




1 1 1 0 0
1 1 1 1 0
1 1 1 1 1
1 1 1 1 1
0 1 1 1 1




and perm(V5) = 46.

Using other terms, we can say that this is a rook configuration on a board Vn+k, which is
defined as the collection of the cells determined by the 1 entries in the matrix.

Next, we recall some general results form the rook theory. A rook configuration A on a
binary matrix A are rooks on some of the 1-entries of A such that no two rooks are in the
same row or column. The number of cells of A with no rook weakly to the right in the
same row or below in the same column is denoted by invA(A). In the special case where A
is an n×n matrix and A has n rooks, i.e., the configuration corresponds to a permutation,
π, by the representation πi = j, invA(A) became inv(π). The kth q-rook number for a
board A is defined by Garsia and Remmel [18] as

RA
k (q) =

∑

A

qinvA(A),

where the sum is over all rook configurations on the matrix A with k rooks.
For example, in Figure 3 we show the Vesztergombi permutation π = 31524 ∈ V 2

3

indicating how to calculate the inversions in this particular case. Notice that the rooks
are denoted by black circles and the cells with circles denotes the positions counted by
the inversion statistic. The number of inversions of this rook configuration is 4, hence, its
weight is q4.
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1

2

3

4

5

1 2 3 4 5

Figure 3. Vesztergombi permutation π = 31524 ∈ V 2
3 .

It is known [30, Corollary 3] that the nth q-rook number of the square matrix Jn,n is

given by R
Jn,n
n (q) = [n]!q. Further, Garcia and Remmel [18, p. 248] showed that the kth

q-rook number of the n × n matrix Hn with ones on and above the secondary diagonal,
that is

(Hn)i,j =

{
1, i ≤ n− j + 1;

0, otherwise.

is given by

RHn

k (q) = q(
n

2)Sn+1,n+1−k(q).

If we denote by A′ the matrix obtained by reflecting matrix A upside down, then it is clear
that Hk = (Tk)

′. Further, from the relation invA′(A) =
(
n
2

)
− invA(A) we have that

RA′

n (q) = q(
n
2)RA

n (1/q) .

Finally, we need the result in [30] about the (k + n)th q-rook number of a matrix built up
from the blocks of matrices A, B, Jn,k and Jk,n as follows

B/A :=

(
B Jn,k

Jk,n A

)
.

For this case the (k + n)th q-rook number is

R
B/A
k+n(q) =

min(k,n)∑

i=0

RA
k−i(q)R

B∗

n−i(q)[i]!qq
−i2,

where B∗ is the matrix obtained by rotating the matrix B in 180 degrees.
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It is clear that the matrix Vn+k is the reflection of the matrix H∗
k/Hn. Putting all the

results above together, we have

pBn,k(q) =
∑

π∈Vk
n

qinv(π)

= R
Vn+k

n+k (q) = R
(H∗

k
/Hn)′

n+k (q) = q(
n+k

2 )R
H∗

k
/Hn

n+k (1/q)

= q(
n+k
2 )

min(n,k)∑

m=0

RHn

n−m(1/q)R
Hk

k−m(1/q)[m]!21/qq
m2

= q(
n+k
2 )

min(n,k)∑

m=0

q−(
n
2)Sn+1,m+1(1/q)q

−(k2)Sk+1,m+1(1/q)[m]!21/qq
m2

= qnk
min(n,k)∑

m=0

Sn+1,m+1(1/q)Sk+1,m+1(1/q)[m]!2qq
m.

The last equality follows from [m]!1/q = [m]!qq
−(m2 ).

Remark 8. Sjöstrand investigated Coxeter groups in the paper [30]. He obtained the
above formula as the Poincaré polynomial of the Bruhat interval [id, w] where w is the

maximal element in A
S\{sk}
n−1 .

pBn,k(q) = Poin
[id,w]

(q).

From the definition we have that

pBn,0(q) = pB0,n(q) = 1,

pBn,1(q) = pB1,n(q) = (1 + q)n.

Experimentally, we observed that for n ≥ 2,

pBn,2(q) = pB2,n(q) = (1 + q)Wn(−q),

where Wn(q) is the characteristic polynomial of the Sylvester matrix S(Pn(q), Pn+1(q)),
with Pn(q) := [n]q = 1 + q + · · ·+ qn−1.

For example,

S(P3(q), P4(q)) =




1 1 1 0 0
0 1 1 1 0
0 0 1 1 1
1 1 1 1 0
0 1 1 1 1




and its characteristic polynomials is W3(q) = 1− 3q + 6q2 − 7q3 + 5q4 − q5. Therefore,

pB3,2(q) = pB2,3(q) = (1 + q)W3(−q) = 1 + 4q + 9q2 + 13q3 + 12q4 + 6q5 + q6.

Question 9. Prove (or disprove) this observation.
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6. q-analogue based on perm-matrices

In this section we present a q-analogue based on a class of 01-matrices avoiding a pair
of 2 × 2 submatrices. For the sake of getting “nice” results, we generalize this time the
poly-Bernoulli relative, Ck

n, analytically defined in [2] and combinatorially in [7] .

Ck
n =

min(n,k)∑

m=0

m!

{
n + 1

m+ 1

}
m!

{
k

m

}
,

Our underlying objects are now perm-matrices, a matrix class that can be defined by
a forbiddance of two 2 × 2 submatrices and with the extra condition that excludes all-0
columns.

Definition 10. A perm-matrix is a 01 matrix such that the following two properties hold:

(1) each column contains at least one 1,
(2) it avoids the submatrices

(
0 1
1 0

)
and

(
1 1
1 0

)
.

We denote the set of n× k perm-matrices by Pn,k.

It is proven for instance in [7] that

|Pn,k| = Ck
n.

The name is motivated by the fact that perm-matrices are special cases of permutation
tableaux. Permutation tableaux were introduced by Steingŕımsson andWilliams [33]. They
are a distinguished set of the Le-diagrams, introduced by Postnikov in the study of positive
Grassmannians. Permutation tableaux are closely related to the partially asymmetric
exclusion process, a model in statistical mechanics and are in bijection with permutations.
A permutation tableau is defined as a 01-filling of the cells of a Ferrers diagram satisfying
the following two conditions:

(1) each column contains a 1,
(2) there is no 0 with a 1 above in the same column and a 1 to the left in the same

row.

We see that perm-matrices are permutation tableaux of rectangular shapes. If we enu-
merate permutation tableaux with k rows and n− k columns according to the number of
1s decreased by the number of columns, we obtain a q-analogue of the Eulerian numbers,
Ên,k(q), which polynomials were introduced and studied in [15]. An explicit formula is

Ên,k(q) = qk−k2
k−1∑

i=0

(−1)i[k − i]nqki−k

((
n

i

)
qk−i +

(
n

i− 1

))
.

Ên,k(q) specializes at q = −1 to binomial coefficients, at q = 0 to Narayana numbers, and
at q = 1 to Eulerian numbers.
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Here, we consider the special case, when the Ferrers diagram is a rectangle and define
the q-analogue of the poly-Bernoulli numbers in a similar manner as the q-analogue of
Eulerian numbers.

Given a matrix M ∈ Pn,k we define the weight of the matrix, wt(M), as the total number
of 1s in the matrix reduced by the number of columns.

Definition 11. We introduce the q-analogue of the poly-Bernoulli relative as follows

Ck
n(q) =

∑

M∈Pn,k

qwt(M).

The motivation of the introduction of the q-analogue Ck
n(q) comes from the strong con-

nection to the theory of PASEP. The partially asymmetric exclusion process, PASEP, is
a model in statistical mechanics. The model describes the moves of particles on a one-
dimensional lattice. Considering the lattice as an arrangements of n cells, each cell can be
occupied at the same moment by one particle and at each stage a particle can hop right
or left. The model is asymmetric in the sense that the probability of hopping left is q
times the probability of hopping right. Additionally, particles may enter from left and exit
to the right with given probability. (Here we assume always these probabilities to be 1.)
This model was studied intensively, we are here interested on the combinatorial aspects
and connections, in particular on those results that are related to our q-poly-Bernoulli
numbers.

According to Corteel and Williams [16] the probability of finding the PASEP model such
that exactly the first k cells are occupied with particles in the steady state is

Ck
n(q)

Zn+k

,

where Zn is the partition function for the PASEP model, equal to the generating function
for all permutation tableaux with k rows and n+ 1 columns.

Moreover, according to [16] Ck
n(q) is the weight generating function of the following sets

• permutations such that the first k elements are exactly the exceedances, enumerated
according to crossings.

• permutations such that the descents are the first k elements, enumerated according
to the occurrences of the pattern 2− 31.

• weighted bicolored Motzkin paths such that the first k steps are north and east
steps, while the next n steps are south and east steps, respectively.

For definitions and proofs see [16]. The only difference here is that we require the first k
elements to be exceedances and descents respectively, and the first k steps to be north and
east steps.

Question 12. Find explicit formulas for Ck
n(q).

7. q-analogue of Cenkci and Komatsu

In this section we recall briefly some results of [13] where the authors introduced and
studied a q-analogue of poly-Bernoulli numbers.
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The authors in [13] defined poly-Bernoulli numbers with a q-parameter, B
(k)
n,q , for n ≥ 0

and k ≥ 1, q a real number (q 6= 0), by the generating function

∞∑

n=0

B(k)
n,q

tn

n!
=

qLik

(
1−e−qt

q

)

1− e−qt
.

The authors derived the analogue of the formulas of type (2) and (4). For example, we
have

B(k)
n,q =

n∑

m=0

{
n

m

}
(−q)n−mm!

(m+ 1)k
,

Further, the analogue of (3) is true for all negative integer k:

B(k)
n,q = q

min(n,k)∑

j=0

(j!)2S2(n, j, q)S
q−1

2 (k + 1, j + 1),(8)

where

S2(n, j, q) =

n∑

k=0

(
n

k

)
qn−k

{
k

j

}
and

∞∑

n=j

Sq−1

2 (n + 1, j + 1)
tn

n!
=

(q−1et − 1)jq−1et

j!
.

We point out the similarity of the recursion (4) and the recursion that was derived for the
so defined poly-Bernoulli numbers with a q parameter in [13]. We write the formula with
negative k indices in the form that emphasizes this similarity better.

B(k+1)
n,q = (n+ 1)B(k)

n,q +

n−1∑

i=1

qi
(

n

i+ 1

)
B

(k)
n−i,q.(9)

For the original formula (4) Γ-free matrices give a transparent explanation. Γ-free matrices
were introduced in [7] as 01 matrices avoiding the following two 2× 2 submatrices

Γ =

{(
1 1
1 0

)
,

(
1 1
1 1

)}
.

For example, the 46 Γ-free matrices of size 2 × 3 appear in Figure 4. Note that we use
black squares for the ones and white squares for the zeros.
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Figure 4. Γ-free matrices of size 2× 3.

A bijective proof of the fact that n × k Γ-free matrices are enumerated by the poly-

Bernoulli numbers, B
(−k)
n was given in [7] and [8]. In [7] the authors give the explanation

of the recursion (4), which might be used to give the explanation for (9).
The main observation in a Γ-free matrix is that if a column contains at least two 1s, the

rows of these 1s are contained include only 0s to the right of these 1s, except the row of
the bottom most 1. So, a Γ-free matrix with k+1 columns can be built as follows: choose
some row indices, R, write into these rows in the first column a 1, and fill the rest of these
rows with 0s, except the bottom most row, the greatest element in R. For the rest of the
matrix there are no further restrictions, it can be constructed as an arbitrary Γ-free matrix
with n−|R|+1 rows and k columns. Let |R| = i+1, so that i is the number of rows that
we filled up with 0 to the right of 1 in the first column. By iterating this observation, we
see that q marks exactly those 1s that have only 0s to their right.

Question 13. Is it possible to give a combinatorial interpretation of B
(−k)
n,q using Γ-free

matrices or related combinatorial objects?

8. Akiyama-Tanigawa algorithm

In this section we give a generalization of the formula (2) replacing each part of the
expression by its q-analogue. We use again the q-Stirling numbers

{
n
m

}
q
introduced by

Carlitz [12]. Remember that they are defined by the recurrence relation

{
n

m

}

q

=

{
n− 1

m− 1

}

q

+ [k]q

{
n− 1

m

}

q

,

with
{
n
0

}
q
=

{
0
m

}
q
= 0 except

{
0
0

}
q
= 1.



ON q-POLY-BERNOULLI NUMBERS ARISING FROM COMBINATORIAL INTERPRETATIONS 17

Definition 14. We define the q-analogue of poly-Bernoulli number for any k ∈ Z and
n ≥ 0 as

pn,k(q) := (−1)n
n∑

m=0

(−1)m[m]!

[m+ 1]k

{
n

m

}

q

.

We show that this definition naturally arise from the q generalization of the Akiyama-
Tanigawa algorithm defined by Zeng [35]. The Akiyama Tanigawa algorithm generates
the Bernoulli numbers in a similar manner as Pascal’s triangle the binomial coefficients.
Akiyama and Tanigawa found this amusing algorithm during investigations of the multiple
zeta functions [1]. It is actually very similar to the Euler-Seidel matrix [35], and strongly
connected to Riordan arrays [28]. The algorithm reads as follows, start with the 0-th row
1, 1

2
, 1
3
, . . . Define the first row as 1 ·

(
1− 1

2

)
, 2 ·

(
1
2
− 1

3

)
, 3 ·

(
1
3
− 1

4

)
, . . ., giving the sequence

1
2
, 1
3
, 1
4
, . . .. The next row is produced by 1 ·

(
1
2
− 1

3

)
, 2 ·

(
1
3
− 1

4

)
, 3 ·

(
1
4
− 1

5

)
, . . .. So the

second row is 1
6
, 1
6
, 3
20
, . . .. Generally, let ak,n denote the kth number in the nth row. Then

an+1,k is defined by the following recurrence:

an+1,k = (k + 1)(an,k − an,k+1)

As a result of this generating rule, the sequence of the leading numbers of the rows, an,0 is
the sequence of the Bernoulli numbers. Kaneko [20] showed that if the initial sequence is
1, 1

2k
, 1

3k
, . . . instead of 1, 1

2
, 1

3
, . . . the resulting sequence gives the poly-Bernoulli numbers

instead of the Bernoulli numbers.
The q-analogue of this algorithm was investigated by Zeng [35] in order to define a similar

computing rule for the q-Bernoulli numbers βn introduced by Carlitz as

q(qβ + 1)n − βn =

{
1, if n = 1;
0, if n > 1;

where β0 = 1 and βk = βk after expansion.
The key theorem of this study is the following.

Theorem 15. [35] Given an initial sequence a0,m (m ≥ 0), let an+1,m be defined recursively
by

A. an+1,m = [m+ 1](an,m − an,m+1),

B. an+1,m = [m]an,m − [m+ 1]an,m+1.

Then

A. an,0 =

n∑

m=0

(−1)m[m]!

{
n+ 1

m+ 1

}

q

a0,m,

B. an,0 =

n∑

m=0

(−1)m[m]!

{
n

m

}

q

a0,m.

Zeng showed that if the 0th row, i.e., the initial sequence a0,m is 1, 1
[2]q

, 1
[3]q

, . . . then the

sequence an,0 are the q-Bernoulli numbers βn and presented a new formula for βn, since
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the theorem implies:

βn =

n∑

k=0

(−1)k
{
n+ 1

k + 1

}

q

[k]!q
[k + 1]q

(n ≥ 2).

Turning now to the generalization of the poly-Bernoulli numbers, the next theorem is a
straightforward consequence of these previous results.

Theorem 16. Given the sequence a0,m = [m+1]k, (m ≥ 0), let an+1,m be defined recursively
by

an+1,m = [m]an,m − [m+ 1]an,m+1.

Then the sequence which are built from the first element of each row is the q-poly-Bernoulli
numbers.

an,0 = pn,k(q).

Next, we give an expression for the generating function of pn,k(q):

∞∑

n=0

pn,k(q)
zn

[n]!

Ernst gives (see Theorem 5.2.17 in [17]) the following generating function for the q-
Stirling numbers

∞∑

n=m

{
n

m

}

q

zn

[n]!
=

1

[m]!q(
m

2 )

m∑

i=0

[
m

i

]

q

(−1)iq(
i
2)Eq(z[m− i]),(10)

where the q-binomial is defined by
[
n
k

]
q
= [n]q!

[k]q![n−k]q!
, and the q-exponential is given by

Eq(z) :=

∞∑

k=0

zk

[k]!
.

Note that for q = 1 we recover the well-known generating function for the Stirling
numbers of the second kind

∞∑

n=m

{
n

m

}
zn

n!
=

(ez − 1)m

m!
.

From (10) we obtain the following expression

∞∑

n=0

pn,k(q)
zn

[n]!
=

∞∑

i=0

∞∑

m=0

(−1)m

[m+ i+ 1]k
q(

i
2)−(

m+i
2 )

[
m+ i

i

]

q

Eq(−z[m]).

For q = 1 we recover (1).

Question 17. Is there any combinatorial interpretation of the q-poly-Bernoulli numbers
pn,k(q)?
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