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#### Abstract

The Quadratic Assignment Problem (QAP) is a well-known permutation-based combinatorial optimization problem with real applications in industrial and logistics environments. Motivated by the challenge that this NP-hard problem represents, it has captured the attention of the evolutionary computation community for decades. As a result, a large number of algorithms have been proposed to optimize this algorithm. Among these, exact methods are only able to solve instances of size $n<40$, and thus, many heuristic and metaheuristic methods have been applied to the QAP.

In this work, we follow this direction by approaching the QAP through Estimation of Distribution Algorithms (EDAs). Particularly, a non-parametric distance-based exponential probabilistic model is used. Based on the analysis of the characteristics of the QAP, and previous work in the area, we introduce Kernels of Mallows Model under the Hamming distance to the context of EDAs. Conducted experiments point out that the performance of the proposed algorithm in the QAP is superior to (i) the classical EDAs adapted to deal with the QAP, and also (ii) to the specific EDAs proposed in the literature to deal with permutation problems.


## 1. Introduction

The Quadratic Assignment Problem (QAP) [30 is a well known combinatorial optimization problem. Along with other problems, such as the traveling salesman problem, the linear ordering problem and the flowshop scheduling problem, it belongs to the family of permutation-based (a permutation is a bijection of the set $\{1, \ldots, n\}$ onto itself) problems 10 . The QAP has been applied in many different environments over the years, to name but a few notable examples, selecting optimal hospital layouts [24, optimally placing components on circuit boards 44, assigning gates at airports [23] or optimizing data transmission [38].

Sahni and Gonzalez [45] proved that the QAP is an NP-hard optimization problem, and as such, no polynomial-time exact algorithm can solve this problem unless $\mathrm{P}=\mathrm{NP}$. In this sense, until recently,

[^0]```
Algorithm 1: Estimation of Distribution Algorithm [10]
    Parameters:
    \(P_{s}\) : The size of the population used by the EDA.
    \(\underline{\underline{\mathrm{M}}}\) : The size of the set of selected solutions.
    \(\underline{S}\) : The number of new solutions generated at each iteration.
    \(D_{0} \leftarrow\) initialize population of size \(P_{s}\) and evaluate the population
    for \(t=1,2, \ldots\) until stopping criterion is met do
        \(D_{t-1}^{s e l}\) select \(M \leq N\) from \(D_{t-1}\) according to a selection criterion
        \(p_{t}(x)=p\left(x \mid D_{t-1}^{s o l}\right) \leftarrow\) estimate a probability distribution from \(D_{t-1}^{s o l}\)
        \(D_{t}^{S} \leftarrow\) sample S individuals from \(p_{t}(x)\) and evaluate the new individuals
        \(D_{t} \leftarrow\) create a new population of size \(P_{s}\) from \(D_{t-1}\) and \(D_{t}^{S}\)
    end
```

only a few instances of size up to 36 were solved using exact solution algorithms. In fact, and exceptionally, only some instances of size 64 and 128 have been solved by using a combination of three strategies: reformulation to a suitable Mixed-Integer Linear Programming, exploiting the sparsity and symmetry of some particular instances, and a Branch and Bound algorithm (B\&B) [20]. These strategies, however, require the instance to be highly symmetric, and in general, this cannot be guaranteed. A quick literature review shows that the vast majority of exact methods for the QAP are based on the B\&B algorithm [7]. In order to overcome the high computation cost required by these algorithms, Astreicher et al. [1] proposed a grid computing implementation of B\&B. Under this technique, this algorithm can be distributed over the internet, forming a computational grid, with the advantage of bringing down the costs and increasing the availability of parallel computation power.

Unfortunately, despite the previous improvements, in the general case, it is still computationally unfeasible to use exact algorithms for medium and large size instances ( $n>40$ ). In response to this drawback, the community of combinatorial optimization has proposed a variety of metaheuristic algorithms to tackle the QAP. A few if these proposed methods include Genetic Algorithms [18, 48], Tabu Search [46, 28], Simulated Annealing [37, Ant Colony Optimization [22], Memetic Algorithms [36] and Particle Swarm Optimization Algorithms [34]. Not limited to the previous approaches, Estimation of Distribution Algorithms (EDAs) 32 have also been used to solve the QAP. For instance, in [52, 43, 49] EDA-based algorithms were proposed. In this paper, we propose a new EDA with properties that are specially suited to deal with the QPA. In general, we argue that this new EDA is suitable for assignment problems.
An Estimation of Distribution Algorithm (EDA) [32] is a population-based evolutionary algorithm (see Algorithm 1 for the general pseudo-code of EDAs). Starting with an initial population (line 1), a subset of the best solutions is selected (line 2). Subsequently, a probability model is learned based on these selected permutations (line 4). Next, new solutions are sampled from the probability model, and their objective value is computed (line 5). Finally, the new solutions are combined with the selected solutions to create a new population (line 6). This process is repeated until a stopping criterion is met, such as exceeding a certain time constraint or a maximum number of iterations.

As reported frequently in the literature, the behavior of an EDA depends highly on the probability model used in the learn-sample cycle, as this is the core component of the algorithm. When considering permutation problems, EDAs can be classified into three categories according to the probability domain of the model used [11]. In the first group, we have EDAs that were designed to solve problems on the combinatorial domain. Specifically, EDAs that were designed for the set $\left\{\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{N}^{n}: k_{i} \leq n \forall i\right\}$ (denoted as $[n]^{n}$ in this work) can be adapted for the permutation space. This adaptation is based on the idea that the solution space of the QAP (the set of every permutation of size $n, \mathcal{S}^{n}$ ) is a subset of $[n]^{n}$. Therefore, given a set of solutions from $\mathcal{S}^{n}$, a probability model can be learned in $[n]^{n}$. Consequently, in order to obtain solutions that are in $\mathcal{S}^{n}$, the sampling procedure must be adapted to guarantee that the new samples are in $\mathcal{S}^{n}$.

In the second group, we have EDAs that were originally designed to deal with continuous domain problems. Next, in order to deal with permutations, these EDAs use a mapping $\gamma: \mathbb{R}^{n} \longrightarrow \mathcal{S}^{n}$, such that, given a real vector $v \in \mathbb{R}^{n}, \gamma(v)$ denotes the order of the items in $v$. EDAs for continuous problems transform each permutation $\sigma_{i}$ in the population into a real vector $v_{i}$, making sure $\gamma\left(v_{i}\right)=$ $\sigma_{i}$ is satisfied for all the individuals in the population. Then, a probability model is learned on $\mathbb{R}^{n}$ from these real vectors, and new real vectors are sampled from this probability model. Finally, $\gamma$ is applied to all the new real vectors, to obtain the new solutions. One of the major drawbacks of these models, as stated by Bosman et al. [6], are the overheads introduced by the sorting of the real vectors, which can be costly in certain situations. Another limitation of the models in this group comes from the large redundancy introduced by the codification, since a permutation can be mapped by infinite real vectors [11.

Recently, a step forward has been taken designing specific EDAs for permutation problems. In this third group, we have the EDAs that use probability models that define a probability distribution on $\mathcal{S}^{n}$. Among these, we find probability models based on order statistics, such as the Plackett-Luce 42 and Bradley-Terry [25] models, or those that rely on distance-based distributions on $\mathcal{S}^{n}$ such as the Mallows Model (MM) [35] and the generalized Mallows Model (GMM) [21]. For these EDAs, the solution space of the problem is also the space onto which the estimated probability distribution is defined, making them a more natural choice.

In this context, the QAP, due to its characteristics, has been a challenging problem to approach with the probability models for $\mathcal{S}^{n}$ enumerated above [10. In this sense, it is the aim of this work to continue the development of specific EDAs for solving permutation problems, specifically for the QAP, by designing more sophisticated probability models ${ }^{1}$ Particularly, a distance-based model, the Mallows Model, is used to build the probability model. The MM is an exponential distribution that can be seen as the analogous normal distribution over the group $\mathcal{S}^{n}$. Recently, it has been shown that the distance under which an MM defined influences the performance of the EDA [13]. Most of the MM presented in the literature are based on the Cayley, Kendall's- $\tau$ and Ulam distances. However, there are other distance-metrics on $\mathcal{S}^{n}$ that have not previously been considered in EDAs, one of them is the Hamming distance-metric [26, 27]. The Hamming distance between two permutations counts the number of point-wise disagreements and is a natural choice for measuring the distance between assignments or matchings. Moreover, unlike other distance-metrics, the relative ordering between pairs of items in the permutation is not taken into account under the

[^1]Hamming distance, which is an interesting property of the distance, desirable when approaching assignment and matching problems such as the QAP. This is a basic characteristic in assignment or matching problems such as the QAP.

Another relevant feature of the MM is that it is a unimodal model, and is centered at a given central permutation. The unimodality and symmetry properties imposed by the MM can be too restrictive in certain contexts, not allowing multimodal scenarios to be accurately modelled [33]. However, the MM can be suitable as a building block in more complex models. An alternative that breaks these strong assumptions is the kernel density estimate using Mallows kernels (KMMs). Instead of having a central permutation, KMMs spread the probability mass by using a non-parametric averaging of MMs centered at each solution. This allows the distribution to model probability distributions more accurately over the space of permutations when the strong assumptions of the MM are not fulfilled by the set of solutions.

Taking advantage of this flexibility, the EDA approach presented in this manuscript implements a KMM under the Hamming distance. For the sake of studying the performance of the proposed algorithm, we conduct three experiments. First, we compare the proposed approach to other Hamming-based MM approaches. Then, we see how it compares to other EDAs that use probability models specific to $\mathcal{S}^{n}$. Finally, we show that Hamming KMM EDA is better than other classical EDAs. Specifically, conducted experiments show that the proposed approach is better than other EDAs in the literature in terms of lower Average Random Deviation Percentage (ARDP). Moreover, the use of both Kernels and Hamming seems to be necessary for the best possible performance.

The rest of the paper is organized as follows: in the following section, we briefly explain the QAP and the adequacy of the Hamming distance for this problem. Next, in Section 3, we introduce the kernels of Mallows Models over the Hamming distance. Then, in Section 4 , we detail the proposed algorithm. Afterwards, in Section 5 we present the experimentation, and Section 6 concludes the article.

## 2. The Quadratic Assignment Problem and the Hamming distance

The Quadratic Assignment Problem (QAP) is the problem of optimally allocating $n$ facilities at $n$ locations in order to minimize a cost function related to the flow and the distance between every pair of facilities and pair of locations. In the QAP, an instance is defined by two matrices $D, H$ $\in \underset{n \times n}{\mathcal{M}}\left(\mathbb{R}^{+}\right)$, where $D_{i, j}$ is the distance between locations $i$ and $j$, and $H_{l, k}$ is the flow between facilities $l$ and $k$. In the QAP, the aim is to find the permutation $\sigma \in \mathcal{S}^{n}$ that describes the optimal assignment of facilities into locations, where $\sigma(i)=j$ denotes that the $j^{\text {th }}$ facility is assigned to the $i^{t h}$ location. Formally, the problem consists of minimizing

$$
\begin{equation*}
\underset{\sigma \in \mathcal{S}^{n}}{\operatorname{argmin}} f(\sigma)=\underset{\sigma \in \mathcal{S}^{n}}{\operatorname{argmin}} \sum_{i=1}^{n} \sum_{j=1}^{n} D_{i, j} H_{\sigma(i), \sigma(j)} \tag{1}
\end{equation*}
$$

Then, under this codification, the search space of the QAP is the set of every permutation $\sigma$ of size $n, \mathcal{S}^{n}$.


Figure 1: The median, $25 \%$ and $75 \%$ percentiles of the maximum number of different components that two solutions at a given distance can have in an instance of size $n=20$. The Hamming distance has the lowest number of different components among the four distance-metrics studied. In addition, the Hamming distance has the most consistent (almost constant) number of different components at a given distance, followed by the Cayley and Kendall distances. The Ulam distance is the worst distance in terms of number of different components.

### 2.1. Distance-metrics

The MM relies on the definition of the distance for permutations, and three have been primarily considered in the framework of EDAs: Cayley, Kendall's- $\tau$ and Ulam [13, 12, 10]. The Cayley distance measures the minimum number of swaps needed to transform a permutation into another one. The Kendall's- $\tau$ distance measures the number of differently arranged pairs of items between two permutations. Finally, the Ulam distance between permutations $\sigma$ and $\pi$ is equal to the size of the permutations, $n$, minus the length of the longest increasing subsequence in $\sigma \pi^{-1}$. In addition to the previous distance-metrics, the Hamming metric also been reported for the case of permutations. The Hamming distance between two permutations, $\sigma$ and $\pi$, counts the number of point-wise disagreements they have.

As mentioned in the introduction, the distance employed in the MM critically conditions the performance of the EDA when solving a given problem. Previous work in this topic [13, 29] demonstrated that it is crucial to choose operators (distances, neighborhoods, mutations,...) that better fit the characteristics of the problem. We carried out an experiment in order to analyze the correlation between the distance at which two permutations are and the number of components that differ in both permutations, where component refers to each additive term $D_{i, j} H_{\sigma(i), \sigma(j)}$ for $i, j \in[n]$ in Equation (1). Intuitively, it is preferable when a distance-metric structures solutions in the way that close solutions differ in few components and far away solutions differ greatly. In this way, two solutions that are similar in terms of distance will likely be similar in terms of objective function components. The experiment consists of the following: For each of the considered four metrics, we chose two permutations at distance $k$ from each other. Then, we measured the maximum number of different components they can have on a problem of size $n=20$, independently of the instance. Finally, we repeated this process several times with different permutations, at the same distance $k$, in order to obtain the median and the interquartile range of the values. The results are depicted in Figure 1.


Figure 2: The results of the objective function value transition experiment for two of the instances studied. The instance bur26a (a) has special properties on the distance matrix $D$, which we believe makes the Kendall distance have a smoother objective value transition. The instance tai36a (b), on the other hand, does not have these properties, and thus, the Hamming distance produces a smoother objective value transition in this case.

As can be observed, the Hamming distance-metric shows the best results among the considered distance-metrics. On the one hand, it presents the least number of different components at each distance $k$. On the other hand, the number of different components is the same for all the permutations at distance $k$ (unlike the rest of the metrics).
The experiment above demonstrated that, taking the definition of the QAP into account, Hamming is the best option. However, considering specific instances of the problem, for many different reasons, the previous conclusion might not hold. For instance, some components could be identical, producing no change; or the change of some components could be compensated by others. For that reason, in a new experiment, we will analyze the objective function transition for each of the metrics on specific instances of the problem. To that end, starting from a random permutation, we run a local search algorithm ${ }^{2}$ to find a local optimum. Then, for each of the four distance-metrics, (Hamming, Cayley, Kendall's- $\tau$ and Ulam), the average normalized difference in the objective value with respect to the local optimum is computed for $\forall k \in[14]$. Specifically, defining $\sigma_{0}$ as the local optimum, for each of the metrics, we approximate the difference $\psi_{k}^{-1} \sum_{\sigma \in \mathcal{S}^{n}} \left\lvert\, d\left(\sigma_{0}, \sigma\right)=k \frac{\operatorname{abs}\left(f\left(\sigma_{0}\right)-f(\sigma)\right)}{f\left(\sigma_{0}\right)}\right.$ with the Monte Carlo sampling method using 50 repetitions, where $\psi_{k}$ is the number of permutations at distance $k$. In addition to the average, the variance is also computed. The results are deployed ${ }^{3}$ in Figure 2 .

We observed that Hamming shows a smoother objective value transition than Cayley and Ulam, and, most of the times, than Kendall's- $\tau$ (in 4 out of 6 instances) also. Considering the results of

[^2]these two experiments, shown in Figure 1 and Figure 2, it seems that the Hamming distance is the best choice among the studied metrics for the QAP.

## 3. Distance-Based Probability Models

Probability models for permutations assign a probability value to each of the permutations of $n$ items. For the sake of applicability and computational efficiency, these probability models are defined by a restricted number of parameters. The Mallows Model (MM) [35] is an exponential probabilistic model defined over $\mathcal{S}^{n}$. The MM is described by two parameters: the concentration parameter $\theta \in \mathbb{R}^{+}$, and the location parameter, $\sigma_{0} \in \mathcal{S}^{n}$ 27. The location parameter, also known as the central permutation, is the mode of the distribution. For the rest of the permutations, their probability decreases exponentially with respect to their distance from the central permutation. The speed of this exponential decay is controlled by $\theta$. For instance, when $\theta=0$, the distribution is equivalent to the uniform distribution over $\mathcal{S}^{n}$. Contrarily, when $\theta \rightarrow \infty, p\left(\sigma_{0}\right)=1$. Formally, the probability mass function is given as follows:

$$
\begin{equation*}
p(\sigma)=p\left(\sigma \mid \sigma_{0}, \theta\right)=\frac{e^{-\theta d\left(\sigma, \sigma_{0}\right)}}{\psi(\theta)} \tag{2}
\end{equation*}
$$

where $d(\cdot, \cdot)$ is a distance-metric on $\mathcal{S}^{n}$ and $\psi(\theta)$ stands for the normalization constant.

### 3.1. Factorization and sampling under the Hamming distance

In the following, we extend the presentation of the MM for the case of the Hamming distance describing the factorization of the probability distribution induced by the model and the procedure to sample the solutions [27]. Under this factorization, a simple sampling procedure for the Hamming MM can be defined. In addition, this decomposition allows a better understanding of the dynamics of the proposed EDA. Defining $\mathcal{K} \equiv d\left(\sigma_{0}, \sigma\right)$ as the Hamming distance from the consensus to $\sigma$, we can think of $\mathcal{K}$ and $\sigma$ as random variables defined in $\{0\} \cup[n]$ and $\mathcal{S}^{n}$ respectively. From this point of view, $\mathcal{K}$ is dependent on $\sigma$, or in other words, given $\sigma, \mathcal{K}$ is known. Considering this, we can decompose $p(\sigma)$ as:

$$
\begin{equation*}
p(\sigma)=p(\sigma \mid \mathcal{K}) p(\mathcal{K}) \tag{3}
\end{equation*}
$$

where the first term of the factorization, $p(\sigma \mid \mathcal{K})$, denotes the probability of $\sigma$ given the distance at which it is from the consensus, and the second term, $p(\mathcal{K})$, defines the probability of $k=d\left(\sigma_{0}, \sigma\right)$. The conditional probability distribution of the first term of the factorization shown in Equation (3), $p(\sigma \mid \mathcal{K})$, follows a uniform distribution. This is easy to see, since the MM gives the same probability to all permutations that are at the same distance $k$ from the consensus. Conveniently, in $\mathcal{S}^{n}$, the number of permutations at Hamming distance $k$ from a given permutation, $S(n, k)$, can be easily computed. This sequence is closely related to the number of derangements of size $k$. A derangement is a permutation, $\sigma$, where every item $\sigma_{i}$ is different from its corresponding index $i$, hence, $\sigma=\left(\sigma_{1}, \ldots, \sigma_{k}\right)$ is a derangement of size $k$ iff $\sigma_{i} \neq i, \forall i \in[k]$. For example, the permutation,
$\tau=\left(\tau^{1}, \tau^{2}, \tau^{3}\right)=(3,2,1)$ is not a derangement, because $\tau^{2}=2$, while $\gamma=\left(\gamma^{1}, \gamma^{2}, \gamma^{3}\right)=(3,1,2)$ is a derangement, because $\gamma^{i} \neq i, \forall i \in\{1,2,3\}$.
In order to compute $S(n, k)$, the following formula can be used:

$$
\begin{equation*}
S(n, k)=\binom{n}{k} D(k) \tag{4}
\end{equation*}
$$

where $D(k)$ represents the number of derangements of size $k$ [26], which is a known sequence 47]. Specifically, the number of derangements $D(k)$ can be recursively computed in $\mathcal{O}(k)$ as follows:

$$
D(k)= \begin{cases}1 & k=0 \\ 0 & k=1 \\ (k-1)(D(k-1)+D(k-2)) & k>1\end{cases}
$$

Since we are interested in the first $n+1$ elements of the sequence, we must compute $D(k)$ for $0 \leq k \leq n$, and that requires $\mathcal{O}(n)$ time. Therefore, it is easy to compute the conditional probability $p(\sigma \mid \mathcal{K}=k)=S(n, k)^{-1}$ for any $\sigma$ at distance $k$ from the consensus.

Now, we compute $p(\mathcal{K})$, the second term of the decomposition of $p(\sigma)$ in Equation (3). Considering the definition of $p(\mathcal{K}=k) \equiv p\left(d\left(\sigma_{0}, \sigma\right)=k\right)$ we obtain:

$$
\begin{equation*}
p(\mathcal{K}=k)=\sum_{\sigma \mid d\left(\sigma_{0}, \sigma\right)=k} p(\sigma)=S(n, k) p(\sigma)=S(n, k) \frac{e^{-\theta k}}{\psi(\theta)} \tag{5}
\end{equation*}
$$

The previous equation can be computed in $\mathcal{O}(n)$ time for $k \in\{0\} \cup[n]$, allowing a simple two-step sampling procedure for the Hamming MM to be defined [27]. First, considering the probabilities $p(\mathcal{K})$, randomly choose $k$, the distance at which to sample. Secondly, chose a permutation $\sigma$ at distance $k$ from the consensus $\sigma_{0}$ uniformly at random. A detailed explanation of the sampling procedure is shown later, in Section 4, in Algorithm 2.

The concentration parameter $\theta$ controls where the probability of the permutations is concentrated. For a high value of $\theta$, the probability mass is concentrated near the consensus. Similarly, for a low value of $\theta$, the probability mass is concentrated far away from the consensus. This is possible because a low $\theta$ defines an almost uniform distribution on $\mathcal{S}^{n}$, and the number of permutations at Hamming distance $k$ from the consensus increases exponentially with $k$. Figure 3a shows $p(\sigma)$ described in Equation (2). For high values of $\theta, p(\mathcal{K})$ has a higher probability in lower values on $k$, and vice versa. In Figure 3b, we see that by using different values of $\theta$, the probability mass of $p(\mathcal{K})$ is concentrated at different distances. This is related with $\mathbb{E}[\mathcal{K}]=\sum_{k \in\{0\} \cup[n]} k p(\mathcal{K}=k)$, the expectation of the distance. Given $n$, the instance size, there exists a bijection that maps the expected distance $\mathbb{E}[\mathcal{K}]$ to the corresponding value of the concentration parameter $\theta$. When $\mathbb{E}[\mathcal{K}]$ is low, the probability of the solutions near the consensus is high, and, consequently, the concentration parameter of the distribution, $\theta$, is high. As we will later see in Section 4.2 , by adjusting $\mathbb{E}[\mathcal{K}]$ (and, consequently, its corresponding $\theta$ ) a simple exploration-exploitation scheme can be defined.


Figure 3: The representations of $p(\sigma)$ and $p(\mathcal{K})$ on $\mathcal{S}^{20}$ for a Hamming-based MM, considering permutations at Hamming distance $k \in\{0\} \cup[20]$ from the consensus. An instance of size $n=20$ and different $\theta$ values are considered.

### 3.2. Extending the Mallows Model

The Mallows Model is an unimodal distribution, and as such, it may be too rigid for multimodal problems, limiting the performance of the EDA in certain situations. As a more flexible alternative, the Generalized Mallows Model was proposed [21 for the Hamming distance [27]. Based on the decomposition property of some distances, the GMM has a unique central parameter, just as the MM, but it also has several concentration parameters, providing the model a higher flexibility.

Introduced in [39], a multimodal alternative to the MM is the Mixtures of Mallows Model (MMM). In this case, the population is considered to be composed of $m$ differently sized clusters. Given the central and concentration parameters for each cluster, $\sigma_{i}$ and $\theta_{i}$, the probability mass distribution is expressed as

$$
P(\sigma \mid \boldsymbol{\sigma}, \boldsymbol{\theta})=\sum_{i=1}^{m} w_{i} \frac{e^{-\theta_{i} d\left(\sigma, \sigma_{i}\right)}}{\psi\left(\theta_{i}\right)}
$$

where $\sum_{i=1}^{m} w_{i}=1, \boldsymbol{w}=\left\{w_{1}, \ldots, w_{m}\right\}$ and $w_{i}>0$. Usually, $\boldsymbol{\sigma}, \boldsymbol{\theta}$ and $\boldsymbol{w}$ are estimated using the Expectation Maximization algorithm [2]. An extension of the MMM that considers several concentration parameters per central permutation is the Mixtures of Generalized Mallows Model (MGMM) 16.

Taking the idea of mixture models to the limit, and by considering each solution in the set as a cluster of equal weight, another even more flexible model can be defined: Kernels of Mallows Model (KMM). Given a set of $m$ permutations, the KMM is the averaging of $m$ MMs centered on these permutations. Therefore, we say that KMM is a combination of several MM. Contrary to the GMM, the KMM is an MM with the same concentration parameter but different central permutations. This model breaks the strong unimodality assumption of the MM and the GMM.

Given the set of central permutations $\boldsymbol{\sigma}=\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right\}$ the mass probability distribution of KMM can be defined as follows:

$$
P(\sigma \mid \boldsymbol{\sigma}, \theta)=\frac{1}{m} \sum_{i=1}^{m} \frac{e^{-\theta d\left(\sigma, \sigma_{i}\right)}}{\psi(\theta)}
$$

where $\psi(\theta)$ is the normalization constant.

## 4. Hamming Kernels of Mallows Model EDA

In this paper, we approach the QAP with an MM-based EDA. Specifically, Kernels of Mallows Model under the Hamming distance are used in the framework of EDAs. To control the convergence of the algorithm, a simple yet effective exploration-exploitation scheme is presented, based on $\theta$, the concentration parameter.

### 4.1. Learning and sampling

The learning of a model in an EDA usually refers to obtaining the maximum likelihood estimators for the parameters of the selected probabilistic model. Since the proposed EDA is based on Kernels of Mallows Model, a non-parametric model, we do not need to estimate the central permutations. Instead, the selected set of permutations is used as the set of central permutations $\boldsymbol{\sigma}=D_{t-1}^{s e l}$. In addition, the concentration parameter $\theta$ is set by a simple exploration-exploitation as we extensively explain in the next section.

Once the model is defined, we need to know how to sample solutions from it. In this case, the sampling procedure is based on the distances sampling algorithm [26], as shown in Algorithm 2 It is a three-step procedure. First, select a central permutation $\sigma_{0}$ from the selected set of permutations $\boldsymbol{\sigma}$ uniformly at random (line 1). Then, based on the probabilities obtained on Equation (5), choose a distance $k$ at which to sample (lines 2 and 3). Finally, a permutation at Hamming distance $k$ from $\sigma_{0}$ is chosen uniformly at random (line 4).

### 4.2. Exploration-Exploitation scheme: updating $\theta$

The convergence of the EDA is controlled by a simple exploration-exploitation scheme. The tradeoff is balanced by the expectation of the distance, $\mathbb{E}[\mathcal{K}]$, which is transformed into its equivalent $\theta$ at run-time. The advantages of using $\mathbb{E}[\mathcal{K}]$ instead of $\theta$ are threefold. First, we believe $\mathbb{E}[\mathcal{K}]$ is more intuitive than $\theta$, since its interpretation is much easier. In addition, by using $\mathbb{E}[\mathcal{K}]$, it is easier to take into account the instance size $n$ when increasing $\mathbb{E}[\mathcal{K}]$. Finally, $\mathbb{E}[\mathcal{K}]$ is more correlated with the transition of the objective function value than $\theta$. Figure 4 shows the evolution of the expected difference in the objective function value and $\mathbb{E}[\mathcal{K}]$ with respect to the concentration parameter $\theta$ for an instance of size $n=125$ (tai125e01 from the Taixxeyy instances set [19]). It can be seen that the shape of $\mathbb{E}[\mathcal{K}]$ resembles the normalized expected difference of the objective function. In fact, Figure 5 shows that the relationship between $\mathbb{E}[\mathcal{K}]$ and the normalized objective function difference

```
Algorithm 2: Sampling algorithm of Hamming KMM
    Input:
    \(\boldsymbol{\sigma}=\left\{\sigma_{1}, \ldots, \sigma_{m}\right\}\) : The set of central permutations.
    \(\underline{\theta}\) : The concentration parameter.
    Output:
    \(\underline{\sigma}\) : The sampled permutation.
\(1 \sigma_{0} \leftarrow\) choose uniformly at random from \(\boldsymbol{\sigma}\)
2 compute \(\left\{p(k) \propto S(n, k) e^{-\theta k} \mid k \in[n] \backslash\{1\}\right\}\)
\(3 k \leftarrow\) randomly choose \(k\) with probability proportional to \(p(k)\) ( 0 is never chosen to avoid
    sampling the consensus.)
    \(\sigma \leftarrow\) chose \(k\) items from \(\sigma_{0}\) and derange them (shuffle them uniformly at random, but
    making sure none of those \(k\) items remains in its original place)
    return \(\sigma\)
```

is almost lineal. This means that the transition of the objective value can be more accurately controlled by $\mathbb{E}[\mathcal{K}]$.

The starting and final values of $\mathbb{E}[\mathcal{K}]_{t}{ }^{4}, \mathbb{E}[\mathcal{K}]_{0}$ and $\mathbb{E}[\mathcal{K}]_{\text {tmax }}$, respectively, are set before the algorithm is executed. In this sense, $\mathbb{E}[\mathcal{K}]_{0}$ is set to a high value. A high value of $\mathbb{E}[\mathcal{K}]_{t}$ favours exploration, because the sampled solutions are expected to be far away from the selected solutions. Therefore, the sampled solutions are going to be very different from the selected solutions, forcing them to visit different and unobserved areas of the solution space. At each iteration, the expectation of the distance $\mathbb{E}[\mathcal{K}]$ is decreased $\left(\mathbb{E}[\mathcal{K}]_{t+1}<\mathbb{E}[\mathcal{K}]_{t}\right)$. As the number of iterations increases, the algorithm shifts from an exploration state to an exploitation state. In this exploitation stage, the new solutions will be similar (they will be near each other in the Hamming distance sense) to the known solutions.

An idea to update $\mathbb{E}[\mathcal{K}]_{t}$ would be to decrease it at a constant rate. However, we found out that decreasing $\mathbb{E}[\mathcal{K}]_{t}$ at an exponential rate produces better results, as we will later discuss in Section 5 The stopping criteria for the algorithm is given in terms of the maximum number of iterations, and the number of solutions evaluated in each iteration is $P_{s} / 2$, where $P_{s}$ denotes the population size of the EDA. Therefore, at each iteration $t$, the progress of the algorithm $p \in(0,1)$ is defined as $p=t / t_{\text {max }}$. Then, given the intensity parameter $\gamma \in \mathbb{R}^{+}$, this progress is transformed into an exponential progress with the function $\delta(p)=\frac{\exp (-\gamma p)-1}{\exp (-\gamma)-1}$. Finally, the expectation at iteration $t$, $\mathbb{E}[\mathcal{K}]_{t}$, is set to $\mathbb{E}[\mathcal{K}]_{t}=\mathbb{E}[\mathcal{K}]_{\text {tmax }}+\delta(p)\left(\mathbb{E}[\mathcal{K}]_{0}-\mathbb{E}[\mathcal{K}]_{\text {tmax }}\right)$. Figure 6 shows $\delta(p)$ for the estimated optimal value of the parameter $\gamma=5.14$.

### 4.3. Computational complexity

If $n$ is the instance size and $m$ the considered population size, the time complexity of the sampling stage is $\mathcal{O}(m n)$ [26]. The total cost of the algorithm, without considering the objective function evaluations, is $\mathcal{O}(m n)+\mathcal{O}(m \log (m))$. This is dominated by the cost of the evaluations, $\mathcal{O}\left(m n^{2}\right)$. The memory complexity of Hamming KMM EDA is $\mathcal{O}(m n)$.
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Figure 4: Figure 4a shows the normalized expected difference of the objective function value. This difference is measured between 100 random local optima and solutions sampled using an MM centered on these local optima and concentration parameter $\theta$. Specifically, for each of the considered local optima $\sigma_{0}$, Figure 4 a represents $\lim _{s \rightarrow \infty} s^{-1} \sum_{i=1}^{s} \frac{\operatorname{abs}\left(f\left(\sigma_{0}\right)-f\left(\sigma_{i}\right)\right)}{f\left(\sigma_{0}\right)}$ where $\sigma_{i}$ is obtained by sampling from an MM centered on $\sigma_{0}$ and using the concentration parameter $\theta$ for each $i \in[s]$. The instance tai125e01 was used to obtain this figure. Figure 4b shows the expectation of $d, \mathbb{E}[\mathcal{K}]$ as a function of $\theta$. Observe how the shape of $\mathbb{E}[\mathcal{K}]$ resembles the normalized expected difference of the objective function value.


Figure 5: The normalized expected difference of the objective function value as a function of $\mathbb{E}[\mathcal{K}]$.


Figure 6: The progress after the exponential function $\delta$ is applied.

Even though the cost of evaluating a candidate solution is $\mathcal{O}\left(n^{2}\right)$, given two different permutations $\sigma_{a}, \sigma_{b} \in \mathcal{S}^{n}$, if $\sigma_{b} \in \mathcal{N}\left(\sigma_{a}\right)$ and the objective function value of $\sigma_{a}$ is known, then the objective function value of $\sigma_{b}$ can be updated in $\mathcal{O}(n)$ time [40]. The proposition below defines the objective function relationship that two solutions at Hamming distance two have.

Proposition. Suppose $\exists i_{1}, i_{2} \in[n] \mid \sigma_{a}(i)=\sigma_{b}(i) \forall i \in[n] \backslash\left\{i_{1}, i_{2}\right\}$. Then,

$$
\begin{gathered}
f\left(\sigma_{b}\right)=f\left(\sigma_{a}\right)+\sum_{k \in\left\{i_{1}, i_{2}\right\}} \sum_{i=0}^{n-1}\left(D_{i, k} H_{\sigma_{b}(i), \sigma_{b}(k)}+D_{k, i} H_{\sigma_{b}(k), \sigma_{b}(i)}\right)- \\
\sum_{k \in\left\{i_{1}, i_{2}\right\}} \sum_{i=0}^{n-1}\left(D_{i, k} H_{\sigma_{a}(i), \sigma_{a}(k)}+D_{k, i} H_{\sigma_{a}(k), \sigma_{a}(i)}\right)+\sum_{k \in\left\{i_{1}, i_{2}\right\}} D_{k, k} H_{\sigma_{a}(k), \sigma_{a}(k)}-D_{k, k} H_{\sigma_{b}(k), \sigma_{b}(k)}
\end{gathered}
$$

This process can be repeated over and over again to compute the objective function value of permutations at Hamming distance two or more, and if the permutations are close enough, it is more efficient than directly computing $f\left(\sigma_{b}\right)$. It is worth noting that the proposed approach is based on MM kernels and we used the Distances Sampling Algorithm as the sampling procedure [26]. Hence, we sample at a given distance of a known permutation. Therefore, this efficient method to compute the objective function yields a considerable speedup in the EDA, especially in the last iterations of the EDA, where the expected distance from the central permutation to the sampled permutation $\mathbb{E}[\mathcal{K}]$ is small.

## 5. Experimental study

In order to prove the validity of the proposed method, in this section, we present an exhaustive analysis of the performance of the algorithm.

### 5.1. General remarks

Some popular instances of the QAP have been employed to evaluate the performance of the proposed approach (Hamming KMM EDA). In particular, the 24 instances of the QAPLIB 99 considered in a review on permutation-based EDAs in [11] were used.

Before running the experiments, there are a number of parameters that need to be fixed in the proposed approach. First, we have the starting $\mathbb{E}[\mathcal{K}]_{0}$ and final $\mathbb{E}[\mathcal{K}]_{\text {max }}$ values of $\mathbb{E}[\mathcal{K}] . \mathbb{E}[\mathcal{K}]_{0}$ is set to $n / 2$, where $n$ is the instance size, and $\mathbb{E}[\mathcal{K}]_{\max }$ is set to 0.25 . Setting $\mathbb{E}[\mathcal{K}]_{0}$ to $n / 2$ produces a distribution in which, on average, the sampled permutations have half the items in the same position as the reference permutation $\sigma_{0}$. The chosen $\mathbb{E}[\mathcal{K}]_{\max }$ value produces a similar distribution that $\mathbb{E}[\mathcal{K}]_{\max } \rightarrow 0$ would, but without numerical errors, it is thus the most exploitative state possible. The other two parameters are $P_{s}$ and $\gamma$. The parameter $P_{s}$ is the population size of the EDA, and $\gamma$ measures the speed at which $\mathbb{E}[\mathcal{K}]$ is decreased. These two parameters are set using Bayesian optimization 41] with the instance tai31a (which is not among the benchmark instances considered). The optimal values found for these parameters are 972 and 5.14 respectively. These parameters are used in all the executions of Hamming KMM EDA.

All the algorithms considered in the experimentation are tested on the set of 24 instances. The stopping criterion is the same for all the considered algorithms and instances: $1000 n^{2}$ evaluation $5^{5}$

For each benchmark instance, the results are recorded as the Average Random Deviation Percentage, ARDP $=\frac{\left|f_{\text {best }}-f_{a v}\right|}{f_{\text {best }}}$, where $f_{\text {best }}$ is the best known value and $f_{a v}$ is the average of the best objective values obtained in each repetition.

### 5.2. Experiment 1: Kernels and the exponential $\theta$

For the sake of measuring the contribution of each of the two main parts that extend a Hamming Mallows Model EDA, (i) the use of kernels and (ii) the use of an exponential increase of $\mathbb{E}[\mathcal{K}]$, we compare the performance of the full model with the simplified variants. The simplified models considered are: KMM with linear increase of $\mathbb{E}[\mathcal{K}]$, MM with exponential increase of $\mathbb{E}[\mathcal{K}]$, both with one missing part; MM with linear increase of $\mathbb{E}[\mathcal{K}]$, missing both parts; and finally, a simple Hamming MM in which the concentration parameter $\theta$ is estimated at each iteration. Figure 7 shows all the studied simplified models, ordered by their complexity in terms of the number of free parameters. The average ARDP obtained in all the instances for each of the models is also shown in this figure.

Each algorithm is executed 20 times for each instance. The same parameters are considered for all the EDAs, thus, the parameters estimated with Bayesian optimization for the full model are used. The ARDP values are recorded in Table 1.

The full model outperforms the rest of the models in $54.2 \%$ of the instances, while the second best model, (KMM with linear increase), only outperforms the rest of the models in $25 \%$ of the studied instances. It is worth noting that using the kernels part is much more important than the exponential increase of $\mathbb{E}[\mathcal{K}]$, since, as seen in Figure 7, both kernel models have an ARDP lower

[^4]

Figure 7: A diagram of the simplified models considered in this paper. The vertical axis represents the complexity level of the model in terms of the number of free parameters. The average ARDP obtained in the studied instances is shown for each model.
than $1 \%$, while the rest of the models have an ARDP over $10 \%$. Additionally, the exponential increase is detrimental for the MM, and it is only a positive addition when we consider it alongside the kernels parts. This experiment indicates that both the kernels and the exponential increase of $\mathbb{E}[\mathcal{K}]$ are key parts of the proposed model.

### 5.3. Experiment 2: Comparing specific EDAs for permutation problems

In this experiment, we compare Hamming KMM EDA to other specific EDAs for permutation problems ${ }^{6}$ considered in the literature. We compare the performance of the proposed approach with respect to other MM-based approaches. For example, the MM has already been applied to permutation problems under the Cayley, Kendall's- $\tau$ and Ulam distances [13]. Cayley and Kendallbased KMMs [15] and GMMs have also been studied. Additionally, mixtures of GMMs (MGMMs) have also been applied to permutation-based problems under the Cayley and Kendall distances [16]. Specifically, in this last article, the MGMM with two clusters was found to outperform the other MGMM approaches, and therefore, we will only consider MGMMs with two clusters. In addition to MM EDAs, we compare the performance of the proposed algorithm to a Plackett-Luce EDA [14].

Each algorithm is executed 20 times for each instance. The ARDP value for all the instances is recorded in Table 2. We kept the parameters proposed by each author in the paper that the algorithm is proposed.

Again, we observe that KMM EDA obtains a lower ARDP for all the 24 benchmark instances considered. Therefore, the experimentation suggests that using the proposed model is the best option among the specific EDAs on $\mathcal{S}_{n}$ for the 24 instances considered in this paper.

[^5]Table 1: The results of the simplified models when compared with the full model. The best performing algorithm is highlighted in bold.

| Instance | KMM Exponential | KMM Linear | MM Exponential | MM Linear | MM estimated $\theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| bur26a | 0.099 | 0.110 | 1.600 | 1.540 | 1.287 |
| bur26b | 0.143 | 0.175 | 1.562 | 1.620 | 1.369 |
| bur26c | 0.007 | 0.007 | 2.231 | 1.969 | 1.691 |
| bur26d | 0.006 | 0.006 | 2.266 | 2.165 | 1.771 |
| nug17 | 0.104 | 0.098 | 9.977 | 9.480 | 8.389 |
| nug18 | 0.352 | 0.425 | 10.705 | 10.254 | 9.207 |
| nug20 | 0.089 | 0.179 | 10.751 | 10.879 | 10.564 |
| nug21 | 0.176 | 0.189 | 13.958 | 13.380 | 12.613 |
| tai10a | 0.000 | 0.000 | 3.642 | 2.953 | 3.295 |
| tai10b | 0.000 | 0.000 | 2.910 | 2.435 | 1.804 |
| tai12a | 0.140 | 0.000 | 9.319 | 8.766 | 8.232 |
| tai12b | 0.000 | 0.000 | 5.156 | 4.997 | 4.249 |
| tai15a | 0.158 | 0.117 | 8.440 | 8.061 | 7.452 |
| tai15b | 0.028 | 0.035 | 0.796 | 0.926 | 0.982 |
| tai20a | 0.765 | 1.213 | 12.823 | 11.888 | 11.732 |
| tai20b | 0.068 | 0.045 | 9.435 | 8.872 | 8.998 |
| tai25a | 1.227 | 1.829 | 13.481 | 13.088 | 12.168 |
| tai25b | 0.059 | 0.096 | 30.980 | 29.686 | 23.289 |
| tai30a | 1.171 | 2.026 | 12.463 | 12.199 | 11.836 |
| tai30b | 0.076 | 0.073 | 33.999 | 29.985 | 24.577 |
| tai35a | 1.553 | 2.282 | 13.626 | 13.369 | 12.826 |
| tai35b | 0.380 | 0.339 | 29.313 | 26.934 | 25.029 |
| tai40a | 1.727 | 2.626 | 13.837 | 13.572 | 13.052 |
| tai40b | 0.972 | 1.078 | 36.718 | 35.320 | 33.181 |

Table 2: The average ARPD results of Hamming KMM EDA and other EDA approaches specific to $S^{n}$. The best performing algorithm is highlighted in bold.

| Instance | Hamming <br> KMM | Ulam <br> MM | Kendall |  |  |  | Cayley |  |  |  | Plackett- <br> Luce |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | MM | KMM | MGMM | GMM | MM | KMM | MGMM | GMM |  |
| bur26a | 0.099 | 1.927 | 1.937 | 2.453 | 1.955 | 1.746 | 0.359 | 0.211 | 0.690 | 0.365 | 1.730 |
| bur26b | 0.143 | 1.977 | 2.008 | 2.353 | 1.998 | 1.461 | 0.482 | 0.305 | 0.603 | 0.465 | 1.680 |
| bur26c | 0.007 | 2.208 | 2.121 | 2.655 | 2.054 | 1.827 | 0.369 | 0.172 | 0.634 | 0.307 | 1.843 |
| bur26d | 0.006 | 2.114 | 2.352 | 2.872 | 2.233 | 1.882 | 0.370 | 0.168 | 0.695 | 0.355 | 1.890 |
| nug17 | 0.104 | 10.133 | 9.174 | 12.535 | 9.284 | 7.771 | 4.706 | 2.154 | 6.680 | 3.147 | 7.442 |
| nug18 | 0.352 | 11.109 | 8.881 | 12.746 | 10.306 | 8.316 | 4.689 | 2.948 | 6.161 | 3.684 | 8.057 |
| nug20 | 0.089 | 12.183 | 9.603 | 11.961 | 8.541 | 7.759 | 5.195 | 1.844 | 2.977 | 3.214 | 11.043 |
| nug21 | 0.176 | 14.861 | 12.252 | 12.613 | 12.137 | 10.738 | 5.722 | 2.695 | 7.859 | 3.380 | 13.819 |
| tai10a | 0.000 | 2.830 | 6.464 | 11.306 | 8.048 | 8.395 | 2.354 | 1.038 | 2.244 | 2.348 | 2.280 |
| tai10b | 0.000 | 3.185 | 7.025 | 15.845 | 7.279 | 6.327 | 1.032 | 1.440 | 1.483 | 2.324 | 2.836 |
| tai12a | 0.140 | 10.140 | 11.905 | 17.115 | 12.359 | 11.496 | 7.226 | 5.856 | 7.415 | 6.415 | 6.929 |
| tai12b | 0.000 | 7.655 | 11.716 | 21.591 | 13.287 | 11.565 | 5.046 | 3.551 | 8.264 | 6.414 | 6.757 |
| tai15a | 0.158 | 7.975 | 9.225 | 11.174 | 9.670 | 9.128 | 4.648 | 3.153 | 6.497 | 3.586 | 5.631 |
| tai15b | 0.028 | 1.171 | 1.279 | 1.536 | 1.224 | 0.997 | 0.528 | 0.369 | 0.749 | 0.411 | 0.743 |
| tai20a | 0.765 | 12.279 | 12.050 | 12.921 | 11.443 | 10.942 | 6.971 | 2.820 | 5.412 | 5.355 | 11.959 |
| tai20b | 0.068 | 9.987 | 13.348 | 32.965 | 12.735 | 12.788 | 5.112 | 5.322 | 2.345 | 2.646 | 6.912 |
| tai25a | 1.227 | 12.384 | 11.856 | 12.439 | 11.765 | 11.159 | 7.572 | 4.735 | 8.397 | 5.537 | 11.962 |
| tai25b | 0.059 | 26.831 | 24.200 | 56.513 | 30.102 | 22.254 | 6.071 | 5.456 | 10.529 | 4.692 | 20.214 |
| tai30a | 1.171 | 11.908 | 11.263 | 11.314 | 10.529 | 10.184 | 6.628 | 3.301 | 4.629 | 4.947 | 11.682 |
| tai30b | 0.076 | 25.096 | 29.100 | 45.465 | 27.863 | 21.636 | 9.282 | 7.843 | 10.025 | 11.077 | 22.984 |
| tai35a | 1.553 | 12.894 | 11.879 | 11.820 | 11.862 | 11.221 | 7.316 | 4.592 | 7.621 | 4.880 | 12.921 |
| tai35b | 0.380 | 25.999 | 24.583 | 36.41 | 29.819 | 21.667 | 7.083 | 5.976 | 9.532 | 5.346 | 25.320 |
| tai40a | 1.727 | 13.228 | 11.651 | 11.546 | 11.599 | 11.004 | 7.162 | 3.670 | 4.904 | 4.862 | 13.272 |
| tai40b | 0.972 | 33.815 | 30.422 | 44.129 | 33.423 | 25.576 | 10.729 | 8.421 | 6.970 | 8.703 | 33.436 |

### 5.4. Experiment 3: Classical EDAs

Finally, we compare Hamming KMM EDA to other classical EDAs for the QAP in the literature. In the review paper on EDAs in permutation problems [11], the performance of 13 classical EDAs was studied. Using a null-hypothesis statistical testing, the authors found out that there were no statistically significant differences among the best performing six methods for the QAP. These six methods are univariate marginal distribution algorithm (UMDA) [31, mutual information maximization for input clustering (MIMIC) [17], estimation of Bayesian network algorithm (EBNA) [5], edge histogram-based sampling algorithm (EHBSA) 50] and two variants of node histogram-based sampling algorithm (NHBSA) 51, namely NHBSA $_{W T}$ and NHBSA $_{W O}$. In this experiment, we compare Hamming KMM EDA to these other algorithms. Not limited to the previous algorithms, a recent successful EDA, the Random Key EDA [3, 4], was also incorporated to the study.

For the algorithms considered in the EDAs review [11], only 10 executions are recorded for each instance, while for Hamming KMM EDA and RK-EDA [3] 20 executions are considered. The parameters proposed by the EDAs review article are used for those six algorithms, and we keep the parameters proposed by the authors in the RK-EDA.

Hamming KMM EDA obtains the best results in terms of a lower ARPD value in $66.7 \%$ of the considered instances. The second most competitive approach is $\mathrm{NHBSA}_{W T}$, which outperforms the rest of the methods in $15 \%$ of the considered instances. In addition to obtaining the lowest ARPD, Hamming KMM EDA is also the most consistent algorithm. For instance, while NHBSA obtains an ARPD over $5 \%$ in one instance, the proposed approach obtains lower than $2 \%$ ARPD in all instances. However, for the four bur26x instances considered, the node histogram-based sampling algorithm ( $\mathrm{NHBSA}_{W T}$ ) is able to outperform Hamming KMM EDA. These instances have special properties in the distance matrix $D$. Specifically, adjacent rows and columns are similar to each other. Although Hamming KMM EDA is still the second best approach in these instances, we believe that the Hamming distance is not particularly suited for these instances, as argued in Section 2.1.

All in all, this experiment reveals that Hamming KMM EDA is better in terms of lower ARDP, and more stable in terms of lower maximum ARDP than the competitors.

## 6. Conclusion \& future work

In this paper, we aimed to give a step forward in the development of EDAs for permutation problems. We argued that the Hamming distance is suitable for the QAP, as it produces the smoothest objective function transitions when compared to other distance-metrics. After analyzing the adequacy of the Hamming distance for the QAP, we proposed an algorithm that implements a Hamming-based Kernels of Mallows Models (KMMs) EDA. In order to analyze the performance of the proposed approach, we compare it to other non-hybrid EDAs presented in the literature. The conducted experimentation showed that, for the QAP, (i) Hamming KMM EDA performs better than other classical EDAs, (ii) also better than other MM approaches in the literature, and (iii) the use of Kernels on a Hamming-based MM is the key part of the successful performance of the algorithm. Specifically, Hamming KMM EDA is able to outperform the rest of the methods in $62.5 \%$ of the studied instances. Not only that, but Hamming KMM EDA is also more stable than the com-

Table 3: The average ARPD results of Hamming KMM EDA and other EDA approaches. The best performing algorithm is highlighted in bold.

| Instance | BKS | Hamming <br> KMM | UMDA | MIMIC | EBNA $^{\text {EMBSA }} \boldsymbol{w t}$ | NHBSA $_{w t}$ | NHBSA $_{w o}$ | RK-EDA |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
| bur26a | 5426670 | 0.099 | 0.248 | 0.314 | 0.300 | 0.327 | $\mathbf{0 . 0 9 7}$ | 0.162 | 0.496 |
| bur26b | 3817852 | 0.143 | 0.325 | 0.300 | 0.364 | 0.307 | $\mathbf{0 . 1 3 7}$ | 0.235 | 0.554 |
| bur26c | 5426795 | 0.007 | 0.115 | 0.279 | 0.048 | 0.220 | $\mathbf{0 . 0 0 0}$ | 0.023 | 0.321 |
| bur26d | 3821225 | 0.006 | 0.158 | 0.196 | 0.233 | 0.111 | $\mathbf{0 . 0 0 1}$ | 0.014 | 0.315 |
| nug17 | 1732 | $\mathbf{0 . 1 0 4}$ | 2.425 | 3.487 | 1.917 | 2.182 | 0.242 | 1.697 | 2.875 |
| nug18 | 1930 | $\mathbf{0 . 3 5 2}$ | 2.249 | 2.788 | 3.244 | 2.383 | 0.487 | 1.358 | 3.461 |
| nug20 | 2570 | $\mathbf{0 . 0 8 9}$ | 3.245 | 2.942 | 2.879 | 2.591 | 0.459 | 2.195 | 2.817 |
| nug21 | 2438 | 0.176 | 2.199 | 2.863 | 2.748 | 3.167 | $\mathbf{0 . 1 7 2}$ | 1.436 | 4.295 |
| tai10a | 135028 | $\mathbf{0 . 0 0 0}$ | 3.585 | 3.742 | 3.528 | 0.629 | $\mathbf{0 . 0 0 0}$ | 1.743 | 1.970 |
| tai10b | 1183760 | $\mathbf{0 . 0 0 0}$ | 1.694 | 1.196 | 1.343 | 0.028 | $\mathbf{0 . 0 0 0}$ | 0.584 | 2.964 |
| tai12a | 224416 | $\mathbf{0 . 1 4 0}$ | 4.579 | 6.596 | 5.067 | 2.597 | 0.208 | 3.244 | 6.058 |
| tai12b | 39464925 | $\mathbf{0 . 0 0 0}$ | 3.348 | 4.272 | 3.355 | $\mathbf{0 . 0 0 0}$ | 0.110 | 1.003 | 4.327 |
| tai15a | 388214 | $\mathbf{0 . 1 5 8}$ | 3.943 | 4.099 | 2.496 | 2.474 | 0.392 | 2.104 | 4.486 |
| tai15b | 51765268 | 0.028 | 0.355 | 0.406 | 0.398 | 0.295 | $\mathbf{0 . 0 0 0}$ | 0.154 | 0.626 |
| tai20a | 703482 | $\mathbf{0 . 7 6 5}$ | 3.675 | 5.423 | 4.887 | 5.539 | 2.464 | 3.408 | 6.813 |
| tai20b | 122455319 | $\mathbf{0 . 0 6 8}$ | 1.634 | 4.613 | 6.458 | 1.812 | 0.369 | 3.520 | 4.371 |
| tai25a | 1167256 | $\mathbf{1 . 2 2 7}$ | 4.490 | 5.450 | 4.824 | 6.144 | 3.633 | 3.155 | 6.685 |
| tai25b | 34435646 | $\mathbf{0 . 0 5 9}$ | 3.634 | 3.006 | 4.308 | 1.296 | 0.082 | 1.068 | 3.531 |
| tai30a | 1818146 | $\mathbf{1 . 1 7 1}$ | 4.369 | 4.481 | 3.897 | 6.632 | 3.932 | 2.733 | 7.307 |
| tai30b | 637117113 | $\mathbf{0 . 0 7 6}$ | 5.686 | 10.925 | 4.974 | 1.145 | 0.681 | 8.084 | 5.999 |
| tai35a | 2422002 | $\mathbf{1 . 5 5 3}$ | 3.394 | 5.396 | 3.913 | 7.246 | 4.777 | 2.843 | 8.047 |
| tai35b | 283315445 | $\mathbf{0 . 3 8 0}$ | 4.095 | 6.015 | 3.616 | 2.652 | 1.260 | 3.118 | 4.506 |
| tai40a | 3139370 | $\mathbf{1 . 7 2 7}$ | 4.118 | 5.021 | 3.887 | 7.512 | 5.468 | 3.049 | 8.279 |
| tai40b | 637250948 | $\mathbf{0 . 9 7 2}$ | 7.955 | 9.795 | 5.797 | 4.227 | 1.944 | 6.280 | 3.633 |

petitors in terms of maximum ARDP, with an ARDP value of less than $2 \%$ in the most difficult instance for this algorithm.

The incorporation of Hamming-based KMMs to the EDA framework in a competitive manner opens new research directions worth considering. For instance, this method could potentially be applied to other permutation problems, and even in non-permutation based combinatorial problems, if the solution space of the problem can be encoded by vectors. Because the Hamming distance measures the mismatches, regardless of the order, we believe that this method could be especially successful in combinatorial problems where the order of the elements in the vector is not as relevant as the absolute position of the items, such as the graph-partitioning problem [8].
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[^1]:    ${ }^{1}$ In order to take a step forward in the design of EDAs and avoid misinterpretations, we will not consider hybridapproaches in this work.

[^2]:    ${ }^{2}$ We used the best-first local search procedure, based on the exchange neighborhood.
    ${ }^{3}$ For this experiment, 6 instances from the QAPLIB are considered. Figure 2 shows the results obtained for two of them. The full results of the experimentation as well as the source code of the proposed approach are available for the interested reader at https://github.com/EtorArza/SupplementaryKMMHamming

[^3]:    ${ }^{4} \mathbb{E}[\mathcal{K}]_{t}$ denotes the expectation of the distance $\mathbb{E}[\mathcal{K}]$ at iteration $t$.

[^4]:    ${ }^{5}$ Unlike the CPU time, the number of evaluations is not affected by the hardware, and is easy to reproduce.

[^5]:    ${ }^{6}$ Spceficid EDAs are those that estimate a probability distribution explicitly on $\mathcal{S}_{n}$.

