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Abstract
Random quantum circuits are commonly viewed as hard to simulate classically. In some

regimes this has been formally conjectured — in the context of deep 2D circuits, this is the
basis for Google’s recent announcement of “quantum computational supremacy” — and there
had been no evidence against the more general possibility that for circuits with uniformly ran-
dom gates, approximate simulation of typical instances is almost as hard as exact simulation.
We prove that this is not the case by exhibiting a shallow random circuit family that cannot
be efficiently classically simulated exactly under standard hardness assumptions, but can be
simulated approximately for all but a superpolynomially small fraction of circuit instances
in time linear in the number of qubits and gates; this example limits the robustness of re-
cent worst-case-to-average-case reductions for random circuit simulation. While our proof is
based on a contrived random circuit family, we furthermore conjecture that sufficiently shal-
low constant-depth random circuits are efficiently simulable more generally. To this end, we
propose and analyze two simulation algorithms. Implementing one of our algorithms for the
depth-3 “brickwork” architecture, for which exact simulation is hard, we found that a laptop
could simulate typical instances on a 409 × 409 grid with variational distance error less than
0.01 in approximately one minute per sample, a task intractable for previously known cir-
cuit simulation algorithms. Numerical evidence indicates that the algorithm remains efficient
asymptotically.

Key to both our rigorous complexity separation and our conjecture is an observation that
2D shallow random circuit simulation can be reduced to a simulation of a form of 1D dynamics
consisting of alternating rounds of random local unitaries and weak measurements. Similar
processes have recently been the subject of an intensive research focus, which has found nu-
merically that the dynamics generally undergo a phase transition from an efficient-to-simulate
regime to an inefficient-to-simulate regime as measurement strength is varied. Via a mapping
from random quantum circuits to classical statistical mechanical models, we give analytical
evidence that a similar computational phase transition occurs for our algorithms as param-
eters of the circuit architecture like the local Hilbert space dimension and circuit depth are
varied, and additionally that the 1D dynamics corresponding to sufficiently shallow random
quantum circuits falls within the efficient-to-simulate regime.
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1 Introduction

1.1 How hard is it for classical computers to simulate quantum circuits?

As quantum computers add more qubits and gates, where is the line between classically simulable
and classically hard to simulate? And once the size and runtime of the quantum computer are
chosen, which gate sequence is hardest to simulate?

So far, our answers to these questions have been informal or incomplete. On the simulation
side, [MS08] showed that a quantum circuit could be classically simulated by contracting a tensor
network with cost exponential in the treewidth of the graph induced by the circuit. When ap-
plied to n qubits in a line running a circuit with depth d, the simulation cost of this algorithm is
exp

(
Θ̃(min(n,d))

)
. More generally we could consider n = L1L2 qubits arranged in an L1 × L2 grid

running for depth d, in which case the simulation cost would be

exp
(
Θ̃(min(L1L2,L1d,L2d))

)
. (1)

In other words, we can think of the computation as taking up a space-time volume of L1×L2×d and
the simulation cost is dominated by the size of the smallest cut bisecting this volume. An excep-
tion is for d = 1 or d = 2, which have simple exact simulations [TD02]. Some restricted classes such
as stabilizer circuits [Got98] or one dimensional systems that are sufficiently unentangled [Vid03;
Vid04; Osb06] may also be simulated efficiently. However, the conventional wisdom has been that
in general, for 2D circuits with d ≥ 3, the simulation cost scales as Eq. (1).

These considerations led IBM to propose the benchmark of “quantum volume” [Cro+18] which
in our setting is exp

(√
dmin(L1,L2)

)
; this does not exactly coincide with Eq. (1) but qualitatively

captures a similar phenomenon. The idea of quantum volume is to compare quantum computers
with possibly different architectures by evaluating their performance on a simple benchmark.
This benchmark task is to perform n layers of random two-qubit gates on n qubits, and being
able to perform this with . 1 expected gate errors corresponds to a quantum volume of exp(n)1.
Google’s quantum computing group has also proposed random unitary circuits as a benchmark
task for quantum computers [Boi+18]. While their main goal has been quantum computational
supremacy [Nei+18; Aru+19], random circuits could also be used to diagnose errors including
those that go beyond single-qubit error models by more fully exploring the configuration space of
the system [Cro+18].

These proposals from industry reflect a rough consensus that simulating a 2D random quan-
tum circuit should be nearly as hard as exactly simulating an arbitrary circuit with the same
architecture, or in other words that random circuit simulation is nearly as hard as the worst case,
given our current state of knowledge. To the contrary, we prove (assuming standard complexity-
theoretic conjectures) that for a certain family of constant-depth architectures, classical simulation
of typical instances with small allowed error is easy, despite worst-case simulation being hard (by
which we mean, it is classically intractable to simulate an arbitrary random circuit realization
with arbitrarily-small error). For these architectures, we show that a certain algorithm exploiting
the randomness of the gates and the allowed small simulation error can run much more quickly
than the scaling in Eq. (1), running in time O(L1L2). While our proof is architecture specific, we

1Our calculation of quantum volume for 2D circuits above uses the additional fact that, assuming for simplicity that
L1 ≤ L2, we can simulate a fully connected layer of gates on L2x qubits (for x ≤ L1) with O(xL2/L1) locally connected
2D layers using the methods of [Ros13]. Then x is chosen to maximize min(L2x,d/(xL2/L1)).
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give numerical and analytical evidence that for sufficiently low constant values of d, the algorithm
remains efficient more generally. The intuitive reason for this is that the simulation of 2D shal-
low random circuits can be reduced to the simulation of a form of effective 1D dynamics which
includes random local unitaries and weak measurements. The measurements then cause the 1D
process to generate much less entanglement than it could in the worst case, making efficient sim-
ulation possible. Before discussing this in greater detail, we review the main arguments for the
prevailing belief that random circuit simulation should be nearly as hard as the worst case.

1. Evidence from complexity theory.

(a) Hardness of sampling from post-selected universality. A long line of work has shown that
it is worst-case hard to either sample from the output distributions of quantum circuits
or compute their output probabilities [TD02; Aar05; BJS10; AA13; BMS16; BMS17;
HM17]. While the requirement of worst-case simulation is rather strong, these results
do apply to any quantum circuit family that becomes universal once post-selection is
allowed, thereby including noninteracting bosons and depth-3 circuits. The hardness
results are also based on the widely believed conjecture that the polynomial hierarchy
is infinite, or more precisely that approximate counting is weaker than exact counting.
Since these results naturally yield worst-case hardness, they do not obviously imply
that random circuits should be hard. In some cases, additional conjectures can be made
to extend the hardness results to some form of average-case hardness (as well as ruling
out approximate simulations) [AA13; BMS16; AC17], but these conjectures have not
received widespread scrutiny. Besides stronger conjectures, these hardness results usu-
ally require that the quantum circuits have an “anti-concentration” property, meaning
roughly that their outputs are not too far from the uniform distribution [HM18]. While
random circuits are certainly not the only route to anti-concentration (simply perform-
ing Hadamard gates on the all |0〉 state also works) they are a natural way to combine
anti-concentration with an absence of any obvious structure (e.g. Clifford gates) that
might admit a simple simulation.

(b) Average-case hardness of computing output probabilities [Bou+19; Mov18; Mov19]. It is
known that random circuit simulation admits worst-to-average case reductions for the
computation of output probabilities. In particular, the ability to near-exactly compute
the probability of some output string for a 1−1/ poly(n) fraction of Haar-random circuit
instances on some architecture is essentially as hard as computing output probabilities
for an arbitrary circuit instance with this architecture, which is known to be #P-hard
even for certain depth-3 architectures. The existence of such a worst-to-average-case re-
duction could be taken as evidence for the hardness of random circuits. Our algorithms
circumvent these hardness results by computing output probabilities with small error,
rather than near-exactly.

2. Near-maximal entanglement in random circuits. Haar-random states on n qudits are nearly
maximally entangled across all cuts simultaneously [Pag93; HLW06]. Random quantum cir-
cuits on L × L × · · · arrays of qudits achieve similar near-maximal entanglement across all
possible cuts once the depth is Ω(L) [DOP07; HM18] and before this time, the entangle-
ment often spreads “ballistically” [LS14; BKP19]. Random tensor networks with large bond
dimension nearly obey a min-flow/max-cut-type theorem [Hay+16; Has17], again meaning
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that they achieve nearly maximal values of an entanglement-like quantity. These results
suggest that when running algorithms based on tensor contraction, random gates should be
nearly the hardest possible gates to simulate.

3. Absence of algorithms taking advantage of random inputs. There are not many algorithmic tech-
niques known that simulate random circuits more easily than worst-case circuits. There are a
handful of exceptions. In the presence of any constant rate of noise, random circuits [YG17;
GD18], IQP circuits [BMS17] and (for photon loss) boson sampling [KK14; OB18] can be
efficiently simulated. These results can also be viewed as due to the fact that fault-tolerant
quantum computing is not a generic phenomenon and requires structured circuits to achieve
(see [BMS17] for discussion in the context of IQP). Permanents of random matrices whose
entries have small nonzero mean can be approximated efficiently [EM18], while the case
of boson sampling corresponds to entries with zero mean and the approach of [EM18] is
known to fail there. A heuristic approximate simulation algorithm based on tensor network
contraction [Pan+19] was recently proposed and applied to random circuits, although for
this algorithm it is unclear how the approximations made are related to the overall simu-
lation error incurred (in contrast, our algorithm based on matrix product states can bound
the overall simulation error it is making, even when comparison with exact simulation is
not feasible). In practice, evidence for a hardness conjecture often is no more than the ab-
sence of algorithms. Indeed, while some approximation algorithms are known for estimat-
ing output probabilities of constant-depth circuits [BGM19], IQP circuits [SB09] and boson
sampling [AA13] up to additive error δ in time poly(n,1/δ), these are not very helpful for
random circuits where typical output probabilities are ∼ 2−n.

For the case of constant depth, there have been some quantum computational supremacy pro-
posals that do not use uniformly random circuits, mostly based on the MBQC (measurement-
based quantum computing) model [RB01]. This means first preparing a cluster state and then
measuring it in mostly equatorial bases, or equivalently performing eiθZ for various angles θ and
then measuring in the X basis. This is far from performing uniformly random nearest-neighbor
gates up to the same depth and then measuring in a fixed basis. In many cases, the angles θ are
also chosen to implement a specific family of circuits as well [GWD17; MSM17; Ber+18]. Pre-
viously it had not been clear whether this difference is important for the classical complexity or
not.

Despite the above intuitive arguments for why the simulation of uniformly random circuits
should be nearly as hard as the worst case, we (1) prove that there exist architectures for which
this is not the case, and (2) give evidence that this result is not architecture specific, but is rather
a general property of sufficiently shallow random circuits. As described in more detail below,
we propose two simulation algorithms. One (which we also implement numerically) is based
on a 2D-to-1D mapping in conjunction with tensor network methods, and the other is based on
exactly simulating small subregions which are then “stitched” together. The performance of both
algorithms is related to certain entropic quantities.

We also give evidence of computational phase transitions even for noiseless simulation of
quantum circuits. Previously it was known that phase transitions between classical and quantum
computation existed as a function of the noise parameter in conventional quantum computation
[Sho96; AB96; HN03; Raz04; VHP05; Buh+06; Kem+08] as well as in MBQC [RBH05; Bar+09].
We do not know of any previous work showing phase transitions even for noiseless computation,
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except for the gap between depth-2 and depth-3 circuits given by Terhal-DiVincenzo [TD02] and
the phase transition as a function of rate of qubit loss during the preparation of a 2D cluster state
for MBQC [Bro+08].

We believe this latter transition, arising from the percolation phase transition on a square lat-
tice, is in fact closely related to our results. Intuitively, a measurement on the system may be
viewed as “good” (entanglement destroying) or “bad” (entanglement preserving). If all measure-
ments are random, some fraction of these measurements will be “good”. If this fraction becomes
sufficiently large, the entanglement-destroying effects win out, and the system can be efficiently
simulated classically. In the special case of a Z-basis measurement being performed on each
qubit of a 2D cluster state with some probability p, the result of [Bro+08] shows that this may
be made rigorous via results from percolation theory; the resulting quantum state may be effi-
ciently simulated classically if 1 − p falls below the percolation threshold pc for a square lattice,
and the resulting state supports universal MBQC if 1− p falls above pc. In contrast, in our setting
a measurement is performed on each site in a Haar-random basis with probability one. While the
percolation argument is no longer directly applicable in this setting, we nonetheless find evidence
in favor of a computational phase transition driven by local qudit dimension q and circuit depth
d.

1.2 Our results

We give two classes of results, which we summarize in more detail below. The first consists of
rigorous separations in complexity between worst-case simulation2 and approximate average-
case simulation (for sampling) and between near-exact average-case simulation and approximate
average-case simulation (for computing output probabilities) for random circuit families defined
with respect to certain circuit architectures. While these results are rigorous, they are proved with
respect to a contrived architecture and therefore do not address the question of whether random
shallow circuits are classically simulable more generally. To address this issue, we also give conjec-
tures on the performance of our algorithms for more general and more natural architectures. Our
second class of results consists of analytical and numerical evidence in favor of these conjectures.

1.2.1 Provable complexity separations

We now summarize our provable results for particular circuit architectures. We first define more
precisely what we mean by an “architecture”.

Definition 1 (Architecture). An architecture A is an efficiently computable mapping from positive
integers L to circuit layouts A(L) defined on rectangular grids with sidelengths L×f (L) for some function
f (L) ≤ poly(L). A “circuit layout” is a specification of locations of gates in space and time and the
number of qudits acted on by each gate. (The gate itself is not specified.) For any architecture A,
we obtain the associated Haar-random circuit family acting on qudits of constant dimension q, CA,q,
by specifying every gate in A to be distributed according to the Haar measure and to act on qudits of
dimension q which are initialized in a product state |1〉⊗(L×f (L)).

In this paper, we only consider architectures that are constant depth and spatially 2-local
(that is, a gate either acts on a single site or two adjacent sites); therefore, “architecture” for our

2Unless specified otherwise, we use worst-case simulation to refer to the problem of exactly simulating an arbitrary
circuit instance.
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purposes always refers to a constant-depth spatially 2-local architecture. The above definition
permits architectures for which the layout of the circuit itself may be different for different sizes.
However, it is natural for a circuit architecture to be spatially periodic, and furthermore for the
“unit cells” of the architecture to be independent of L. We formalize this as a notion of uniformity,
which we define more precisely below.

Definition 2 (Uniformity). We call a constant-depth architecture A uniform if there exists some spa-
tially periodic circuit layout B on an infinite square lattice such that, for all positive integers L, A(L) is
a restriction of B to a rectangular sub-grid with sidelengths L × f (L) for some f (L) ≤ poly(L). A ran-
dom circuit family CA,q associated with a uniform architecture A is said to be a uniform random circuit
family.

While uniformity is a natural property for a circuit architecture to possess, our provable sep-
arations are with respect to certain non-uniform circuit families. In particular, we prove that for
any fixed 0 < c < 1, there exists some non-uniform circuit architecture A acting on n qubits such
that, if CA is the Haar-random circuit family associated with A acting on qubits,

1. There does not exist a poly(n)-time classical algorithm that exactly samples from the output
distribution of arbitrary realizations of CA unless the polynomial hierarchy collapses to the
third level.

2. Given an arbitrary fixed output string x, there does not exist a poly(n)-time classical al-
gorithm for computing the probability of obtaining x, | 〈x|CA |0〉⊗n |2, up to additive error
2−Θ̃(n2) with probability at least 1 − 1/ poly(n) over choice of circuit instance, unless a #P-
hard function can be computed in randomized polynomial time.

3. There exists a classical algorithm that runs in timeO(n) and, with probability at least 1−2−n
c

over choice of circuit instance, samples from the output distribution of CA up to error at
most 2−n

c
in total variation distance.

4. There exists a classical algorithm that runs in time O(n) and, for an arbitrary output string
x, with probability at least 1−2−n

c
over choice of circuit instance, estimates | 〈x|CA |0〉⊗n |2 up

to additive error 2−n/2n
c
. (This should be compared with 2−n, which is the average output

probability over choices of x.)

The first two points above follow readily from prior works (respectively [TD02] and [Mov19]),
while the latter two follow from an analysis of the behavior of one of our simulation algorithms
for this architecture. These algorithms improve on the previously best known simulation time
for this family of architectures of 2Θ(L) = 2Θ(nc

′
) for some constant c′(c) < 1 based on an exact

simulation based on tensor network contraction. We refer to the architectures for which we prove
the above separations as “extended brickwork architectures” (see Figure 4 for a specification), as
they are related to the “brickwork architecture” [BFK09] studied in the context of MBQC.

Implications for worst-to-average-case reductions for random circuit simulation. Very recently,
it was shown [Mov19] that for any random circuit family with Haar-random gates for which it is
#P-hard to compute output probabilities in the worst case, there does not exist a poly(n)-time
algorithm for computing the output probability of some arbitrary output string x up to additive
error 2−Θ̃(n2) with high probability over the circuit realization, unless there exists a poly(n)-time
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randomized algorithm for computing a #P-hard function. Essentially, for Haar-random circuits,
near-exact average-case computation of output probabilities is as hard as worst-case computa-
tion of output probabilities. Our results described above imply that the error tolerance for this
hardness result cannot be improved to 2−n/2n

c
for any c < 1.

This hardness result follows other prior work [Bou+19; Mov18] on the average-case hardness
of random circuit simulation. In particular, the original paper [Bou+19] uses a different interpo-
lation scheme than that used in [Mov18; Mov19]. Interestingly, as discussed in Appendix A, we
find that the interpolation scheme of [Bou+19] cannot be used to prove hardness results about
our algorithms’ performance on CA, despite CA possessing worst-case hardness. While this ob-
servation may be of technical interest for future work on worst-to-average-case reductions for
random circuit simulation, the alternative interpolation scheme of [Mov19] does not suffer from
this limitation.

While [Bou+19; Mov18; Mov19] prove hardness results for the near-exact computation of out-
put probabilites of random circuits, it is ultimately desirable to prove hardness for the Random
Circuit Sampling (RCS) problem of sampling from the output distribution of a random circuit
with small error in variational distance, as this is the computational task corresponding to the
problem that the quantum computer solves. A priori, one might hope that such a result could
be proved via such a worst-to-average-case reduction. In particular, it was pointed out in these
works that improving the error tolerance of the hardness result to 2−n/ poly(n) would be sufficient
to prove hardness of RCS. Our work rules out such a proof strategy working by showing that even
improving the error tolerance to 2−n/2n

c
is unachievable. In particular, any proof of the hard-

ness of RCS should be sensitive to the depth and should not be applicable to the worst-case-hard
shallow random circuit ensembles that admit approximate average-case classical simulations.

1.2.2 Conjectures for uniform architectures

While the above results are provable, they are unfortunately proved with respect to a contrived
non-uniform architecture, and furthermore do not provide good insight into how the simulation
runtime scales with simulation error and simulable circuit fraction. An obvious question is then
whether efficient classical simulation remains possible for “natural” random circuit families that
are sufficiently shallow, and if so, how the runtime scales with system size and error parame-
ters. We argue that it does, but that a computational phase transition occurs for our algorithms
when the depth (d) or local Hilbert space dimension (q) becomes too large. Here we are studying
the simulation cost as n→ ∞ for fixed d and q. Intuitively, there are many constant-depth ran-
dom circuit families for which efficient classical simulation is possible, including many “natural”
circuit architectures (it seems plausible that any depth-3 random circuit family on qubits is effi-
ciently simulable). However, we expect a computational phase transition to occur for sufficiently
large constant depths or qudit dimensions, at which point our algorithms become inefficient. The
location of the transition point will in general depend on the details of the architecture. The
conjectures stated below are formalizations of this intuition.

We now state our conjectures more precisely. Conjecture 1 essentially states that there are
uniform random circuit families for which worst-case simulation (in the sense of sampling or com-
puting output probabilities) is hard, but approximate average-case simulation can be performed
efficiently. (Worst-case hardness for computing probabilities also implies a form of average-case
hardness for computing probabilities, as discussed above.) This is stated in more-or-less the weak-
est form that seems to be true and would yield a polynomial-time simulation. However, we sus-
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pect that the scaling is somewhat more favorable. Our numerical simulations and toy models are
in fact consistent with a stronger conjecture, Conjecture 1’, which if true would yield stronger run-
time bounds. Conversely, Conjecture 2 states that if the depth or local qudit dimension of such
an architecture is made to be a sufficiently large constant, our two proposed algorithms experi-
ence computational phase transitions and become inefficient even for approximate average-case
simulation.

Conjecture 1. There exist uniform architectures and choices of q such that, for the associated ran-
dom circuit family CA,q, (1) worst-case simulation of CA,q (in terms of sampling or computing output
probabilities) is classically intractable unless the polynomial hierarchy collapses, and (2) our algorithms
approximately simulate CA,q with high probability. More precisely, given parameters ε and δ, our algo-
rithms run in time bounded by poly(n,1/ε,1/δ) and can, with probability 1− δ over the random circuit
instance, sample from the classical output distribution produced by Cq up to variational distance error
ε and compute a fixed output probability up to additive error ε/qn.

Conjecture 1’. For any uniform random circuit family CA,q satisfying the conditions of Conjecture 1,
efficient simulation is possible with runtime replaced by n1+o(1) · exp

(
O(

√
log(1/εδ))

)
.

Conjecture 2. For any uniform random circuit family CA,q satisfying the conditions of Conjecture 1,
there exists some constant q∗ such that our algorithms become inefficient for simulating CA,q′ for any
constant q′ ≥ q∗, where CA,q′ has the same architecture as as Cq but acts on qudits of dimension q′.
There also exists some constant k∗ such that, for any constant k ≥ k∗, our algorithms become inefficient
for simulating the composition of k layers of the random circuit, CkA,q ◦ · · · ◦C

2
A,q ◦C

1
A,q, where each CiA,q

is i.i.d. and distributed identically to CA,q. In the inefficient regime, for fixed ε and δ the runtime of our
algorithms is 2O(L).

Our evidence for these conjectures, which we elaborate upon below, consists primarily of (1)
a rigorous reduction from the 2D simulation problem to a 1D simulation problem that can be
efficiently solved with high probability if certain conditions on expected entanglement in the 1D
state are met, (2) convincing numerical evidence that these conditions are indeed met for a specific
worst-case-hard uniform random circuit families and that in this case the algorithm is extremely
successful in practice, and (3) heuristic analytical evidence for both conjectures using a mapping
from random unitary circuits to classical statistical mechanical models, and for Conjecture 1’
using a toy model which can be more rigorously studied. The uniform random circuit family
for which we collect the most evidence for classical simulability is associated with the depth-
3 “brickwork architecture” [BFK09] (see also Figure 4 for a specification). We now present an
overview of these three points, which are then developed more fully in the body of the paper.

1.3 Overview of proof ideas and evidence for conjectures

1.3.1 Reduction to “unitary-and-measurement” dynamics.

We reduce the problem of simulating a constant-depth quantum circuit acting on a L× L′ grid of
qudits to the problem of simulating an associated “effective dynamics” in 1D on L qudits which
is iterated for L′ timesteps, or alternatively on L′ qudits which is iterated for L timesteps. This
mapping is rigorous and is related to previous maps from 2D quantum systems to 1D system
evolving in time [RB01; Kim17a; Kim17b]. The effective 1D dynamics is then simulated using
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the time-evolving block decimation algorithm of Vidal [Vid04]. In analogy, we call this algorithm
space-evolving block decimation (SEBD). We rigorously bound the simulation error made by the
algorithm in terms of quantities related to the entanglement spectra of the effective 1D dynamics
and give conditions in which it is provably asymptotically efficient for sampling and estimating
output probabilities with small error. SEBD is self-certifying in the sense that it can construct
confidence intervals for its own simulation error and for the fraction of random circuit instances
it can simulate — we use this fact later to bound the error made in our numerical experiments.

A 1D unitary quantum circuit on L qubits iterated for Lc timesteps with c > 0 is generally hard
to simulate classically in poly(L)-time, as the entanglement across any cut can increase linearly in
time. However, the form of 1D dynamics that a shallow circuit maps to includes measurements
as well as unitary gates. While the unitary gates tend to build entanglement, the measurements
tend to destroy entanglement and make classical simulation more tractable. It is a priori unclear
which effect has more influence. To illustrate the mapping, we introduce the simple worst-case-
hard random circuit family consisting of a Haar-random single qubit gate applied to each site
of a cluster state, and obtain an exact, closed-form expression for the effective 1D unitary-and-
measurement dynamics simulated by SEBD. We call this model CHR for “cluster-state with Haar-
random measurements”.

Fortunately, unitary-and-measurement processes have been studied in a flurry of recent pa-
pers from the physics community [LCF18; Cha+18; SRN19; LCF19; SRS19; Cho+19; GH19a;
BCA19; Jia+19; GH19b; Zab+19]. The consensus from this work is that processes consisting
of entanglement-creating unitary evolution interspersed with entanglement-destroying measure-
ments can be in one of two phases, where the entanglement entropy equilibrates to either an area
law (constant), or to a volume law (extensive). When we vary parameters like the fraction of
qudits measured between each round of unitary evolution, a phase transition is observed. The
existence of a phase transition appears to be robust to variations in the exact model, such as re-
placing projective measurements on a fraction of the qudits with weak measurements on all of
the qudits [LCF19; SRS19], or replacing Haar-random unitary evolution with Clifford [LCF18;
LCF19; GH19a; Cho+19] or Floquet [SRN19; LCF19] evolution. This suggests that the efficiency
of the SEBD algorithm depends on whether the particular circuit depth and architecture being
simulated yields effective 1D dynamics that falls within the area-law or the volume-law regime.
It also suggests a computational phase transition in the complexity of the SEBD algorithm. Essen-
tially, decreasing the measurement strength or increasing the qudit dimension in these models is
associated with moving toward a transition into the volume-law phase. Since increasing the 2D
circuit depth is associated with decreasing the measurement strength and increasing the local di-
mension of the associated effective 1D dynamics, this already gives substantial evidence in favor
of a computational phase transition in SEBD.

SEBD is provably inefficient if the effective 1D dynamics are on the volume-law side of the tran-
sition, and we expect it to be efficient on the area-law side because, in practice, dynamics obeying
an area law for the von Neumann entanglement entropy are generally efficiently simulable. How-
ever, definitively proving that SEBD is efficient on the area-law side faces the obstacle that there are
known contrived examples of states which obey an area law but cannot be efficiently simulated
with matrix product states [Sch+08]. We address this concern by directly studying the entangle-
ment spectrum of unitary-and-measurement processes in the area-law phase. To do this, we in-
troduce a toy model for such dynamics which may be of independent interest. For this model, we
rigorously derive an asymptotic scaling of Schmidt values across some cut as λi ∝ exp

(
−Θ(log2 i)

)
8



which is consistent with the scaling observed in our numerical simulations. Moreover, for this
toy model we show that with probability at least 1 − δ, the equilibrium state after iterating the
process can be ε-approximated by a state with Schmidt rank r ≤ exp

(
O(

√
log(n/εδ))

)
. Taking this

toy model analysis as evidence that the bond dimension of SEBD when simulating a circuit whose
effective 1D dynamics is in an area-law phase obeys this asymptotic scaling leads to Conjecture 1’.

1.3.2 Proof idea for rigorous complexity separation with non-uniform architectures.

We now explain the proof idea for the complexity separation discussed above. The main idea
is that we define a non-uniform architecture such that, when all gates are Haar-random, the ef-
fective 1D dynamics consists of alternating rounds of unitary and measurement layers where in
each measurement layer, a weak measurement is applied to each qubit. While the problem of
rigorously proving an area-law/volume-law transition for general unitary-and-measurement pro-
cesses is still open for the case of measurements with constant measurement strength, for our
particular architecture the measurement strength itself increases rapidly as the system size n is
increased (this is achieved using the non-uniformity of the architecture). Intuitively, then, by con-
sidering large enough n, the weak measurements can be made strong enough to destroy nearly all
of the pre-existing entanglement in the 1D state. This is the key idea that allows us to prove that,
by always compressing the MPS describing the state to one of just constant bond dimension, the
error incurred is very low and efficient simulation is possible.

The fact that the effective measurement strength increases rapidly with system size follows
from a technical result about the decay of expected post-measurement entanglement entropy
when a contiguous block of qubits in a state produced by a 1D random local circuit is measured.
In particular, we show that if

∣∣∣ψ〉
ABC

is a 1D state produced by a depth-2 circuit with Haar-random
2-local gates, and subregion B is measured in the computational basis, then the expected entan-
glement entropy on the post-measurement state satisfies

E
b
S(A)ψb ≤ 2−Θ(|B|) (2)

where
∣∣∣ψb〉AC is the post-measurement state after obtaining measurement outcome b, and |B| de-

notes the number of qubits in region B. (While we only need and only prove this result for depth-2
circuits, we expect it to remain true for any constant depth.) A similar result was obtained by Hast-
ings in the context of nonnegative wavefunctions rather than random shallow circuits [Has16].

1.3.3 Numerical evidence for conjectures.

Excellent empirical performance of SEBD. We numerically implemented the SEBD algorithm to
simulate two different universal (for MBQC) uniform shallow circuit architectures with randomly
chosen gates. The first model is depth-3 circuits with “brickwork architecture” (see Figure 14 for
a specification) and Haar-random two-qubit gates3. We found that a laptop using non-optimized
code could efficiently simulate typical instances on a 409 × 409 grid with variational distance
error less than 0.01. The mean runtime (averaged over random circuit instance) was on the order
of one minute per sample. In principle the same algorithm could also be used to compute output

3A similar architecture but with a specific choice of gates rather than random gates has been proposed as a candidate
for demonstrating quantum computational supremacy [GWD17]; SEBD becomes inefficient if such “worst-case” gates
are chosen, as the effective 1D dynamics becomes purely unitary evolution without measurements in this case.
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probabilities with small additive error. We also simulated the CHR model as defined above on
lattices of sizes up to 50 × 50. The slower-decaying entanglement spectrum of the effective 1D
dynamics of the CHR model causes the maximal lattice size that we can simulate to be smaller, but
allows the functional form of the spectrum to be better studied numerically, helping establish the
asymptotic efficiency of the simulation as discussed below.

It is useful to compare our observed runtime with what is possible by previously known meth-
ods. The previously best-known method that we are aware of for computing output probabilities
for these architectures would be to write the circuit as a tensor network and perform the con-
traction of the network [Vil+19]. The cost of this process scales exponentially in the tree-width
of a graph related to the quantum circuit, which for a 2D circuit is thought to scale roughly as
the surface area of the minimal cut slicing through the circuit diagram, as in Eq. (1). By this rea-
soning, we estimate that simulating a circuit with brickwork architecture on a 400 × 400 lattice
using tensor network contraction would be roughly equivalent to simulating a depth-40 circuit
on a 20 × 20 lattice with the architecture considered in [Vil+19], where the entangling gates are
CZ gates. We see that these tasks should be equivalent because the product of the dimensions of
the bonds crossing the minimal cut is equal to 2200 in both cases: for the brickwork circuit, 100
gates cross the cut if we orient the cut vertically through the diagram in Figure 14(a) and each gate
contributes a factor of 4; meanwhile, for the depth-40 circuit, only one fourth of the unitary layers
will contain gates that cross the minimal cut, and each of these layers will have 20 such gates that
each contribute a factor of 2 (CZ gates have half the rank of generic gates). The task of simulating
a depth-40 circuit on a 7 × 7 lattice was reported to require more than two hours using tensor
network contraction on the 281 petaflop supercomputer Summit [Vil+19], and the exponentiality
of the runtime suggests scaling this to 20×20 would take many orders of magnitude longer, a task
that is decidedly intractable.

However, we emphasize that the important takeaway from the numerics is not merely the
large circuit sizes we simulated but rather the fact that the numerics serve as evidence that the
algorithm is efficient in the asymptotic limit n→∞, as we discuss presently.

Evidence for asymptotic efficiency. Our simulations indicate that the average entanglement
generated during the effective 1D dynamics of the SEBD algorithm for these architectures quickly
saturates to a value independent of the number of qubits — an area law for entanglement entropy.
In fact, our numerics indicate that the effective 1D dynamics not only obeys an area law for the
von Neumann entropy, but also has the stronger property of obeying an area law for some Rényi
entropies Sα with α < 1. It has been proven that such a condition implies efficient representation
by matrix product states [Sch+08], providing evidence for efficiency in the asymptotic limit.

To obtain a more precise estimate of the error of SEBD and attain further evidence of asymp-
totic efficiency, we also study the form of the entanglement spectra throughout the effective 1D
dynamics. We observe that the spectrum of Schmidt values obeys a superpolynomial decay con-
sistent with that predicted by our toy model for unitary-and-measurement dynamics in the area-
law phase, providing further validation of our toy model which suggests that not only is SEBD

polynomial-time, but obeys the even better scaling with error parameters given in Conjecture 1’.
Overall, the numerics strongly support Conjecture 1 and support the toy model which is the basis
for the more aggressive Conjecture 1’.
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1.3.4 Analytical evidence for conjectures from statistical mechanics.

In addition to providing strong numerical evidence that SEBD is efficient in the cases we consid-
ered, we also give analytical arguments for both algorithms’ efficiency when acting on the depth-3
brickwork architecture using methods from statistical mechanics. We focus on the depth-3 brick-
work architecture because it is a worst-case hard uniform architecture which is simple enough to
be studied analytically. We also give evidence of computational phase transitions as qudit dimen-
sion and circuit depth are increased.

We map 2D shallow circuits with Haar-random gates to classical statistical mechanical models,
utilizing techniques developed in [NVH18; Von+18; ZN19; Hun19; BCA19; Jia+19], such that the
free energy cost incurred by twisting boundary conditions of the stat mech model corresponds to
quantities S̃k , which we refer to as “quasi-entropies” of the output state of the quantum circuit.
The quasi-entropy of index k is related but not exactly equal to the Rényi-k entanglement entropy
averaged over random circuit instances and measurement outcomes, denoted by 〈Sk〉. We briefly
define the quasi-entropy associated with a collection of states here. All logarithms are base-2
unless indicated otherwise.

Definition 3 (Quasi-k entropy). For a collection E = {ρi} of non-normalized bipartite states on system
AB, we define the quasi-k entropy of register A as

S̃k(A) =
1

1− k
log


∑
i tr

(
ρki,A

)
∑
i tr(ρi)

k

 (3)

where ρi,A is the reduced state of ρi on subregion A.

Virtually identical quantities were also considered in two other very recent works [BCA19;
Jia+19]. Notably, in the k→ 1 limit, these quantities approach the expected von Neumann entropy
〈S(A)〉 achieved when state ρi is drawn from E with probability proportional to tr(ρi):

lim
k→1

S̃k(A) = 〈S(A)〉 =
∑
i

 tr(ρi)∑
j tr

(
ρj

)S(A)ρi (4)

Although the quasi-entropies S̃k are not the entropic quantites that directly relate to the runtime
of our algorithms, we study them because the stat mech mapping permits for an analytical handle
on S̃k for integer k ≥ 2, and the calculations become especially tractable for k = 2. Essentially,
changing the qudit dimension q of the random circuit model corresponds to changing the interac-
tion strengths in the associated stat mech model. Phase transitions in the classical stat mech model
are accompanied by phase transitions in quasi-entropies. While the efficiency of our algorithms
is related to different entropic quantities, which are hard to directly analyze, the phase transition
in quasi-entropies provides analytical evidence in favor of our conjectures, as we outline below.

Area-law to volume-law transition for S̃2 in brickwork architecture. Since we can only analyt-
ically access quasi-entropies, our argument falls short of a rigorous proof that SEBD is efficient and
experiences a computational phase transition, but contributes the following conclusions about the
entanglement in the effective 1D dynamics.
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1. For the brickwork architecture, S̃2 for the collection of pure states encountered by the SEBD

algorithm satisfies an area law when qudits have local dimension q = 2 (qubits) or q = 3
(qutrits).

2. For brickwork architecture, S̃2 transitions to a volume-law phase once qudit local dimension
q becomes sufficiently large. The critical point separating the two phases is estimated to be
roughly qc ≈ 6 and could be precisely computed with standard Monte Carlo techniques.

The fact that S̃2 obeys an area law for brickwork architecture with q = 2 corroborates our other
evidence that SEBD is efficient in this regime.

Phase transitions for S̃2 in arbitrary architectures. The stat mech mapping can also be used
to understand the behavior of S̃2 during SEBD for more general architectures. In particular, for
any architecture, the mapping implies an area-law-to-volume-law phase transition in S̃2 as q is
increased, contributing further evidence in favor of a computational phase transition driven by q.
We also present a heuristic argument for why the existence of a computational phase transition as
a function of q should always be accompanied by the existence of a phase transition as a function
of the number of layers of the random circuit. Together with prior work on phase transitions in
unitary-and-measurement models as measurement strength and qudit dimension are changed,
this provides further evidence of computational phase transitions as stated in Conjecture 2.

Patching algorithm and transitions in quasi-conditional mutual information. We can use the
stat mech mapping to study average entropic properties of the classical output distribution of
the quantum circuit. In particular, we define a “quasi-k conditional mutual information” for the
distribution over classical output distributions which is parameterized by the real number k and
approaches the average conditional mutual information (CMI) in the k → 1 limit. We argue that
if a random circuit has an associated stat mech model that is disordered, then the quasi-2 CMI
of the distribution over classical output distributions is exponentially decaying in the sense that
Ĩ2(A : C|B) ≤ poly(n)e−Ω(dist(A,C)) for any lattice subregions A, B, and C, where dist(A,C) is the
distance between subregions A and C.

Taking this as evidence that the average CMI obeys the same exponential decay condition, we
show that a very different circuit simulation algorithm which we call Patching can also be used to
efficiently simulate the random circuit with high probability. This simulation algorithm, based on
[BK19] but improving on the runtime of that algorithm (from quasi-polynomial to polynomial) in
our setting of shallow circuits, works by exactly simulating disconnected subregions before apply-
ing recovery maps to “stitch” the regions together. We obtain rigorous bounds on the performance
of Patching in terms of the rate of decay of CMI of the output distribution and give conditions in
which it is asymptotically efficient.

On the other hand, when the corresponding stat mech model transitions to an ordered phase as
q is increased, the quasi-CMI does not decay to zero as dist(A,C) is increased, providing evidence
against CMI decay and against the efficiency of Patching. In fact, in the limit of infinitely large
qudit dimension q→∞, by formally evaluating all quasi-k CMIs and taking the k → 1 limit we
show that the expected CMI of the classical output distribution between three regions forming
a tripartition of the lattice becomes equal to a constant: 〈I(A : C|B)〉 = (1 − γ)/ ln2 ≈ 0.61 where
γ is the Euler constant. Unfortunately, performing the analytic continuation and hence exactly
evaluating von Neumann entropies is difficult outside of the q→∞ limit.
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1.4 Future work and open questions

Our work yields several natural follow-up questions and places for potential future work. We list
some here.

1. Can ideas from our work also be used to simulate noisy 2D quantum circuits? Roughly, we
expect that increasing noise in the circuit corresponds to decreasing the interaction strength
in the corresponding stat mech model, pushing the model closer toward the disordered
phase, which is (heuristically) associated with efficiency of our algorithms. We therefore
suspect that if noise is incorporated, there will be a 3-dimensional phase diagram depend-
ing on circuit depth, qudit dimension, and noise strength. As the noise is increased, our
algorithms may therefore be able to simulate larger depths and qudit dimensions than in
the noiseless case.

2. Can one approximately simulate random 2D circuits of arbitrary depth? This is the rele-
vant case for Google’s quantum computational supremacy experiment [Aru+19]. Assuming
Conjecture 2, our algorithms are not efficient once the depth exceeds some constant, but it
is not clear if this difference in apparent complexity for shallow vs. deep circuits is simply
an artifact of our simulation method, or if it is inherent to the problem itself.

3. Our algorithms are well-defined for all 2D circuits, not only random 2D circuits. Are they
also efficient for other kinds of unitary evolution at shallow depths, for example evolution
by a fixed local 2D Hamiltonian for a short amount of time?

4. Can we rigorously prove Conjecture 1? One way to make progress on this goal would be
to find a worst-case-hard uniform circuit family for which it would be possible to perform
the analytic continuation of quasi-entropies S̃k in the k→ 1 limit using the mapping to stat
mech models.

5. Can we give numerical evidence for Conjecture 2, which claims that our algorithms undergo
computational phase transitions? This would require numerically simulating our algorithms
for circuit families with increasing local Hilbert space dimension and increasing depth and
finding evidence that the algorithms eventually become inefficient.

6. How precisely does the stat mech mapping inform the efficiency of our algorithms? Is the
correlation length of the stat mech model associated with the runtime of our simulation al-
gorithms? How well does the phase transition point in the stat mech model (and accompa-
nying phase transition in quasi-entropies) predict the computational phase transition point
in the simulation algorithms? If such questions are answered, it may be possible to predict
the efficiency and runtime of the simulation algorithms for an arbitrary (and possibly noisy)
random circuit distribution via Monte Carlo studies of the associated stat mech model. In
this way, the performance of the algorithms could be studied even when direct numerical
simulation is not feasible.

7. In the regime where SEBD is inefficient, i.e., when the effective 1D dynamics it simulates
are on the volume-law side of the entanglement phase transition, is SEBD still better than
previously known exponential-time methods? Intuitively, we expect this to be the case close
to the transition point.
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1.5 Outline for remainder of paper

We now outline the material of the remaining sections. The logical dependencies between sub-
sections are described in the following figure. The paper may be read linearly without issue,
but readers interested in only one specific aspect of our results may skip subsections outside the
relevant chain of dependencies illustrated by the diagram.
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• In Section 2, we specify and analyze our two algorithms for simulating 2D circuits, obtaining
rigorous bounds on the runtime in terms of various parameters. In Section 2.1, we specify
and analyze the SEBD algorithm. In Section 2.2, we give an explicit example of how the effi-
ciency of the algorithm is related to the simulability of associated unitary-and-measurement
processes. In Section 2.3, we study a toy model for unitary-and-measurement dynamics in
an area-law phase, which (along with supporting numerics) is the basis for Conjecture 1’. In
Section 2.4, we specify and analyze the Patching algorithm.

• In Section 3, we prove the complexity separation for a particular architecture. To understand
this section, one need only read Section 2.1.

• In Section 4, we present numerical evidence supporting Conjecture 1 and Conjecture 1’.

• In Section 5.1, we introduce the mapping from random circuits to stat mech models. We first
review the mapping technique developed in prior works before, in Section 5.2, applying
the mapping to analyze a particular family of 1D circuits with weak measurements that
correspond to the effective 1D dynamics of the cluster state model we study in Section 2.2.

• In Section 6.1, we apply the stat mech mapping to shallow random 2D circuits. In Sec-
tion 6.2 and Section 6.3, we show how the stat mech mapping supports Conjecture 1 and
Conjecture 2 with respect to SEBD and Patching, respectively. In Section 6.4, we study the
stat mech mapping in more detail for the “brickwork” architecture, strengthening the evi-
dence for Conjecture 1 and Conjecture 2. To understand the contents of Section 6, one must
read Section 5.1 but Section 5.2 may be skipped.

2 Algorithms

We now propose and analyze two algorithms for sampling from the output distributions of shal-
low 2D random quantum circuits. The first algorithm is based on a reduction from the 2D simu-
lation problem to a 1D simulation problem, which is then simulated with the time-evolving block
decimation (TEBD) algorithm [Vid04]. We therefore refer to this algorithm as space-evolving block
decimation (SEBD). Essentially, the resulting algorithm is efficient if the 1D state in the correspond-
ing effective 1D dynamics can be approximately represented as an MPS of polynomially bounded

14



bond dimension at all times. We also discuss how a variation of SEBD can be used to compute
output probabilities with small additive error.

We analyze the behavior of SEBD applied to a simple class of 2D shallow random circuits with
a uniform circuit architecture that is universal for measurement-based quantum computation and
is therefore believed to be hard to simulate in the worst case – namely, the 2D cluster state with
Haar-random single qubit measurements. We believe that this simple class of random 2D cir-
cuits qualitatively captures the behavior of many other random shallow circuit architectures. The
benefit of studying this model is that we can obtain an exact, closed-form description of the behav-
ior of our simulation algorithm for this problem. In particular, we show that the algorithm can
be understood as simulating a 1D process involving alternating layers of random unitary gates
and measurements. Such processes have been the subject of a number of recent works [LCF18;
Cha+18; SRN19; LCF19; SRS19; Cho+19; GH19a; Zab+19], which find evidence for the existence
of an entanglement phase transition driven by the frequency and strength of the measurements
from an “area-law” phase characterized by low entanglement to a “volume-law” phase character-
ized by large entanglement.

We introduce a toy model that intuitively captures how the entanglement spectrum of such
a unitary-and-measurement process might scale in the area-law phase. The toy model predicts a
superpolynomial decay of Schmidt values across any cut, a sufficient condition for efficient MPS
representation. Later in Section 4, we numerically observe the effective 1D dynamics of the uni-
form architectures we simulate to be in the area-law phase, with a decay of Schmidt values consis-
tent with that predicted by the toy model. This physical picture provides strong evidence that our
algorithm is efficient for the uniform architectures we considered. Later in Section 6, we provide
additional analytical evidence for this indeed being the case.

The second algorithm, which we call Patching, involves first sampling from the output dis-
tribution of small disconnected patches of the lattice, and then stitching them together to obtain
a global sample. This algorithm is efficient if the conditional mutual information (CMI) of the
output distribution of the circuit is exponentially decaying in a sense that we make precise be-
low. The latter algorithm is essentially an adaptation of an algorithm for preparing Gibbs states
with finite correlation length [BK19]. However, by exploiting the fact that the distribution we
want to sample from is classical and arises from a constant-depth local circuit, we are able to im-
prove on a naı̈ve application of that scheme, obtaining a polynomial-time algorithm instead of
the quasipolynomial-time algorithm obtained in [BK19] if the conditional mutual information is
exponentially decaying.

While the criteria required by these two algorithms for efficiency superficially appear unre-
lated, we find evidence that they are indeed related. Namely, in Section 6 we relate the efficiency
criteria of both algorithms to phases of a statistical mechanical model associated with the random
circuit family. A stat mech model in the ordered phase suggests that the criteria for both algo-
rithms is met, whereas a model in the disordered phase suggests that the criteria for both is not
met. It therefore is plausible that SEBD can efficiently simulate some random circuit family if and
only if Patching can.

We assume the reader is familiar with standard tensor work methods, particularly algorithms
for manipulating matrix product states (see e.g. [Orú14; BC17] for reviews).
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Figure 1: Schematic depiction of SEBD acting on a square lattice with circuit depth d. In all
figures, the 2D circuit is depicted as a spacetime volume, with time flowing upwards. The green
(respectively dotted blue) region denotes unmeasured (measured) qudits. In (a), we apply all gates
in the lightcone of column 1, namely, those gates intersecting the spacetime volume shaded red.
In (b), we simulate the computational basis measurement of column 1. In (c), we apply all gates
in the lightcone of column 2 that were previously unperformed. Figure (d) depicts the algorithm
at an intermediate stage of the simulation, after the measurements of about half of the qudits
have been simulated. The algorithm stores the current state as an MPS at all times, which may be
periodically compressed to improve efficiency. Figure (e) depicts the algorithm at completion: the
measurements of all n of the qudits have been simulated.

2.1 Space-evolving block decimation (SEBD)

In this section, we introduce the SEBD algorithm for simulating a shallow 2D random circuit. In
fact, the algorithm is well-defined for any 2D circuit, but we present evidence that it is efficient for
sufficiently shallow random circuit families with uniform architectures, and prove it is efficient
for certain depth-3 random circuit families with non-uniform architectures in Section 3. We first
give our algorithm for sampling and error bounds, before describing a modified version of the
algorithm for computing output probabilities and error bounds associated with this version of the
algorithm.

2.1.1 Specification of algorithm

For concreteness, we consider a rectangular grid of qudits with local Hilbert space dimension
q, although the algorithm could be similarly defined for different lattices. Assume WLOG that
the grid consists of n = L1 × L2 qudits, where L1 is the number of rows, L2 is the number of
columns, and L1 ≤ L2. For each qudit, let |i〉 , i ∈ [q] label a set of basis states which together
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Figure 2: Iteration of SEBD. In (a), we begin with an MPS describing the current state ρj . In (b),
the MPS is compressed via truncation of small Schmidt values. This will generally decrease the
bond dimension of the MPS, depicted by the thin black line rather than thick purple line. In (c),
qudits acted on by Vj that are not already incorporated into the current state are added to the
MPS (increasing the physical bond dimension of the MPS) and initialized in |0〉 states. In (d), the
unitary gates associated with Vj are applied. Figure (e) depicts the MPS after the application of
Vj ; the thick purple lines schematically illustrate the fact that the bond dimension may increase in
this step. In (f), the measurement of column j is performed, and the outcome 01101 is obtained.
Subsequently column j is projected onto 01101, removing the physical legs associated with these
sites from the MPS. The resulting state is ρj+1.
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form the computational basis. Assume all gates act on one site or two neighboring sites, and the
starting state is |1〉⊗n. Let d denote the circuit depth, which should be regarded as a constant.
For a fixed circuit instance C, the goal is to sample from a distribution close to DC , defined to
be the distribution of the output of C upon measuring all qudits in the computational basis. For
an output string x ∈ [q]n, we let DC(x) denote the probability of the circuit outputting x after
measurement. The high-level behavior of the algorithm is illustrated in Figure 1. Recall that
C can always be exactly simulated in time L2q

Θ(dL1) using standard tensor network algorithms
[MS08].

Since all of the single-qudit measurements commute, we can measure the qudits in any order.
In particular, we can first measure all of the sites in column 1, then those in column 2, and iterate
until we have measured all L2 columns. This is the measurement order we will take. Now, consider
the first step in which we measure column 1. Instead of applying all of the gates of the circuit
and then measuring, we may instead apply only the gates in the lightcone of column 1, that is, the
gates that are causally connected to the measurements in column 1. We may ignore qudits that
are outside the lightcone, by which we mean qudits that are outside the support of all gates in the
lightcone.

Let ρ1 = |1〉〈1|⊗L1 denote the trivial starting state that is a tensor product of |1〉 states in col-

umn 1, which the algorithm represents as an MPS. Let V1 denote the isometry corresponding to
applying all gates in the lightcone of this column. The algorithm simulates the application of V1
by adding qudits in the lightcone of column 1 as necessary and applying the associated unitary
gates, maintaining the description of the state as an MPS of length L1 as illustrated in Figure 2.
Since there are up to d + 1 columns in the lightcone of column 1, each tensor of the MPS after
the application of V1 has up to d + 1 dangling legs corresponding to physical indices, for a total
physical dimension of at most qd+1. Since in the application of V1, there are up to O(d2) gates
that act between any two neighboring rows, the (virtual) bond dimension of the updated MPS is
at most qO(d2).

We now simulate the computational basis measurement of column 1. More precisely, we mea-
sure the qudits of column 1 one by one. We first compute the respective probabilities p1,p2, . . . ,pq
of the q possible measurement outcomes for the first qudit. This involves contracting the MPS
encoding V1ρ1V

†
1 . We now use these probabilities to classically sample an outcome i ∈ [q], and

update the MPS to condition on this outcome. That is, if (say) we obtain outcome 1 for site i, we
apply the projector |1〉〈1| to site i of the state and subsequently renormalize. After doing this for
every qudit in the column, we have exactly sampled an output string x1 ∈ [q]L1 from the marginal
distribution on column 1, and are left with an MPS description of the pure, normalized, post-
measurement state ρ2 proportional to trcolumn 1

(
Πx

1V1ρ1V
†
1 Π

x
1

)
, where Πx

1 denotes the projection
of column 1 onto the sampled output string x = x1. Using standard tensor network algorithms,
the time complexity of these steps is L1q

O(d2).
We next consider column 2. At this point, we add the qudits and apply the gates that are

in the lightcone of column 2 but were not applied previously. Denote this isometry by V2. It is
straightforward to see that this step respects causality. That is, if some gate U is in the lightcone
of column 1, then any gate W that is in the lightcone of column 2 but not column 1 cannot be
required to be applied before U , because if it were, then it would be in the lightcone of column 1.
Hence, when we apply gates in this step, we never apply a gate that was required to be applied
before some gate that was applied in the first step. After this step, we have applied all gates in
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the lightcone of columns (1, 2), and we have also projected column 1 onto the measurement
outcomes we observed.

By simulating the measurements of column 2 in a similar way to those of column 1, we sample
a string x2 from the marginal distribution on column 2, conditioned on the previously observed
outcomes from column 1. Each time an isometry Vj is applied, the bond dimension of the MPS
representation of the current state will in general increase by a multiplicative factor. In particular,
if we iterate this procedure to simulate the entire lattice, we will eventually encounter a maximal
bond dimension of up to qO(dL1) and will obtain a sample x = (x1,x2, . . . ,xL2

) ∈ [q]n from the true
output distribution.

To improve the efficiency at the expense of accuracy, we may compress the MPS in each it-
eration to one with smaller bond dimension using standard MPS compression algorithms. In
particular, in each iteration j before we apply the corresponding isometry Vj , we first discard as
many of the smallest singular values (i.e. Schmidt values) associated with each cut of the MPS as
possible up to a total truncation error per bond of ε, defined as the sum of the squares of the dis-
carded singular values. The bond dimension across any cut is reduced by the number of discarded
values. This truncation introduces some error that we quantify below.

If the maximal bond dimension of this truncated version of the simulation algorithm is D,
the total runtime of the full algorithm to obtain a sample is bounded by (taking q and d to be
constants) O(nD3) using standard MPS compression algorithms.

We assume that for a specified maximal bond dimension D and truncation error per bond ε,
if a bond dimension ever exceeds D then the algorithm terminates and outputs a failure flag fail.
Hence, the runtime of the algorithm when simulating some circuit C with parameters ε and D is
bounded by O(nD3), and the algorithm has some probability of failure pf ,C . We summarize the
SEBD algorithm in Algorithm 1.

Algorithm 1 SEBD

Input: circuit instance C, truncation error ε, bond dimension cutoff D
Output: string x ∈ [q]n or fail
Runtime: O(nD3) [q and d assumed to be constants]

1: initialize an MPS in the state |1〉〈1|⊗L1 , corresponding to column 1

2: for t = 1 . . .L2 do
3: compress MPS describing state by truncating small singular values, up to error ε per bond
4: apply Vt, corresponding to gates in the lightcone of column t not yet applied
5: if some bond dimension is > D, terminate and output fail
6: simulate measurement of all qudits in column t via MPS contraction and sampling
7: apply Π

xt
t to condition on measurement string xt observed for that column

return (x1, . . . ,xL2
) ∈ [q]n

The untruncated version of the algorithm presented above samples from the true distribution
DC of the measurement outcomes of the original 2D circuit C. However, due to the MPS com-
pression which we perform in each iteration and the possibility of failure, the algorithm incurs
some error which causes it to instead sample from some distributionD′C . Here, we bound the total
variation distance between these distributions, defined by

1
2
‖D′C −DC‖1 =

1
2

∑
x

|D′C(x)−DC(x)|+ 1
2
pf ,C , (5)
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where the sum runs over the qn possible output strings (not including fail) in terms of the trun-
cation error made by the algorithm.

We first obtain a very general bound on the error made by SEBD with no bond dimension cutoff
in terms of the truncation error. Note that the truncation error may depend on the (random)
measurement outcomes, and is itself therefore a random variable. See Appendix B for a proof.

Lemma 1. Let εi denote the sum of the squares of all singular values discarded in the compression during
iteration i of the simulation of a circuit C with output distribution DC by SEBD with no bond dimension
cutoff, and let Λ denote the sum of all singular values discarded over the course of the algorithm. Then
the distribution D′C sampled from by SEBD satisfies

1
2

∥∥∥D′C −DC∥∥∥1
≤ E

L2∑
i=1

√
2εi ≤

√
2EΛ, (6)

where the expectations are over the random measurement outcomes.

From Lemma 1 we immediately obtain two corollaries. The first is useful for empirically
bounding the sampling error in total variation distance made by SEBD when the algorithm also
has a bond dimension cutoff. The second is a useful asymptotic statement. The corollaries follow
straightforwardly from the coupling formulation of variational distance, Markov’s inequality, and
the triangle inequality.

Corollary 1. Let A denote a SEBD algorithm with truncation error parameter ε and bond dimension
cutoff D. Consider a fixed circuit C, and suppose that A applied to this circuit fails with probability
pf ,C . Then A samples from the output distribution of C with total variation distance error bounded by
L2
√

2εL1 + pf ,C .
If the failure probability of A averaged over random choice of circuit instance and measurement

outcome is pf , then for any δ, on at least 1 − δ fraction of circuit instances, A samples from the true
output distribution with total variation distance error bounded by L2

√
2εL1 + pf /δ.

In practice, the variational distance error of SEBD with truncation error ε applied to the simula-
tion of some circuit C can be bounded by constructing a confidence interval for pf ,C and applying
the above bound.

Corollary 2. LetA denote a SEBD algorithm with truncation error parameter ε and no bond dimension
cutoff. Suppose that, for some random circuit family with q = O(1) and d = O(1), the expected bond
dimension across any cut is bounded by poly(n,1/ε). Then, SEBD with some choice of ε = 1/ poly(n) and
D = poly(n) runs in time poly(n,1/ε,1/δ) and, with probability at least 1− δ over the choice of circuit
instance C, samples from the output distribution of C with variational distance error less than ε.

Thus, to prove the part of Conjecture 1 about sampling up to total variation distance error ε for
uniform random circuit families, it would suffice to show that there is a 2D constant-depth uni-
form random quantum circuit family with the worst-case-hard property for which the expected
bond dimension across any cut while running SEBD with truncation parameter ε is bounded by
poly(n,1/ε). Later, we will introduce two candidate circuit families for which we can give numer-
ical and analytical evidence that this criterion is indeed met.

In the next subsection, we show how the other part of Conjecture 1, regarding computing
output probabilities, would also follow from a poly(n,1/ε) bound on the bond dimension of states
encountered by SEBD on uniform worst-case-hard circuit families.
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2.1.2 Computing output probabilities

In the previous section, we described how a SEBD algorithm with a truncation error parameter ε
and a bond dimension cutoff D applied to a circuit C samples from a distribution D′C satisfying
‖D′C −DC‖1 ≤ 2L2

√
2εL1 + 2pf ,C where pf ,C is the probability that some bond dimension exceeds

D and the algorithm terminates and indicates failure. Expanding the expression for the 1-norm
and rearranging, we have

1
qn

∑
x

|D′C(x)−DC(x)| ≤
2L2
√

2εL1 + pf ,C
qn

. (7)

SEBD with bond dimension cutoff D can be used to compute D′C(x) for any output string x in time
O(nD3) (taking q and d to be constants). To do this, for a fixed output string x, SEBD proceeds
similarly to the case in which it’s being used for sampling, but rather than sampling from the
output distribution of some column, it simply projects that column onto the outcome specified by
the string x, and computes the conditional probability of that outcome via contraction of the MPS.
That is, at iteration t, the algorithm computes the conditional probability of measuring the string
xt ∈ [q]L1 in column t , D′C(xt |x1, . . . ,xt−1), by projecting column t onto the relevant string via the
projector Πxt

t and then contracting the relevant MPS. If the bond dimension ever exceeds D, then
it must hold that D′C(x) = 0, and so the algorithm outputs zero and terminates. Otherwise, the

algorithm outputs D′C(x) =
∏L2
t=1D

′
C(xt |x1, . . . ,xt−1). We summarize this procedure in Algorithm 2.

Algorithm 2 SEBD for computing output probabilities
Input: circuit instance C, truncation error ε, bond dimension cutoff D, string x ∈ [q]n

Output: D′C(x)
Runtime: O(nD3) [q and d assumed to be constants]

1: initialize an MPS in the state |1〉〈1|⊗L1 , corresponding to column 1

2: for t = 1 . . .L2 do
3: compress MPS describing state by truncating small singular values, up to error ε per bond
4: apply Vt, corresponding to gates in the lightcone of column t not yet applied
5: if some bond dimension is > D, terminate and output zero
6: apply Π

xt
t to condition on string xt

7: compute D′C(xt |x1, . . . ,xt−1) via MPS contraction
return D′C(x) =

∏L2
t=1D

′
C(xt |x1, . . . ,xt−1)

We have therefore shown the following.

Lemma 2. Let pf ,C be the failure probability of SEBD when used to simulate a circuit instance C with
truncation error parameter ε and bond dimension cutoff D. Suppose x ∈ [q]n is an output string drawn
uniformly at random. Then Algorithm 2 outputs a number D′C(x) satisfying

E
x
|D′C(x)−DC(x)| ≤

2L2
√

2εL1 + pf ,C
qn

. (8)

The above lemma bounds the expected error incurred while estimating a uniformly random
output probability for a fixed circuit instance C. We may use this lemma to straightforwardly

21



bound the expected error incurred while estimating the probability of a fixed output string over
a distribution of random circuit instances. The corollary is applicable if the distribution of circuit
instances has the property of being invariant under an application of a final layer of arbitrary
single-qudit gates. This includes circuits in which all gates are Haar-random (as long as every
qudit is acted on by some gate), but is more general. In particular, any circuit distribution in
which the final gate to act on any given qudit is Haar-random satisfies this property. This fact will
be relevant in subsequent sections.

Corollary 3. Let pf be the failure probability of SEBD when used to simulate a random circuit instanceC
with truncation error parameter ε and bond dimension cutoff D, where C is drawn from a distribution
that is invariant under application of a final layer of arbitrary single-qudit gates. Then for any fixed
string x ∈ [q]n the output of Algorithm 2 satisfies

E
C
|D′C(x)−DC(x)| ≤

2L2
√

2εL1 + pf
qn

. (9)

Proof. Averaging the bound of Eq. (8) over random circuit instances, we have

E
y
E
C
|D′C(y)−DC(y)| ≤

2L2
√

2εL1 + pf
qn

. (10)

Let Ly denote a layer of single-qudit gates with the property that Ly |x〉 = |y〉. By assumption,
C is distributed identically to the composition of C with Ly, denoted Ly ◦ C. Together with the
observation that DLy◦C(y) =DC(x), we have

E
y
E
C
|D′C(y)−DC(y)| = E

y
E
C
|D′Ly◦C(y)−DLy◦C(y)| = E

C
|D′C(x)−DC(x)|, (11)

from which the result follows.

The following asymptotic statement follows straightforwardly.

Corollary 4. LetA denote a SEBD algorithm with truncation error parameter ε and no bond dimension
cutoff. Suppose that, for some random circuit family with q = O(1) and d = O(1), the expected bond
dimension across any cut is bounded by poly(n,1/ε). Then, SEBD with some choice of ε = 1/ poly(n) and
D = poly(n) runs in time poly(n,1/ε,1/δ) and, with probability at least 1− δ over the choice of circuit
instance C, estimates DC(x) for some fixed x ∈ [q]n up to additive error bounded by ε/qn.

Corollary 4 shows how the part of Conjecture 1 about computing arbitrary output probabilities
to error ε/qn would follow from a bound on the bond dimension across any cut when SEBD runs
on a uniform worst-case-hard circuit family.

2.2 SEBD applied to cluster state with Haar-random measurements (CHR)

We now study the SEBD algorithm in more detail for a simple uniform family of 2D random circuits
that possesses the worst-case-hard property required by Conjecture 1. The model we consider is
the following: start with a 2D cluster state of n qubits arranged in a

√
n×
√
n grid, apply a single-

qubit Haar-random gate to each qubit, and then measure all qubits in the computational basis.
Recall that a cluster state may be created by starting with the product state |+〉⊗n before applying
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CZ gates between all adjacent sites. An equivalent formulation which we will find convenient in
the subsequent section is to measure each qubit of the cluster state in a Haar-random basis. We
refer to this model as CHR, for “cluster state with Haar-random measurements”.

It is straightforward to show, following [BJS10], that sampling from the output distribution of
CHR is classically worst-case hard assuming the polynomial hierarchy (PH) does not collapse to the
third level.

Lemma 3. Suppose that there exists a polynomial-time classical algorithm for CHR that, for any circuit
realization, samples from the classical output distribution. Then PH collapses to the third level.

Proof. Recall that the cluster state is a resource state for universal measurement-based quantum
computation (MBQC) [RB01]. Hence, it is PostBQP-hard to sample from the conditional output
distribution of an arbitrary instance of CHR with some outcomes postselected on zero. Therefore,
if there is some efficient classical sampling algorithm, then PostBPP = PostBQP which implies that
PH collapses to the third level [BJS10].

It can also be shown, following [Mov19], that near-exactly computing output probabilities of
CHR is #P-hard in the average case.

Lemma 4 (Follows from [Mov19]). Suppose there exists an algorithmA that, given a random instance
C of CHR and fixed string x, with probability 1−1/p(n) outputsDC(x) = |〈x|C|0〉⊗n|2 up to additive error
2−Θ̃(n2), where p(n) is a sufficiently large polynomial. Then A can be used to compute a #P-complete
function with high probability in polynomial time.

Under standard complexity theoretic assumptions, Lemma 3 rules out the existence of a classi-
cal sampling algorithm for CHR that succeeds for all instances, and Lemma 4 rules out the existence
of an algorithm for efficiently computing most output probabilities of CHR. A natural question is
then whether efficient approximate average-case versions of these algorithms may exist. We for-
malize these questions as the problems CHRsamp/prob± .

Problem 1 (CHRsamp/prob± ). Given as input a random instance C of CHR (specified by a sidelength
√
n

and a set of n single-qubit Haar-random gates applied to the
√
n×
√
n cluster state) and error parameters

ε and δ, perform the following computational task in time poly(n,1/ε,1/δ).

• CHR
samp

± . Sample from a distribution D′C that is ε-close in total variation distance to the true
output distribution DC of circuit C, with probability of success at least 1 − δ over the choice of
measurement bases.

• CHR
prob

± . Estimate DC(0), the probability of obtaining the all-zeros string upon measuring the
output state of C in the computational basis, up to additive error at most ε/2n, with probability of
success at least 1− δ over the choice of measurement bases.

In the next section, we show that SEBD solves CHR
samp/prob

± if a certain form of 1D dynamics
involving local unitary gates and measurements is classically simulable.
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2.2.1 SEBD applied to CHR

We first consider the sampling variant of SEBD. Specializing to the CHR model, the algorithm takes
on a particularly simple form due to the fact that the cluster state is built by applying CZ gates
between all neighboring pairs of qubits, which are initialized in |+〉 states. Due to this structure,
the radius of the lightcone for this model is simply one. In particular, the only gates in the light-
cone of columns 1-j are the Haar-random single-qubit gates acting on qubits in these columns,
as well as CZ gates that act on at least one qubit within these columns. This permits a simple
prescription for SEBD applied to this problem.

Initialize the simulation algorithm in the state ρ1 = |+〉〈+|⊗
√
n corresponding to column 1. To

implement the isometry V1, initialize the qubits of column 2 in the state |+〉〈+|⊗
√
n and apply CZ

gates between adjacent qubits that are both in column 1 and between adjacent qubits in separate
columns. Now, measure the qubits of column 1 in the specified Haar-random bases (equivalently,
apply the specified Haar-random gates and measure in the computational basis), inducing a pure
state ρ2 with support in column 2. Iterating this process, we progress through a random sequence
of 1D states on

√
n qubits ρ1→ ρ2→ ·· · → ρ√n which we will see can be equivalently understood

as arising from a 1D dynamical process consisting of alternating layers of random unitary gates
and weak measurements.

It will be helpful to introduce notation. Define
∣∣∣θ,φ〉

:= cos
(
θ
2

)
|0〉 + eiφ sin

(
θ
2

)
|1〉. In other

words, let
∣∣∣θ,φ〉

denote the single-qubit pure state with polar angle θ and azimuthal angle φ on

the Bloch sphere. Let θ(t)
i and φ(t)

i specify the measurement basis of the qubit in row i and column
t; that is, the projective measurement on the qubit in row i and column t is {Π0

θ
(t)
i ,φ

(t)
i

,Π1
θ

(t)
i ,φ

(t)
i

}with

Π0
θ

(t)
i ,φ

(t)
i

:=
∣∣∣∣θ(t)
i ,φ

(t)
i

〉〈
θ

(t)
i ,φ

(t)
i

∣∣∣∣ and Π1
θ

(t)
i ,φ

(t)
i

:= I −Π0
θ

(t)
i ,φ

(t)
i

. We also define

M0(θ,φ) :=
(
cos(θ/2) 0

0 e−iφ sin(θ/2)

)
(12a)

M1(θ,φ) :=
(
sin(θ/2) 0

0 eiφ cos(θ/2)

)
. (12b)

Note that {M0(θ,φ),M1(θ,φ)} defines a weak single-qubit measurement. We now describe, in
Algorithm 3, a 1D process which we claim produces a sequence of states identical to that encoun-
tered by SEBD for the same choice of measurement bases and measurement outcomes, and also
has the same measurement statistics.

Algorithm 3 Effective 1D dynamics of a fixed instance of CHR

1: ϕ1← |+〉〈+|⊗
√
n.

2: for t = 1 . . .
√
n− 1 do

3: apply a CZ gate between every adjacent pair of qubits

4: measure {M0(θ(t)
i ,φ

(t)
i ),M1(θ(t)

i ,φ
(t)
i )} on qubit i, obtaining X(t)

i , for i ∈ [
√
n]

5: apply a Hadamard transform
6: ϕt+1← resulting state

7: measure
{
Π0
θ

(
√
n)

i ,φ
(
√
n)

i

,Π1
θ

(
√
n)

i ,φ
(
√
n)

i

}
on qubit i, obtaining X(

√
n)

i , for i ∈ [
√
n]
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Lemma 5. For a fixed choice of {θ(t)
i ,φ

(t)
i } parameters, the joint distribution of outcomes {X(t)

i }i,t is

identical to that of {Y (t)
i }i,t, where {Y (t)

i }i,t are the measurement outcomes obtained upon measuring
all qubits of a

√
n ×
√
n cluster state, with the measurement on the qubit in row i and column t being

{Π0
θ

(t)
i ,φ

(t)
i

,Π1
θ

(t)
i ,φ

(t)
i

}. Furthermore, for any fixed choice of measurement outcomes, ϕj = ρj for all j ∈ [
√
n],

where ρj is the state at the beginning of iteration j of the SEBD algorithm.

Proof. The lemma follows from the above description of the behavior of SEBD applied to CHR, as
well as the following identities holding for any single-qubit state |ξ〉 which may be verified by
straightforward calculation:

(Π0
θ,φ ⊗ I)CZ(|ξ〉 ⊗ |+〉) =

∣∣∣θ,φ〉
⊗HM0(θ,φ) |ξ〉 (13)

(Π1
θ,φ ⊗ I)CZ(|ξ〉 ⊗ |+〉) =

∣∣∣π −θ,−φ〉
⊗HM1(θ,φ) |ξ〉 . (14)

We have seen that, for a fixed choice of single-qubit measurement bases {θ(t)
j ,φ

(t)
j }t,j associated

with an instance C, we can define an associated 1D process consisting of alternating layers of
single-qubit weak measurements and local unitary gates, such that simulating this 1D process is
sufficient for sampling from DC .

Now, recall that in the context of simulating CHR, each single-qubit measurement basis is cho-

sen randomly according to the Haar measure. That is, the Bloch sphere angles (θ(t)
i ,φ

(t)
i ) are Haar-

distributed. If we define x(t)
i ≡ cosθ(t)

i , we find that x(t)
i is uniformly distributed on the interval

[−1,1]. The parameters φ(t)
i are uniformly distributed on [0,2π]. Using these observations, as

well as the observation that the outcome probabilities of the measurement of qubit i in iteration

t are independent of the azimuthal angle φ(t)
i when t <

√
n, we may derive effective dynamics of a

random instance.
Define the operators

N (x) :=


√

1+x
2 0

0
√

1−x
2

, x ∈ [−1,1].

Note that {N (x),N (−x)} defines a weak measurement. Also, define the phase gate

P (φ) :=
(
1 0
0 eiφ

)
, φ ∈ [0,2π].

By randomizing each single-qubit measurement basis according to the Haar distribution, one
finds that the dynamics of Algorithm 3 (which applies for a fixed choice of measurement bases)
may be written as Algorithm 4 below, where the notation x ∈U [−1,1] means that x is a random
variable uniformly distributed on [−1,1]. That is, the distribution of random sequences ϕ1 →
ϕ2→ ·· · → ϕ√n and distribution of output statistics produced by Algorithm 4 is identical to that
produced by SEBD applied to CHR.

Hence, if TEBD can efficiently simulate the process of Algorithm 4 with high probability, then
SEBD can solve CHR

samp

± and CHR
prob

± . We formalize this in the following lemma.
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Algorithm 4 Effective 1D dynamics of CHR

1: ϕ1← |+〉〈+|⊗
√
n.

2: for t = 1 . . .
√
n− 1 do

3: apply a CZ gate between every adjacent pair of qubits
4: for i = 1 . . .

√
n do

5: measure {N (x),N (−x)} on qubit i with x ∈U [−1,1]
6: apply the gate P (φ) with φ ∈U [0,2π] to qubit i

7: apply a Hadamard transform
8: ϕt+1← resulting state

9: perform a projective measurement on each qubit in a Haar-random basis

Lemma 6. Suppose that TEBD can efficiently simulate the process described in Algorithm 4 in the sense
that the expected bond dimension across any cut is bounded by poly(n,1/ε) where ε is the truncation
error parameter. Then SEBD can be used to solve CHRsamp± and CHR

prob

± .

Proof. Follows from Corollary 2, Corollary 4, and the equivalence to Algorithm 4 discussed above.

We have shown how SEBD applied to CHR can be reinterpreted as TEBD applied to a 1D dynam-
ical process involving alternating layers of random unitaries and weak measurements. Up until
this point, there has been little reason to expect that SEBD is efficient for the simulation of CHR.
In particular, with no truncation, the bond dimension of the MPS stored by the algorithm grows
exponentially as the algorithm sweeps across the lattice.

We now invoke the findings of a number of related recent works [LCF18; Cha+18; SRN19;
LCF19; SRS19; Cho+19; GH19a; BCA19; Jia+19; GH19b; Zab+19] to motivate the possibility that
TEBD can efficiently simulate the effective 1D dynamics. These works study various 1D dynamical
processes involving alternating layers of measurements and random local unitaries. In some cases,
the measurements are considered to be projective and only occur with some probability p. In other
cases, similarly to Algorithm 4, weak measurements are applied to each site with probability one.
The common finding of these papers is that such models appear to exhibit an entanglement phase
transition driven by measurement probability p (in the former case), or measurement strength (in
the latter case). On one side of the transition, the entanglement entropy obeys an area law, scaling
as O(1) with the length L. On the other side, it obeys a volume law, scaling as O(L).

Based on these works, one expects the entanglement dynamics to saturate to an area-law or
volume-law phase. And in fact, our numerical studies (presented in Section 4) suggest that these
dynamics saturate to an area-law phase. The common intuition that 1D quantum systems obey-
ing an area law for the von Neumann entropy are easy to simulate with matrix product states
therefore suggests that SEBD applied to this problem is efficient. While counterexamples to this
common intuition are known [Sch+08], they are contrived and do not present an obvious obstruc-
tion for our algorithm. To better understand the relationship between maximal bond dimension
and truncation error when the effective dynamics is in the area-law phase as well as rule out such
counterexamples, in the following section we describe a toy model for a unitary-and-measurement
process in the area-law phase, which predicts a superpolynomial decay of Schmidt values across
any cut and therefore predicts that a polynomial runtime is sufficient to perform the simulation
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to 1/ poly(n) error. Our numerical results (presented in Section 4) suggest that the effective dy-
namics of the random circuit architectures we consider are indeed in the area-law phase, with
entanglement spectra consistent with those predicted by the toy model dynamics. Further analyt-
ical evidence for efficiency is given in Section 5.

Note that, although we explicitly derived the effective 1D dynamics for the CHR model and
observed it to be a simple unitary-and-measurement process, the interpretation of the effective
1D dynamics as a unitary-and-measurement process is not specific to CHR and is in fact general. In
the general case, SEBD tracks O(r) columns simultaneously where r is the radius of the lightcone
corresponding to the circuit. In each iteration, new qudits that have come into the lightcone
are added, unitary gates that have come into the lightcone are performed, and finally projective
measurements are performed on a single column of qudits. Similarly to the case of CHR, this entire
procedure can be viewed as an application of unitary gates followed by weak measurements on a
1D chain of qudits of dimension qO(r). Intuitively, increasing the circuit depth corresponds both
to increasing the local dimension in the effective 1D dynamics and decreasing the measurement
strength. The former is due to the fact that in general the lightcone radius r will increase as depth
is increased, and the local dimension of the effective dynamics is qO(r). The latter is due to the fact
that as r increases, the number of tracked columns increases but the number of measured qudits in
a single round stays constant. Hence the fraction of measured qudits decreases, and intuitively we
expect this to correspond to a decrease in effective measurement strength. This intuition together
with the findings of prior works on unitary-and-measurement dynamics suggests that the effective
dynamics experiences an entanglement phase transition from an area-law to volume-law phase as
q or d is increased, and therefore SEBD experiences a computational phase transition, supporting
Conjecture 2. While this analogy is not perfect, we provide further analytical evidence in Section 6
that the effective 1D dynamics indeed undergoes such a phase transition.

2.3 Conjectured entanglement spectrum of unitary-and-measurement dynamics in
an area-law phase

Numerical (Section 4) and analytical (Section 6) evidence suggests that the effective 1D dynamics
corresponding to the uniform 2D shallow random circuit families we consider are in the area-law
phase, making efficient simulation via SEBD very plausible. However, it is desirable to have clear
predictions for the scaling of the entanglement spectra for states of the effective 1D dynamics,
as this allows us to make concrete predictions for error scaling of SEBD and rule out (contrived)
examples of states [Sch+08] which cannot be efficiently represented via MPS despite obeying an
area law for the von Neumann entanglement entropy.

To this end, we study a simple toy model of how entanglement might scale in the area-law
phase of a unitary-and-measurement circuit. Consider a chain of n qubits where we are interested
in the entanglement across the cut between 1, . . . ,n/2 and n/2 + 1, . . . ,n (assume n is even). We
model the dynamics as follows. In each time step we perform the following three steps:

1. Set the state of sites n/2 and n/2 + 1 to be an EPR pair |Φ〉 = (|00〉+ |11〉)/
√

2.

2. Perform the cyclic permutations n/2,n/2− 1, . . . ,1,n/2 and n/2 + 1,n/2 + 2, . . . ,n,n/2 + 1. That
is, move each qubit one step away from the central cut, except for qubits 1 and n, which are
moved to n/2 and n/2 + 1 respectively.
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3. Perform a weak measurement on each qubit with Kraus elements M0(θ) = cos(θ/2) |0〉〈0| +
sin(θ/2) |1〉〈1| and M1(θ) = sin(θ/2) |0〉〈0| + cos(θ/2) |1〉〈1|. This is based on Eq. (12), but the
phases will not matter here so we have dropped them for simplicity.

Without the measurements this would create one EPR pair in each time step until the system
had n/2 EPR pairs across the cut after time n/2. However, the measurements have the effect of
reducing the entanglement. For this process, we derive the functional form of the asymptotic
scaling of half-chain Schmidt coefficients λ1 ≥ λ2 ≥ · · · . Moreover, bounds on the scaling of the
entanglement spectrum allows us to derive a relation between the truncation error (sum of squares
of discarded Schmidt values) ε incurred upon discarding small Schmidt values, and the rank r
of the post-truncation state. The bounds are given in the following lemma, which is proved in
Appendix B.

Lemma 7. Let λ1 ≥ λ2 ≥ · · · denote the half-chain Schmidt values after at least n/2 iterations of the toy
model process. Then with probability at least 1 − δ the half-chain Schmidt values indexed by i ≥ i∗ =
exp

(
Θ(

√
log(n/δ))

)
obey the asymptotic scaling

λi ∝ exp
(
−Θ(log2(i))

)
. (15)

Furthermore, upon truncating the smallest Schmidt coefficients up to a truncation error of ε, with prob-
ability at least 1− δ, the half-chain Schmidt rank r of the post-truncation state obeys the scaling

r ≤ exp
(
Θ
(√

log(n/εδ)
))
. (16)

This is the basis for our Conjecture 1’. More precisely, we take this analysis as evidence that the
bond dimension D, truncation error ε, and system size n obey the scaling D ≤ exp

(
Θ
(√

log(n/εδ)
))

with probability 1 − δ over random circuit instance and random measurement outcomes when
SEBD simulates a random constant-depth 2D circuit whose effective 1D dynamics lie in the area-
law phase. Recalling that the runtime of SEBD scales like O(nD3) for a maximal bond dimension
of D and using the relationship between truncation error, failure probability, variational distance
error, and simulable circuit fraction given in Corollary 1, we conclude that SEBD with a maximal
bond dimension cutoff scaling as exp

(
Θ
(√

log(n/εδ)
))

runs in time n1+o(1) exp
(
Θ
(√

log(1/εδ)
))

and
simulates 1− δ fraction of random circuit instances up to variational distance error ε.

It is important to note what this heuristic argument leaves out. While a 1D unitary-and-
measurement circuit will indeed create O(1) ebits across any given cut in each round, these will
not remain in the form of distinct pairs of qubits. The unitary dynamics within each side of the
cut will have the effect of transforming the Schmidt bases into entangled ones. This will make
the measurements less effective at reducing the entanglement, for reasons that can be understood
in terms of quantum state merging [HOW07; Cho+19]. Another simplification of the toy model
is that the measurement angle θ is taken to be a fixed constant rather than random. Finally, in
the toy model we assume for simplicity that the EPR pairs move cyclically. We expect that, if
this effect is significant, it is more likely to make the toy model overly pessimistic compared with
the real situation. Despite these simplifications, we believe this model is qualitatively accurate in
the area-law phase. Indeed, the scaling of Schmidt values predicted by our toy model analysis is
consistent with the scaling we find numerically in Figure 8.
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2.4 Patching

We now describe a second algorithm for sampling from the output distributions and computing
output probabilities of 2D quantum circuits acting on qudits of local dimension q. While the
SEBD algorithm described in the previous section is efficient if the corresponding effective 1D
dynamics can be efficiently simulated with TEBD, the algorithm of this section is efficient if the
circuit depth d and local dimension q are constant and the conditional mutual information (CMI)
of the classical output distribution is exponentially decaying in a sense that we make precise
below. In Section 6 we will give evidence that the output distribution of sufficiently shallow
random 2D circuits acting on qudits of sufficiently small dimension satisfies such a property with
high probability, and the property is not satisfied if the circuit depth or local dimension exceeds
some critical constant value.

The algorithm we describe is an adaptation and simplification of the Gibbs state preparation
algorithm of [BK19]. In that paper, the authors essentially showed that a quantum Gibbs state
defined on a lattice can be prepared by a quasipolynomial time quantum algorithm, if the Gibbs
state satisfies two properties: (1) exponential decay of correlations and (2) exponentially decaying
quantum conditional mutual information for shielded regions. Our situation is simpler than the
one considered in that paper, due to the fact that sufficiently separated regions of the lattice are
causally disconnected as a result of the fact that the circuit inducing the distribution is constant-
depth and therefore has a constant-radius lightcone. The structure of our algorithm is very similar
to theirs, except we can make some simplifications and substantial improvements as a result of
the constant-radius lightcone and the fact that we are sampling from a classical distribution rather
than a quantum Gibbs state.

Before we describe the algorithm, we set some notation. Let Λ denote the set of all qudits of
a L1 × L2 rectangular grid (assume L1 ≤ L2 ≤ poly(L1)). If A and B are two subsets of qudits of
Λ, we define dist(A,B) := mini∈A,j∈Bdist(i, j), where dist(i, j) is the distance between sites i and j
as measured by the ∞-norm. There are two primary facts that our algorithm relies on. First, if
the circuit has depth d, any two sets of qudits separated by a distance greater than 2d have non-
overlapping lightcones. Hence, if A and B are two lattice regions separated by distance at least 2d,
and ρ is the quantum state output by the circuit (before measurement), it holds that ρAB = ρA⊗ρB
and therefore DAB =DA ⊗DB if D =

∑
xD(x) |x〉〈x| is the classical output distribution of the circuit

and (for example)DA denotes the marginal ofD on subregionA. (Note that our notation is slightly
different in this section – we now use subscripts on D to denote marginals, and the dependence of
D on the circuit instance is left implicit.) Second, if the classical CMI I(X : Z |Y )p of three random
variables with joint distribution pXYZ is small, then pXYZ is close to the distribution pX |Y pY pZ |Y
corresponding to a Markov chain X −Y −Z. We state this more formally as the following lemma,
which follows from the Pinsker inequality.

Lemma 8 (see e.g. [CT91]). Let X,Y ,Z be discrete random variables, and let pXYZ denote their joint
distribution. Then

I(X : Z |Y )p ≥
1

2ln2
‖pXYZ − pX |Y pY pZ |Y ‖21.

Following [BK19], we also formally define a notion of CMI decay.

Definition 4 (Markov property). Let p denote a probability distribution supported on Λ. Then p is
said to satisfy the δ(l)-Markov condition if, for any tripartition of a subregion X of the lattice into

29



l l

AB B AB3l

3l l

(a)

(b)

(c) (e)

(d)

Figure 3: Patching. Pink represents marginals of the output distribution that have been approx-
imately sampled, while white represents unsampled regions. In (a), the algorithm has sampled
from disconnected patches. Figure (b) depicts how the algorithm transitions from configuration
(a) to (c). Namely, the algorithm generates a sample from the conditional distribution on A, con-
ditioned on the configuration of region B. Similarly, figure (d) depicts how the “holes” of config-
uration (c) are filled in. The end result is shown in (e), an approximate sample from the global
distribution on the full lattice.

subregions X = A∪B∪C such that dist(A,C) ≥ l, we have

I(A : C|B)p ≤ δ(l). (17)

Intuitively, our algorithm works by first sampling from the marginal distributions of spatially
separated patches on the lattice, and then stitching the patches together to approximately obtain
a sample from the global distribution. For a O(1)-depth circuit whose output distribution has
exponentially decaying CMI, the efficiency of this procedure is guaranteed by the two facts above.
We now show this more formally.

Theorem 1. Suppose C is a 2-local quantum circuit of depth d defined on a 2D rectangular grid Λ of
n = L1 × L2 qudits, and let D(x) := | 〈x|C |1〉⊗n |2 denote its output distribution. Then if D satisfies the
δ(l)-Markov condition, for any integer l > 2d Patching with a length-scale parameter l runs in time
nqO(dl) and samples from some distribution D′ that satisfies ‖D′ −D‖1 ≤O(1)(n/l2)

√
δ(l).

In particular, if d = O(1), q = O(1), and D is poly(n)e−Ω(l)-Markov, then for any polynomial r(n),
for some choice of lengthscale parameter Patching runs in time poly(n) and samples from a distribution
that is 1/r(n)-close to D in total variation distance.

Proof. The algorithm proceeds in three steps, illustrated in Figure 3. First, for each square subre-
gion Ri shaded in Figure 3(a) with i ∈ [O(n/l2)], sample from DRi , the marginal distribution of D
on subregion Ri . To do this, first restrict to the qudits and gates in the lightcone of Ri . Sampling
from the output distribution on Ri produced by this restricted version of the circuit is equiva-
lent to sampling from the marginal on Ri of the true distribution produced by the full circuit.
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Since l > 2d, this restriction of the circuit is contained in a sublattice of dimensions O(l) ×O(l).
Using standard tensor network methods [MS08], sampling from the output distribution of this
restricted circuit on Ri can be performed in time qO(dl). Since there are O(n/l2) patches, this
step can be performed in time nqO(dl). After performing this step, we have prepared the state
DR1
⊗· · ·⊗DRk =DR1,...,Rk where the equality holds because the patches are separated by l > 2d and

are therefore mutually independent.
In the second step, we apply “recovery maps” to approximately prepare a sample from the

larger, connected lattice subregion S shaded in Figure 3(c). The prescription for these recovery
maps is given in Figure 3(b). Referring to this figure, a recovery map RB→AB is applied to gener-
ate a sample from subregion A, conditioned on the state of region B. Explicitly, the mapping is
given by linearly extending the map RB→AB(|b〉〈b|B) =

∑
aDA|B(a|b) |a〉〈a|A ⊗ |b〉〈b|B. Note that, for

a tripartite distribution DABC , RB→AB(DBC) = DA|BDBDC|B. To implement this recovery map, one
can again restrict to gates in the lightcone of region AB and utilize standard tensor network sim-
ulation algorithms to generate a sample from the marginal distribution on A, conditioned on the
(previously sampled) state of B. The time complexity for this step is again qO(dl). After applying
this and O(n/l2) similar recovery maps, we obtain a sample from a distribution D′S . By Lemma 8,
the triangle inequality, and Definition 4, the error of this step is bounded as

‖D′S −DS‖1 ≤O(1)(n/l2)
√
δ(l) =O(1)(n/l2)

√
δ(l). (18)

Note that the fact that the errors caused by recovery maps acting on disjoint regions accumu-
late at most linearly has been referred to previously [BK19] as the “union property” for recovery
maps. The final step is very similar to the previous step. We now apply recovery maps, described
by Figure 3(d), to fill in the “holes” of the subregion S and approximately obtain a sample from
the full distribution D = DΛ. By a similar analysis, we find that the error incurred in this step
is again O(1)(n/l2)

√
δ(l), and therefore the procedure samples from a distribution D′

Λ
for which

‖D′
Λ
−DΛ‖1 ≤O(1)(n/l2)

√
δ(l).

The second paragraph of the theorem follows immediately by choosing a suitable l = Θ(logn).

A straightforward application of Markov’s inequality implies that a polynomial-time algo-
rithm for sampling with error 1/ poly(n) succeeds with high probability over a random circuit
instance if the output distribution CMI is exponentially decaying in expectation. We formalize
this as the following corollary.

Corollary 5. Let C be a random circuit distribution. Define C to be δ(l)-Markov if, for any tripartition
of a subregion X of the lattice into subregions X = A∪B∪C such that dist(A,C) ≥ l, we have

〈I(A : C|B)D〉 ≤ δ(l) (19)

where the angle brackets denote an average over circuit realizations andD is the associated classical out-
put distribution. Then if d = O(1),q = O(1), and C is poly(n)e−Ω(l)-Markov, then for any polynomials
r(n) and s(n), Patching can run in time poly(n) and, with probability 1−1/s(n) over the random circuit
realization, sample from a distribution that is 1/r(n)-close to the true output distribution in variational
distance.

Thus, proving that some uniform worst-case-hard circuit family C is poly(n)e−Ω(l)-Markov pro-
vides another route to proving the part of Conjecture 1 about sampling with small total variation
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distance error. In Section 6, we will give analytical evidence that if C is a random circuit distribu-
tion of sufficiently low depth and small qudit dimension, then C is indeed poly(n)e−Ω(l)-Markov,
and if the depth or qudit dimension becomes sufficiently large, then C is not poly(n)f (l)-Markov
for any f (l) = o(1), supporting Conjecture 2, which states that our algorithms exhibit computa-
tional phase transitions.

Finally, we note that Patching can also be used to estimate specific output probabilities of
a random circuit instance C with high probability if C is drawn from a distribution C that is
poly(n)e−Ω(l)-Markov. This shows that the Markov condition could also be used to prove the sec-
ond part of Conjecture 1 regarding computing output probabilities with small error. This is simi-
lar to how SEBD can also be used to compute output probabilities, as discussed in Section 2.1.2.

Lemma 9. Let C be a circuit distribution over constant depth d and constant qudit dimension q 2D
circuits on n qudits which is poly(n)e−Ω(l)-Markov and invariant under application of a final layer of
arbitrary single-qudit gates. Then for a circuit instance C drawn from C and a fixed x ∈ [q]n, a variant
of Patching can be used to output a number D′(x) in time poly(n) that satisfies

|D′(x)−D(x)| ≤ q−n/r(n) (20)

with probability 1−1/s(n) for any polynomials r(n) and s(n), where D is the output distribution associ-
ated with C.

Proof. With probability 1 − 1/ poly(n) over the circuit instance C, Patching with some choice of
lengthscale l = Θ(logn) efficiently samples from a distribution D′C that is 1/ poly(n)-close in vari-
ational distance to DC for any choice of polynomials. Hence, for an output probability y chosen
uniformly at random and a circuit C drawn from C, it holds that

E
y
E
C
|D′(y)−D(y)| ≤ q−n/ poly(n) (21)

if l = c logn and c is a sufficiently large constant. By a nearly identical argument to that used in the
proof of Corollary 3, due to the invariance of C under application of a final layer of single qudit
gates, for some fixed x ∈ [q]n we also have

E
C
|D′(x)−D(x)| ≤ q−n/ poly(n) (22)

for any choice of polynomial. Finally, it is straightforward to see that an instance of Patching that
samples from D′ can also be used to exactly compute D′(x) for any x. (To do this, the algorithm
computes conditional probabilities via tensor network contractions as before, except instead of
using these conditional probabilities to sample, it simply multiplies them together similarly to
how SEBD can be used to compute output probabilities.) Applying Markov’s inequality completes
the proof.

3 Rigorous complexity separation for the “extended brickwork archi-
tecture”

In this section, we show that SEBD is provably efficient for certain random circuit families that are
worst-case hard (similar facts could also be shown for Patching, but for brevity we restrict our fo-
cus to the former algorithm). We define the circuit architecture in Figure 4. It follows immediately
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2r

L

Figure 4: Extended brickwork architecture with n qubits. Here, circles represent qubits initial-
ized in the state |0〉⊗n, blue lines represent the first layer of gates to act, orange lines represent
the second layer, and black lines represent the third and final layer. All gates are chosen Haar-
randomly. We let Brickwork(L,r,v) denote the corresponding random circuit with circuit layout
depicted in the figure above with vertical sidelength L, “extension parameter” 2r (which gives the
distance between vertical gates acting on adjacent pairs of rows), and number of pairs of columns
of vertical gates v. In the above example, r = 7 and v = 4. The standard brickwork architecture
corresponds to r = 1. Note that n = Θ(Lrv).

from prior works that exactly sampling from the output distribution of this random circuit family
for arbitrary circuit instances or near-exactly computing a specific output probability with high
probability is classically hard under standard complexity theoretic assumptions. We summarize
these observations in the following lemma.

Lemma 10. Let r(L) and v(L) be any polynomially bounded functions, with v(L) ≥ La for some a > 0.
Suppose that there exists a classical algorithm that runs in time poly(n) and samples from the output
distribution of an arbitrary realization of Brickwork(L,r(L),v(L)), as defined in Figure 4. Then the
polynomial hierarchy collapses to the third level. Suppose there exists a classical algorithm that runs
in time poly(n) and, for an arbitrary fixed output string x, with probability at least 1− 1/ poly(n) over
choice of random instance, computes the output probability of x up to additive error 2−Θ̃(n2). Then there
exists a probabilistic polynomial-time algorithm for computing a #P-hard function.

Proof. We first note that Brickwork(L,r(L),v(L)) supports universal MBQC, in the sense that a spe-
cific choice of gates can create a resource state that is universal for MBQC. This is an immediate
consequence of the proof of universality of the “standard” brickwork architecture (corresponding
to r = 1) proved in [BFK09]. Indeed, when using the extended brickwork architecture for MBQC,
measurements on the long 1D stretches of length 2r may be chosen such that the effective state is
simply teleported to the end when computing from left to right (i.e., measurements may be chosen
such that the long 1D segments simply amount to applications of identity gates on the effective
state). The scaling v ≥ La ensures that MBQC with an extended brickwork resource state suffices
to simulate any BQP computation with polynomial overhead. Since a worst-case choice of gates
creates a resource state for universal MBQC, an algorithm that can simulate an arbitrary circuit
realization can be used to simulate arbitrary single-qubit measurements on a resource state uni-
versal for MBQC. Under post-selection, such an algorithm can therefore simulate PostBQP [RB01]
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and hence cannot be efficiently simulated classically unless the polynomial hierarchy collapses to
the third level [BJS10].

Similarly, for some subsets of instances, it is #P-hard to compute the output probability of an
arbitrary string, since (by choosing gates to create a resource state for universal MBQC) this would
allow one to compute output probabilities of universal polynomial-size quantum circuit families
which is known to be #P-hard. The result of [Mov19] is then applicable, which implies that if the
gates are chosen Haar-randomly, efficiently computing the output probability of some fixed string
with probability 1− 1/ poly(n) over the choice of instance up to additive error bounded by 2−Θ̃(n2)

implies the ability to efficiently compute a #P-hard function with high probability.

Our goal is to prove that SEBD can efficiently approximately simulate the extended brickwork
architecture in the average case for choices of extension parameters for which the above hardness
results apply. To this end, we first show a technical lemma which describes how measurements
destroy entanglement in 1D shallow random circuits. In particular, given a 1D state generated
by a depth-2 Haar-random circuit acting on qubits, after measuring some contiguous region of
spins B, the expected entanglement entropy of the resulting post-measurement pure state across
a cut going through B is exponentially small in the length of B. We defer the proof to Appendix B.
(We expect the result to remain true for general constant-depth random circuits in 1D acting on
qudits, but we will only need the depth-2 case with qubits.)

Lemma 11. Suppose a 1D random circuit C is applied to qubits {1, . . . ,n} consisting of a layer of 2-
qubit Haar-random gates acting on qubits (k,k + 1) for odd k ∈ {1, . . . ,n − 1}, followed by a layer of
2-qubit Haar-random gates acting on qubits (k,k + 1) for even k ∈ {1, . . . ,n − 1}. Suppose the qubits
of region B := {i, i + 1, . . . , j} for j ≥ i are measured in the computational basis, and the outcome b is
obtained. Then, letting

∣∣∣ψb〉 denote the post-measurement pure state on the unmeasured qubits, and
letting A := {1,2, . . . , i − 1} denote the qubits to the left of B,

ES(A)ψb ≤ c
|B| (23)

for some universal constant c < 1, where the expectation is over measurement outcomes and choice of
random circuit C.

We now outline the argument for why SEBD should be efficient for the extended brickwork ar-
chitecture for sufficiently large extension parameters, before showing this more formally. During
the evolution of SEBD as it sweeps from left to right across the lattice, it periodically encounters
long stretches of length 2r in which no vertical gates are applied. We call these “1-local regions”
since the gates applied in the corresponding effective 1D dynamics are 1-local when the algorithm
is in such a region. Hence, in the effective 1D dynamics, no 2-qubit gates are applied and therefore
the bond dimension of the associated MPS cannot increase during these stretches. It turns out that
in 1-local regions, not only does the bond dimension needed to represent the state not increase,
but it in fact rapidly decays in expectation. If r is sufficiently large, then the effective 1D state at
the end of the 1-local region is very close to a product state with high probability, regardless of
how entangled the state was before the region. Hence, when SEBD compresses the MPS describing
the effective state at the end of the region, it may compress the bond dimension of the MPS to
some fixed constant with very small incurred error. The two-qubit gates that are performed in-
between 1-local regions only increase the bond dimension by a constant factor. Hence, with high
probability, SEBD can use a O(1) maximal bond dimension cutoff and simulate a random circuit

34



| i

A L6 R6

L5 R5

L4 R4

L3 R3

L2 R2

L1 R1

⇡ 2r

Figure 5: Illustration of the state after the qubits of columns i, i + 1, . . . , j have been measured,
but before gates in the lightcone of registers A and L have been performed. In each row i, we
are left with a post-measurement bipartite state

∣∣∣φi〉LiRi depicted by a wavy line. The expected

entanglement entropy S(Li)φi decays exponentially in r. The final state of interest
∣∣∣ψ′〉 is obtained

by applying local unitaries to the qubits in the dashed red box before measuring all of these qubits
in the computational basis, inducing the final state

∣∣∣ψ′〉 on R = R1 ∪ · · · ∪RL. By concavity of the
von Neumann entropy, the expected entanglement entropy of

∣∣∣ψ′〉 across the cut defined by the
dotted blue box is upper bounded by the entanglement entropy across this cut before the unitaries
and measurements in the dashed red box are performed.

with extended brickwork architecture with high probability. More precisely, it turns out that the
scaling r ≥ Θ(log(n)) is sufficient to guarantee efficient simulation with this argument. We now
give the argument in more detail before stating some implications as a corollary.

Lemma 12. Let C be an instance of Brickwork(L,r,v). Then, with probability at least 1− 2−Θ(r) over
the circuit instance, SEBD running with maximal bond dimension cutoff D = Θ(1) and truncation error
parameter ε = 2−Θ(r) can be used to (1) sample from the output distribution of C up to error n2−Θ(r) in
variational distance and (2) compute the output probability of an arbitrary output string up to additive
error n2−Θ(r)/2n in runtime Θ(n).

Proof. Suppose the state stored by SEBD immediately before entering into a 1-local region is
∣∣∣ψ〉

A
,

defined on register A. After another O(r) iterations of SEBD, just before the end of the 1-local
region, denote the new one-dimensional state stored by SEBD as

∣∣∣ψ′〉. Note that
∣∣∣ψ′〉 is a random

state, depending on both the random choices of gates in the 1-local region and the random mea-
surement outcomes. We now bound the expected entanglement entropy of

∣∣∣ψ′〉 across an arbitrary
cut.

To this end, we observe that the random final state
∣∣∣ψ′〉 may be equivalently generated as

follows. Instead of iterating SEBD as usual for O(r) iterations, we first introduce a contiguous
block of qubits that lie in the 1-local region. In particular, for all rows, we introduce all qubits
that lie in columns {i, i+1, . . . , j}. Here, i is chosen to be the leftmost column such that the lightcone
of column i does not contain qubits in register A. Similarly, j is chosen to be the rightmost column
such that the lightcone of qubits in column j does not contain vertical gates. Note that |i−j | = Θ(r).

We next apply all gates in the lightcone of the qubits of columns {i, i+1, . . . , j}, before measuring
these qubits in the computational basis. Note that in this step, we are effectively performing a set
of L one-dimensional depth-2 Haar-random circuits, and then measuring Θ(r) intermediate qubits
for each of the L instances. For each instance, we are left with a (generically entangled) pure state
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between a “left” and “right” subsystem, as illustrated in Figure 5. Let Li (Ri) denote the left
(right) subsystem associated with row i, and let

∣∣∣φi〉LiRi denote the associated post-measurement
pure state on these subsystems. By Lemma 11, it follows that the expected entanglement entropy
for any 1D instance obeys ES(Li)φi ≤ 2−Θ(r) where the expectation is over random circuit instance
and measurement outcomes.

The next step is to apply all gates in the lightcone of the qubits of registers A and L := ∪iLi
before measuring these registers, inducing a (random) 1D post-measurement pure state on sub-
system R := ∪iRi . It is straightforward to verify that the distribution of the random 1D pure
state

∣∣∣ψ′〉
R

obtained via this procedure is identical to that obtained from repeatedly iterating SEBD

through column j4. Indeed, the procedures are identical up to performing commuting gates and
commuting measurements in different orders, which does not affect the measurement statistics or
post-measurement states.

Our goal is now to bound the entanglement entropy S(R1R2 . . .Rk)ψ′ in expectation across an ar-
bitrary cut of the post-measurement 1D state. Such a bound follows from the concavity of the von
Neumann entropy. Let ρR1,...,Rk denote the reduced density matrix on these subsystems before the
measurements on A and L are performed. Let ρxR1,...,Rk

denote the reduced density matrix on these
subsystems after the measurements on A and L are performed and the outcome x is obtained; note
that the final state ψ′ implicitly depends on x. Now, letting Pr[x] denote the probability of obtain-
ing outcome x, we have the relation

∑
xPr[x]ρxR1···Rk = ρR1···Rk . To see this, observe that for any set

of measurement operators {Mx}x satisfying
∑
xM

x†Mx = I , we have ρR1···Rk = tr\R1···Rk

(∣∣∣ψ′〉〈ψ′∣∣∣) =∑
x tr\R1···Rk

(
Mx

∣∣∣ψ′〉〈ψ′∣∣∣Mx†
)

=
∑
xPr[x]

tr\R1 ···Rk (Mx|ψ′〉〈ψ′ |Mx†)
tr(Mx|ψ′〉〈ψ′ |Mx†) =

∑
xPr[x]ρxR1···Rk . Now,∑

x

Pr[x]S(R1 . . .Rk)ψ′ =
∑
x

Pr[x]S(ρxR1,...,Rk
) (24)

≤ S
∑
x

Pr[x]ρxR1,...,Rk

 (25)

= S(ρR1,...,Rk ) (26)

=
k∑
i=1

S(Ri)φi (27)

where the first line follows by definition, the second line follows from concavity of the von Neu-
mann entropy, the third line uses the relation we discussed previously, and in the final line we
used the fact that ρR1,...,Rk is a product state. Hence, we see that for any fixed set of gates and for
any outcomes of the measurements of qubits in columns i, i + 1, . . . , j, the expected entanglement
entropy of the final 1D state ψ′ on R across any cut is bounded by the entropy across that cut be-
fore the measurements on subregions A and L. Taking the expectations of both sides of this result
with respect to the random gates and measurement outcomes of the qubits in columns i, i+1, . . . , j,
we finally obtain

ES(R1 . . .Rk)ψ′ ≤ L2−Θ(r) (28)

4Strictly speaking, we are actually studying a version of SEBD that only performs the MPS compression step at
the end of a 1-local region. Since 1-local operations cannot increase the bond dimension of the associated MPS, the
algorithm can forego the compression steps during the 1-local regions without incurring a bond dimension increase.
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where we used the fact that k < L and ES(Ri)φi ≤ 2−Θ(r). We now use the fact that the largest
eigenvalue λmax(R1 · · ·Rk) of the reduced density matrix is lower bounded as λmax(R1 · · ·Rk)ψ′ ≥
2−S(R1···Rk)ψ′ ; this follows from the fact that Shannon entropy upper bounds min-entropy. Using
this inequality as well as Jensen’s inequality, we have the bound

Eλmax(R1 · · ·Rk) ≥ E2−S(R1···Rk)ψ′ ≥ 2−ES(R1···Rk)ψ′ ≥ 2−L2−Θ(r)
≥ 1−L2−Θ(r). (29)

Therefore, if we truncate all but the largest Schmidt coefficient across the Rk : Rk+1 cut, we incur
an expected truncation error upper bounded by L2−Θ(r). Hence, by Markov’s inequality, we incur
a truncation error upper bounded by L2−Θ(r) with probability at least 1− 2−Θ(r).

Therefore, if we run SEBD using a per bond truncation error of ε = L2−Θ(r) and a maximum
bond dimension cutoff of D = O(1), the failure probability will be upper bounded by Lv2−Θ(r);
here we used the union bound to upper bound the probability that any of the O(Lv) bonds over
the course of the algorithm becomes larger than the cutoff D. Hence, by Corollary 1, for at least
1−2−Θ(r) fraction of random circuit instances, SEBD can sample from the output distribution with
variational distance error Lv2−Θ(r) < n2−Θ(r). Similarly, by Corollary 3, for at least 1−2−Θ(r) fraction
of circuit instances, SEBD can compute the probability of the all-zeros output string up to additive
error n2−Θ(r)/2n.

Since the runtime of SEBD is O(nD3) when acting on qubits as discussed previously, and D is
chosen to be constant for the version of the algorithm used here, the runtime is O(n).

With an appropriate choice of r = Θ(log(L)), the above result implies that SEBD can perform the
simulation with error 1/ poly(n) for at least 1−1/ poly(n) fraction of instances. Similarly, choosing
r to be a sufficiently large polynomial in L, SEBD can perform the simulation with error 2−n

1−δ
for

1 − 2−n
1−δ

fraction of instances, for any constant δ > 0. We summarize these observations as the
following corollary.

Corollary 6. For any choice of polynomially bounded v,p1,p2, for any sufficiently large constant c SEBD
can simulate 1 − 1/p1(n) fraction of instances of Brickwork(L,dc log(L)e,v(L)) up to error ε ≤ 1/p2(n)
in time O(n). For any choice of δ > 0 and v(L) ≤ poly(L), for any sufficiently large constant c SEBD
can simulate 1 − 2−n

1−δ
fraction of instances of Brickwork(L,dLce,v(L)) up to error ε ≤ 2−n

1−δ
in time

O(n). Here, “simulate with error ε” implies the ability to sample with variational distance error ε and
compute the output probability of some fixed string x with additive error ε/2n.

4 Numerical results

We implemented5 SEBD on two families of random circuits: one consisting of depth-3 random cir-
cuits defined on a “brickwork architecture” consisting of three layers of two-qubit Haar-random
gates (Figure 4 with parameter r = 1), and the other being the random circuit family obtained by
applying single-qubit Haar-random gates to all sites of a cluster state – we referred to this problem
as CHR previously. Note that the former architecture has depth three (not including the measure-
ment layer) and the latter has depth four, and both architectures support universal measurement-
based quantum computation [BFK09], meaning they have the worst-case-hard property relevant
for Conjecture 1. We did not implement Patching, due to its larger overhead.

5code available at https://github.com/random-shallow-2d/random-shallow-2d
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(a) CHR (b) Brickwork

Figure 6: Rényi half-chain entanglement entropies Sk versus sidelength L in the effective 1D dy-
namics for the CHR and brickwork models, after 80 (resp. 550) iterations. Each point represents the
entanglement entropy averaged over 50 random circuit instances, and over the final 10 (resp. 50)
iterations for the CHR (resp. brickwork) model. Dashed lines depict the half-chain entanglement
entropy scaling of a maximally entangled state, which can be created with a “worst-case” choice
of gates for both architectures. The maximal truncation error per bond ε was 10−10 for CHR and
10−14 for the brickwork model.

Figure 7: Histograms of observed half-chain Rényi entanglement entropies after 49 iterations of
the effective 1D dynamics of the brickwork architecture with sidelength L = 49. Histograms are
based on approximately 11,000 trials. Each value is generated from a distinct random circuit
realization.
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Figure 8: Typical half-chain entanglement spectra λ1 ≥ λ2 ≥ . . . observed during the effective 1D
dynamics of CHR. These plots were generated from an instance with sidelength L = 44 after run-
ning for 44 iterations, with squared Schmidt values smaller than approximately 10−15 truncated.
The left figure shows the spectra of half-chain eigenvalues. The downward curvature in the log-
log scale indicates superpolynomial decay. The right figure displays the same data (minus the few
largest values) on a loglog-loglog scale. The toy model predicts that the blue curve asymptotes
to a straight line with slope two in the right figure, illustrated by the dashed orange line, corre-
sponding to scaling like λi ∼ 2−Θ(log2(i)). The plot is qualitatively consistent with this prediction.
The spectrum for the brickwork model decays too quickly to obtain as useful statistics without
going to much higher numerical precision.

Implementing SEBD on a standard laptop, we could simulate typical instances of the 409 ×
409 brickwork model with truncation error 10−14 per bond with a runtime on the order of one
minute per sample, and typical instances of the 34 × 34 CHR model with truncation error 10−10

per bond with a runtime on the order of five minutes per sample (these truncation error settings
correspond to sampling errors of less than 0.01 in variational distance as derived previously in
Section 2.1). We in fact simulated instances of CHR with grid sizes as large as 50 × 50, although
due to the significantly longer runtime for such instances we did not perform large numbers
of trials for these cases. In the case of the 409 × 409 brickwork model, performing over 3000
trials (consisting of generating a random circuit instance and generating a sample from its output
distribution using a truncation error of 10−14) and finding no instances we could not simulate,
then with 95% confidence, we may conclude that the probability of successfully simulating a
random instance with this truncation error is over 0.999. Using the bound derived in Section 2.1,
we can therefore conclude that, with 95% confidence, we can sample from the output distribution
of at least 0.9 fraction of 409 × 409 circuit instances with variational distance error at most 0.01.
Intuitively, we expect the true simulable fraction to be much larger than this statistical guarantee,
as it appears that the entanglement in the effective 1D dynamics only grows extensively for highly
structured instances. Note that for both models, the runtime for a fixed truncation error was
qualitatively highly concentrated around the mean. We expect that substantially larger instances
of both random circuit families could be quickly simulated with more computing power, although
we previously argued in Section 1.3 that the 409 × 409 simulation of the brickwork architecture
is already far beyond what could have been achieved by previous simulation methods that we are
aware of.
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The discrepancy between maximal lattice sizes achieved for the two architectures is a result of
the fact that the two have very different effective 1D dynamics. In particular, the entanglement
of the effective dynamics for the brickwork architecture saturates to a significantly smaller value
than that of the cluster state architecture. And even more directly relevant for prospects of fast
simulation, the typical spectrum of Schmidt values across some cut of the effective 1D dynamics
for the brickwork architecture decays far more rapidly than that of the 1D dynamics for CHR.
For this reason, the slower-decaying eigenvalue spectrum of CHR was significantly more costly for
the runtime of the algorithm. (In fact, the eigenvalue spectrum of the brickwork model decayed
sufficiently quickly that we were primarily limited not by the runtime of our algorithm, but by
our numerical precision, which could in principle be increased.) But while the slower decay of
the spectrum for the CHR model necessitated a longer runtime for a given sidelength, it allowed us
to study the functional form of the spectrum and in particular compare against the predictions of
the toy model of Section 2.3 as we discuss below.

While we were computationally limited to probing low-depth and small-size models, our nu-
merical results point toward SEBD having an asymptotic running time for both models bounded
by poly(n,1/ε,1/δ) in order to sample with variational distance ε or compute output probabilities
with additive error ε/qn with probability 1−δ, suggesting that Conjecture 1 is true. Our numerical
evidence for this is as follows.

1. We find that the effective 1D dynamics associated with these random circuit families appear
to be in area-law phases, as displayed in Figure 6. That is, the entanglement does not grow
extensively with the sidelength L, but rather saturates to some constant (which appears to
be concentrated, as illustrated in Figure 7). We furthermore observe qualitatively identical
behavior for some Rényi entropies Sα with α < 1. It is known [Sch+08] that this latter condi-
tion is sufficient to imply that a 1D state may be efficiently described by an MPS, indicating
that SEBD is efficient for these circuit families and that Conjecture 1 is true.

2. For further evidence of efficiency, we study the functional form of the entanglement spec-
tra of the effective 1D dynamics. For the effective 1D dynamics corresponding to CHR, we
observe superpolynomial decay of eigenvalues (i.e. squared Schmidt values) associated with
some cut, displayed in Figure 8, indicating that choosing a maximal bond dimension of
D = poly(1/ε) is more than sufficient to incur less than ε truncation error per bond. The
observed spectrum tends toward a scaling which is consistent with the asymptotic scaling
of λi ∼ 2−Θ(log2(i)) predicted by the toy model of Section 2.3 and consistent with our Conjec-
ture 1’. Note that this actually suggests that the required bond dimension of SEBD may be

even smaller than poly(1/ε), scaling like D = 2Θ(
√

log(1/ε)).

While these numerical results may be surprising given the prevalence of average-case hardness
conjectures for quantum simulation, they are not surprising from the perspective of the recent
works (discussed in previous sections) that find strong evidence for an entanglement phase tran-
sition from an area-law to volume-law phase for 1D unitary-and-measurement processes driven
by measurement strengths. Since the effective dynamics of the 2D random shallow circuits we
study are exactly such processes, our numerics simply point out that these systems are likely on
the area-law side of the transition. (However, no formal universality theorems are known, so
the various models of unitary-and-measurement circuits that have been studied are generally not
known to be equivalent to each other.) In the case of the brickwork architecture, we are also able to
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provide independent analytical evidence (Section 6.4) that this is the case by showing the “quasi-
entropy” S̃2 for the 1D process is in the area-law phase. We leave the problem of numerically
studying the precise relationship between circuit depth, qudit dimension, properties of the asso-
ciated stat mech models (including “quasi-entropies”) as discussed in subsequent sections, and
the performance of SEBD for future work. In particular, simulations of larger depth and larger
qudit local dimension could be used to provide numerical support for Conjecture 2, which claims
that as these parameters are increased the circuit architectures eventually transition to a regime
where our algorithms are no longer efficient.

5 Mapping random circuits to statistical mechanical models

The close relationship between general tensor networks and statistical mechanics has been ex-
plored in previous work (see, e.g. [RS18]). The relationship becomes especially useful when the
tensors are drawn from random ensembles. For example, a mapping from random tensor net-
works to stat mech models was used to study holographic duality in [Hay+16; Vas+18]. The same
idea was applied to tensor networks where the tensors are Haar-random unitary matrices, i.e. ran-
dom quantum circuits, to study quantum chaos and quantify entanglement growth under random
unitary dynamics [NVH18; Von+18; ZN19; Hun19]. Very recently, [BCA19] and [Jia+19] used this
mapping to argue that the phase transition from area-law to volume-law scaling of entanglement
entropy numerically observed in circuits consisting of Haar-random local gates mixed with pro-
jective measurements is related to the disorder-to-order phase transition in Ising-like statistical
mechanical models.

We present the details of this mapping for unitary quantum circuits in Section 5.1 and then
in Section 5.2, we show how it is applied to 1D circuits interspersed with weak measurements, as
was done in [BCA19; Jia+19] (however, we analyze a different weak measurement). This provides
background and context for our application of the mapping directly to 2D circuits, the relevant
case for our algorithms, in Section 6.

5.1 Mapping procedure

Setup. Let our system consist of n qudits of local dimension q. The circuits we consider are
specified by a sequence of pairs of qudits (indicating where unitary gates are applied) and single-
qudit weak measurements; this sequence can be assembled into a quantum circuit diagram. The
single-qudit measurements are each described by a setM of measurement operators along with
a probability distribution µ over the set M. These sets are normalized such that tr

(
M†M

)
is

constant for all M ∈ M and EM←µM†M = Iq where Iq is the q × q identity matrix. Thus we have

tr
(
M†M

)
= q for all M. The introduction of a probability measure overM in our notation, which

was also used in [Jia+19], is not conventional, but it is equivalent to the standard formulation and
will be important for later definitions.

When a measurement is performed, if the state of the system at the time of measurement is
σ , the probability of measuring the outcome associated with operator M is µ(M) tr

(
MσM†

)
(Born

rule for quantum measurements). For a fixed outcome M, the quantity tr
(
MσM†

)
is a function of

σ that we refer to as the relative likelihood of obtaining the outcome M on the state σ , since it gives
the ratio of the probability of obtaining outcome M in the state σ to the probability of obtaining
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outcome M in the maximally mixed state 1
q Iq. After obtaining outcome M, the state is updated by

the rule σ →MσM†/ tr
(
MσM†

)
. Thus a pure initial state remains pure throughout the evolution.

For notational convenience and without loss of generality, we will assume that for each u, the
uth unitary is immediately followed by single-qudit measurements (Mu ,µu) and (M′u ,µ′u) on the
qudits au , a′u ∈ [n] that are acted upon by the unitary, respectively; in the case no measurement is
performed, we may simply takeMu to consist solely of the identity operator, and in the case that
more than one measurement is performed, we may multiply together the sets of measurement
operators and their corresponding probability distributions to form a single set describing the
overall weak measurement.

Thus, the (non-normalized) output state of the circuit with l unitaries acting on the initial
state |1 . . .1〉 can be expressed as

ρ =M ′ lMlUl . . .M
′
1M1U1 |1 . . .1〉〈1 . . .1|U†1M

†
1(M ′1)† . . .U†l M

†
l (M ′l )

† (30)

where each unitary Uu is chosen from the Haar measure over unitaries acting on qudits au and
a′u , while Mu and M ′u are the measurement operators associated with the measurement outcome
obtained upon performing a measurement on qudits au and a′u , respectively, following application
of unitary Uu .

Goal. The objective of the stat mech mapping is to learn something about the entanglement
entropy for the output state ρ on some subset A of the qudits. The k-Rényi entanglement entropy
for the state ρ on region A is defined as

Sk(A)ρ =
1

1− k
log

(
Zk,A
Zk,∅

)
(31)

where

Zk,∅ = tr(ρ)k (32)

Zk,A = tr
(
ρkA

)
. (33)

and ρA is the reduced density matrix of ρ on region A. The von Neumann entropy S(A)ρ =

− tr
(
ρA

tr(ρ) log
(
ρA

tr(ρ)

))
represents the k→ 1 limit.

For the purposes of assessing the efficiency of our algorithms, we would like to be able to
calculate the average value of the k-Rényi entropy over the random choice of the unitaries in the
circuit and for measurement outcomes drawn randomly according to the Born rule. Mathemati-
cally, we let the notation EU (Q) represent the expectation of a quantityQwhen the unitaries of the
circuit are drawn uniformly at random from the Haar measure and the measurement outcomes
are drawn at random from the distribution over their respective sets of measurement operators

E
U

(Q) = E
M1←µ1

E
M ′1←µ′1

. . . E
Ml←µ1

E
M ′l←µ

′
1

∫
U (q2)

dU1 . . .

∫
U (q2)

dUl Q (34)

Here
∫
U (q2) denotes integration over the Haar measure of the unitary group with dimension q2. To

take into account the Born rule, a certain choice of unitaries and measurement outcomes leading
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to the output state ρ, as in Eq. (30), should be weighted by tr(ρ), i.e. the product of the relative
likelihoods of all the measurement outcomes. Thus, the relevant average k-Rényi entropy values
are given by

〈Sk(A)ρ〉 :=
EU (tr(ρ)Sk(A)ρ)

EU (tr(ρ))
=

1
1− k

EU
(
tr(ρ) log Zk,A

Zk,∅

)
EU (tr(ρ))

. (35)

As we will see, the quantity naturally computed by the stat mech model is not 〈Sk(A)ρ〉, but rather
the “quasi-entropy” given by

S̃k(A) :=
1

1− k
log

EU (tr(ρ)k Zk,AZk,∅
)

EU (tr(ρ)k)

 =
1

1− k
log

(
EU (Zk,A)
EU (Zk,∅)

)
=
Fk,∅ −Fk,A

1− k
(36)

where Fk,∅/A := − log
(
EU (Zk,∅/A)

)
will be associated with the “free energy” of the classical stat

mech model that the circuit maps to. When clear, we abbreviate S̃k(A) by S̃k and 〈Sk(A)ρ〉 by 〈Sk〉.
It is apparent that 〈Sk〉 is not equal to the quasi-entropy S̃k : the definition of 〈Sk〉 weights circuit
instances by tr(ρ) and takes the log before the expectation, while the definition of S̃k weights by
tr(ρ)k and takes the log afterward. Indeed, it is possible for S̃k to be smaller than some constant
independent of L (area law), while 〈Sk〉 scales extensively with L (volume law) due to fluctuations
of the random variable Zk,A away from its average value toward 0.

Importantly, though, S̃k → 〈Sk〉 as k → 1; in this limit both quantities approach the ex-
pected observed von Neumann entropy 〈S〉 of the circuit output. This conclusion is justified by
L’Hospital’s rule and noting that Zk,A/Zk,∅→ 1 as k→ 1. We will see that the stat mech model can
only be applied for integers k ≥ 2, so unfortunately it does not allow for direct access to formula
S̃k in this limit. Nonetheless, the fact that the quasi-entropy S̃k is intimately related to the actual
expectation of the von Neumann entropy lends some justification to the use of S̃k as a proxy for
〈Sk〉 even when k , 1. This is further justified by previous work studying random 1D circuits
without measurements; in [Von+18], the growth rate of S̃2 in random 1D circuits was calculated
using the stat mech mapping (note that when there are no measurements, we have tr(ρ) = 1 and
thus Zk,∅ = 1 for any k), and no significant difference was found with numerical calculations of
〈S2〉. Moreover, [ZN19] used the so-called replica trick to directly compute 〈S2〉 as a series in 1/q,
where q is the qudit local dimension, and the leading term of this expansion agrees with S̃2. While
the replica trick is not completely rigorous, this gives a clear indication that S̃2 is a valid substi-
tute for 〈S2〉 in the q → ∞ limit and it is a good approximation for finite q (when there are no
measurements).

Mapping. We now describe the procedure for mapping a quantum circuit diagram to a classical
statistical mechanical model, such that quantities EU (Zk,∅) and EU (Zk,A) for integers k ≥ 2 are
given by partition functions of the stat mech model. This follows work in [NVH18; Von+18; ZN19;
Hun19; BCA19; Jia+19], although our presentation is for the most part self-contained. Here we
present merely how to perform the mapping, leaving the details of its justification to Appendix
C.

To define the stat mech model we must specify two ingredients: first, the nodes and edges that
form the interaction graph on which the model lives, and second, the details of the interactions
between nodes that share an edge. The graph, which is the same for all k, is formed from the
circuit diagram as follows. First, we replace each Haar-random unitary (labeled by integer u) in
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the circuit diagram with a pair of nodes, which we refer to as the incoming node tu and outgoing
node su for that unitary, and we connect nodes tu and su by an edge. Then, we add edges between
the outgoing node su1

of unitary u1 and the incoming node tu2
of another unitary u2 when u2 acts

immediately after u1 on the same qudit (ignoring for now the presence of any measurements made
in between). Finally, we introduce a single auxiliary node xa for each qudit a ∈ [n] and add a single
edge connecting xa to the outgoing node su for unitary u if u is the final unitary of the circuit to act
on qudit a. Thus, all of the outgoing nodes have degree equal to three. The incoming node for each
unitary has degree three minus the number of qudits (0, 1, or 2) for which the unitary is the first in
the circuit to act on that qudit. We provide an example of this mapping in Figure 9. Each node in

Figure 9: Example of stat mech mapping applied to a circuit diagram with 4 qudits and 5 Haar-
random gates. Thick orange edges carry Weingarten weight. Black edges carry measurement-
dependent weight.

the graph may now be viewed as a spin that takes on one of k! values, corresponding to an element
of the symmetric group Sk . A spin configuration is given by an assignment (σu , τu) ∈ Sk × Sk for
each pair of nodes (su , tu), as well as an assignment χa ∈ Sk to each auxiliary node xa. The main
utility of the stat mech mapping is then given by the following equation, expressing the quantities
EU (Zk,∅/A) as a sum over spin configurations on this graph

E
U

(Zk,∅/A) =
∑

{σu}u ,{τu}u

∏
u

weight(〈sutu〉)
∏
〈su1 tu2 〉

weight(〈su1
tu2
〉)

∏
〈suxa〉

weight(〈suxa〉) (37)

This is a partition function — a weighted sum over spin configurations where the weight of each
term is given by a product of factors that depend only on the spin value of a pair of nodes (s, t)
connected by an edge, denoted 〈st〉. In this case, the sum runs only over the values σu and τu ,
of the incoming and outgoing nodes; the values χa of the auxiliary nodes are fixed across all the
terms and encode the boundary conditions that differ between EU (Zk,∅) and EU (Zk,A). We define
the free energy to be the negative logarithm of this partition function (see Eq. (36)), mirroring the
standard relationship F = −kBT log(Z) between the free energy and the partition function from
statistical mechanics, with kBT set to 1.

We now specify the details of the interaction by defining the weight function for different
edges. There are only two different kinds of interactions. Edges 〈sutu〉 between incoming and
outgoing nodes of the same unitary have

weight(〈sutu〉) = wg(τuσ
−1
u ,q2) (38)
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where wg(π,q2) is the Weingarten function. The Weingarten function arises from performing the
integrals over the Haar measure in Eq. (34), and one formula for it is given in the appendix in
Eq. (114). Note that there exist permutations π for which wg(π,q2) < 0, so the overall weight of
a configuration can be negative and our stat mech model would only correspond to a physical
model with complex-valued energy.

Meanwhile, edges 〈su1
tu2
〉 connecting nodes of successive unitaries u1 and u2 (resp. edges

〈suxa〉 connecting outgoing nodes to auxiliary nodes) have weight that depends both on the set-
ting of variables σu1

and τu2
(resp. σu and χa) as well as on the distribution µ over some setM of

single-qudit measurement operators that act on the qudit between the application of unitaries u1
and u2 (resp. after unitary u). This weight is given by

weight(〈su1
tu2
〉) = E

M←µ
tr
(
(M†M)⊗kWσu1τ

−1
u2

)
(39)

weight(〈suxa〉) = E
M←µ

tr
(
(M†M)⊗kWσuχ

−1
a

)
(40)

whereWπ is the operator acting on a k-fold tensor product space that performs the permutation π
of the registers. Later, in Section 6.3, we will be interested in expressing entropies of the classical
output distribution of the circuit in terms of partition functions and to handle this case we will
update Eq. (40). Note that the quantity tr

(
X⊗kWπ

)
is equal for all π with the same cycle structure,

which corresponds to some partition λ = (λ1, . . . ,λr ) of k, where
∑
i λi = k and λ1 ≥ . . . ≥ λr > 0.

Then we have

tr
(
X⊗kWπ

)
=

r∏
i=1

tr
(
Xλi

)
(41)

This formula allows us to simplify the weight formulas (39) and (40) in a few special cases. If no
measurement is made, thenM = {I} and weight(〈su1

tu2
〉) = qC(σu1τ

−1
u2

), where C(π) is the number of
cycles r in the permutation π. On the other hand, if a projective measurement onto one of the q
basis states is made, thenM = {√qΠm}

q
m=1 and µ is the uniform distribution, where Πm = |m〉〈m|.

Since in this case tr
(
(M†M)w

)
= qw for any power w and any M ∈ M, we have weight(〈su1

tu2
〉) =

qk−1 for any pair σu1
, τu2

.
The final piece of this prescription is setting the value χa for each of the auxiliary nodes xa

at the end of the circuit, which can be seen as fixing the boundary conditions for the stat mech
model. These nodes are fixed to the same value for each term in the sum and depend on whether
we are calculating EU (Zk,∅) or EU (Zk,A), and whether the qudit a is in the region A. For EU (Zk,∅),
the value χa is fixed to the identity permutation e for every a. Meanwhile, for EU (Zk,∅), we “twist”
the boundary conditions and change χa to be the k-cycle (1 . . . k) if a is in A, leaving χa = e if a is in
the complement of A.

Special case of k = 2. When k = 2, the symmetric group Sk has only 2 elements, identity e and
swap (12), so the quantities EU (Z2,∅) and EU (Z2,A) map to partition functions of Ising-like classical
stat mech models where each node takes on one of two values. Furthermore, in the k = 2 case with
no measurements, it was shown in [NVH18; Von+18] (see also [ZN19; Hun19]) that one can get
rid of all negative terms in the partition function by decimating half of the nodes, i.e. explicitly
performing the sum over the values of the incoming nodes {τu}u in Eq. (37). This continues to
be true even when there are measurements in between unitaries in the circuit. However, the
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decimation causes the two-body interactions to become three-body interactions between any three
nodes su1

, su2
, su3

when unitary u3 succeeds unitaries u1 and u2 and shares a qudit with each.
The lack of negative weights for k = 2 is convenient because it allows one to view the system
as a classical spin model at a real temperature and can therefore be analyzed with well-studied
numerical techniques like Monte Carlo sampling.

5.2 Mapping applied to 1D circuits with weak measurements

In Section 2.2, we discussed the connection between the effective 1D dynamics of our SEBD al-
gorithm and previous work [LCF18; Cha+18; SRN19; LCF19; SRS19; Cho+19; GH19a; GH19b;
Zab+19] on 1D Haar-random circuits with some form of measurements in between each layer of
unitaries.

In this subsection, we apply the stat mech mapping to the 1D with weak measurement model
and explain the connection between the area-law-to-volume-law transition that has been observed
in numerical simulations and the disorder-to-order thermal transition in the classical stat mech
model, which occurs at a non-zero critical temperature Tc. This analysis was first performed in
[BCA19] and independently in [Jia+19]. The results presented in this section are a reproduction
of their analysis but for a different weak measurement, chosen to be relevant for the dynamics of
the SEBD algorithm acting on the CHR problem. We include this analysis for two purposes: first, to
shed light on the behavior of SEBD acting on CHR, and second, to serve as a more complete example
of the stat mech mapping in action, prior to our application of the mapping directly to 2D circuits
in Section 6, where the analysis is somewhat more complicated.

Mapping to the honeycomb lattice. Let us assume our circuit has n qudits of local dimension
q arranged on a line with open boundary conditions. A circuit of depth d acts on the qudits
where each layer consists of nearest-neighbor two-qudit Haar-random unitaries. In between each
layer of unitaries, a weak measurement is performed on every qudit, described by the set M of
measurement operators and a probability distribution µ overM. The first step of the stat mech
mapping is to replace each Haar-random unitary with a pair of nodes and connect these nodes
according to the order of the unitaries acting on the qudits. The second step is to introduce a new
auxiliary node for each qudit and connect each outgoing node within the final layer of unitaries to
the corresponding pair of auxiliary nodes. The resulting graph is the honeycomb lattice, as shown
in Figure 10(b). We now review what the interactions are on this graph. The horizontal links in
Figure 10(b) host interactions that contribute a weight equal to the Weingarten function. When
k = 2, the interaction depends only on if the pair of nodes agree (σuτ−1

u = e) or if they disagree
(σuτ−1

u = (12)). In this case the interactions are given explicitly by

weight(〈sutu〉) = wg(σuτ
−1
u ,q2) =

 1
q4−1 if σuτ−1

u = e

− 1
q2(q4−1) if σuτ−1

u = (12)
(42)

Meanwhile, the diagonally oriented links in Figure 10(b) host interactions that depend on the
details of the weak measurement being applied in between each layer of unitaries, which we now
define.
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(a) (b) (c)

Figure 10: Summary of series of maps for Haar-random 1D circuits with weak measurements. (a)
The quantum circuit diagram for the unitary plus weak measurement model consists of layers of
Haar-random two-qudit gates followed by layers of weak measurements on every qudit, indicated
by purple dots. (b) The stat mech mapping results in a model on the honeycomb lattice, where
horizontal orange links have weight given by the Weingarten function and diagonal black links
have weight that depends on the weak measurement. Blue dots and black dots represent incoming
and outgoing nodes, respectively. (c) By decimating the incoming (blue) nodes in the honeycomb
lattice, we reduce the number of nodes by half and generate a model with three-body interactions
living on rightward-pointing triangles, shaded in blue. When k = 2 the weights are all positive,
and the three-body interaction can be decomposed into an anti-ferromagnetic interaction along
vertical (red) links and ferromagnetic interactions along diagonal (dark blue) links.

Weak measurement and diagonal weights. The weak measurement we choose is given as fol-
lows. For a fixed q × q unitary matrix U , define

M
(m)
U :=

√
q ·diag(Um,·) (43)

that is, the q × q matrix whose diagonal entries are given by the mth row of U , scaled by a factor
of
√
q, and whose off-diagonal entries are 0. Define the probability distribution µU be the uni-

form distribution over the set MU = {M(m)
U }

q
m=1. We can see that (MU ,µU ) forms a valid weak

measurement since
q∑

m=1

µU (m)(M(m)
U )†M(m)

U =
q∑

m=1

diag(|Um,·|2) = Iq (44)

where the last equality follows from the fact that the sum of the squared norms of the entries

within a column of a unitary matrix is 1. When U = Iq, the measurement operator M(m)
U is a

projector onto the mth basis state (scaled by a factor of
√
q), and the weak measurement is simply

a projective measurement onto the computational basis.
The weak measurement that we consider here will be a mixture of the weak measurement

(MU ,µU ) for different U . Formally, we takeM = ∪U∈U (q)MU . We let the distribution µ overM be
the distribution resulting from drawing U according to the Haar measure, and then drawing M
fromMU uniformly at random.

47



This weak measurement is seen to exactly reproduce the weak measurement of SEBD acting on
CHR in Algorithm 4 when q = 2, where the measurement operators were the diagonal matrices

M(1) :=
(
cos(θ/2) 0

0 e−iφ sin(θ/2)

)
(45a)

M(2) :=
(
sin(θ/2) 0

0 eiφ cos(θ/2)

)
. (45b)

with angles (θ,φ) drawn according to the Haar measure on the sphere. Indeed, even for q , 2,
this weak measurement arises from a natural generalization of the CHR problem, where one makes
Haar-random measurements on a cluster state of higher local dimension, which is created by
applying a generalized Hadamard gate to each qudit followed by a generalized CZ gate on each
pair of neighboring qudits on the 2D lattice.

To compute the weights on the edges of the stat mech model for k = 2, we apply the formula
in Eqs. (39) and (40).

weight(〈su1
tu2
〉) =

∫
U (q)

dU

q∑
m=1

1
q

tr
((

(M(m)
U )†M(m)

U

)⊗2
Wσu1τ

−1
u2

)
(46)

=
∫
U (q)

dUq

q∑
m=1

tr
(
diag(|Um,·|2)

)2
if σu1

τ−1
u2

= e

tr(diag
(
|Um,·|4)

)
if σu1

τ−1
u2

= (12)
(47)

=

q2 if σu1
τ−1
u2

= e

q2 ·w if σu1
τ−1
u2

= (12)
(48)

where

w :=
∫
U (q)

dU
∑
m

1
q

tr
(
diag(|Um,·|4)

)
= q

∫
U (q)

dU |U0,0|4 (49)

= q
∑
σ,τ∈S2

wg(στ−1,q) = 2q
∑
σ∈S2

wg(σ,q) = 2q
(

1
q2 − 1

− 1
q(q2 − 1)

)
(50)

=
2

q+ 1
, (51)

where in the second line we have invoked the Haar integration formula that appears in Eq. (113)
later in Appendix C, and then substituted the explicit values for the Weingarten function when
k = 2. The formula for weight(〈suxa〉) is given similarly.

We can see that for all q > 1, the weight is larger when the values of the nodes agree than when
they disagree, indicating a ferromagnetic Ising interaction. Indeed, the interaction for k = 2 will

be ferromagnetic regardless of what weak measurement M is made since tr
(
M†M

)2
≥ tr

(
(M†M)2

)
holds for all M. Furthermore, for our choice of weak measurement, the ferromagnetic Ising inter-
action becomes stronger as q increases.

Eliminating negative weights via decimation when k = 2. The possibility of a negative weight
on the horizontal edges of the honeycomb lattice in Figure 10(b) appears to impede further
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progress in the analysis since the classical model cannot be viewed as a physical system with
real interaction energies at a real temperature. For k = 2, this problem may be circumvented by
decimating half of the spins; that is, we explicitly perform the sum over {τu}u in the partition
function in Eq. (37), yielding a new stat mech model involving only the outgoing nodes su . Since
the decimated incoming nodes (except for those in the first layer) each have three neighbors, all
three of which are undecimated outgoing nodes, the new model will have a three-body interac-
tion between each such trio of nodes. We may furthermore observe that, for our choice of weak
measurement when k = 2, the three-body weight may be re-expressed as the product of three two-
body weights acting on the three edges of the triangle. Below we give formulas for the two-body
weights; our formulas are a unique decomposition of the three-body interaction up to a shifting of
overall constant factors from one link to another. Thus, via decimation we have moved from the
honeycomb lattice with two-body interactions to the triangular lattice with two-body interactions,
as illustrated in Figure 10(c). There are two kinds of two-body interactions on this triangular lat-
tice. Vertically oriented links between nodes su1

and su2
host anti-ferromagnetic interactions

weight(〈su1
su2
〉) =


1

q4−1 if σu1
σu2

= e
w

1+q2

(
(q2 −w2)(q2w2 − 1)

)−1/2
if σu1

σu2
= (12)

(52)

and diagonally oriented links host ferromagnetic interactions, where

weight(〈su1
su2
〉) =

q
√
q2 −w2 if σu1

σu2
= e

q
√
w2q2 − 1 if σu1

σu2
= (12).

(53)

For all values of the measurement strength p, the ferromagnetic interactions are stronger than the
anti-ferromagnetic interaction.

Phase diagram. The model described above for k = 2 is exactly the anisotropic Ising model on
the triangular lattice. In general this model may be described by its energy functional

E/kT = −J1
∑
〈ij〉1

gigj − J2
∑
〈ij〉2

gigj − J3
∑
〈ij〉3

gigj (54)

where gi ∈ {+1,−1} are Ising spin variables and the three sums are over links along each of the three
triangular axes. This model has been studied and its phase diagram is well understood [Hou50;
Ste70]. In the setting where along two of the axes the interaction strength is equal in magnitude
and ferromagnetic, while along the third axis it is weaker in magnitude and antiferromagnetic,
the model is known to experience a phase transition as the temperature is varied. At high temper-
atures, it is in the disordered phase; in other words, samples drawn from the thermal distribution
exhibit exponentially decaying correlations between spin values σu with a constant correlation
length of ξ. At low temperatures, it is in an ordered phase where samples exhibit long-range
correlation. At the critical point, the interaction strengths satisfy the equation [Hou50; Ste70]

sinh(2J1) sinh(2J2) + sinh(2J2) sinh(2J3) + sinh(2J1) sinh(2J3) = 1. (55)
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For us, parameter q plays the role of the temperature, and the interaction strengths, derived from
Eqs. (52) and (53), are given by

J1 = J2 =
1
4

log
(
q2 −w2

w2q2 − 1

)
, (56)

J3 = −1
2

log

 w(q2 − 1)√
(q2 −w2)(q2w2 − 1)

 . (57)

Using these equations, we can solve for the critical point, and we find it to be qc = 3.249. Only
integer values of q correspond to valid quantum circuits, so we conclude that the model is disor-
dered when q = 2 or q = 3 and ordered when q ≥ 4. We plot this one dimensional phase diagram
in Figure 11.

Figure 11: Phase diagram showing for which values of q the anisotropic Ising model on the
triangular lattice is ordered and disordered. The critical point, indicated by the red dot, occurs at
qc = 3.249.

Connection between (dis)order and scaling of entanglement entropy. We expect the scaling
of the quantity S̃2 = F2,A − F2,∅ = − log

(
EU (Z2,A)/EU (Z2,∅)

)
to be related to the order or disorder

of the model by the following argument. For EU (Z2,∅), the auxiliary spins are all set to χa = e,
biasing the bulk spins nearby to prefer e over (12). For EU (Z2,A), the spins within the region A
are twisted so that χa = (12), introducing a domain wall at the boundary. In the ordered phase,
the bias introduced at the boundary extends throughout the whole bulk since there is no decay of
correlation with distance. The domain wall at the boundary in the calculation of EU (Z2,A) forces
the bulk to separate into two regions with distinct phases separated by a domain wall that cuts
through the bulk. The domain wall has length of order min(|A|,d) where |A| is the number of sites
in regionA and d is the depth. In the calculation of EU (Z2,∅), there is no domain wall. The addition
of one additional unit of domain wall within a configuration leads the weight of the configuration
to decrease by a constant factor, so in the ordered phase we expect − log

(
EU (Z2,A)/EU (Z2,∅)

)
=

O(min(|A|,d)). Meanwhile, in the disordered phase, there is a natural length scale ξ that boundary
effects will penetrate into the bulk. The domain wall at the boundary due to twisted boundary
conditions will be washed out by the bulk disorder after a distance on the order of ξ =O(1). Thus
we expect − log

(
EU (Z2,A)/EU (Z2,∅)

)
=O(1). A cartoon illustrating this logic appears later in Figure

13 when we consider the stat mech mapping applied to 2D circuits. For further discussion of the
connection between order-disorder properties of the stat mech model and entropic properties of
the underlying quantum objects, see [Vas+18; BCA19; Jia+19].

This logic suggests that, if we take the scaling of S̃2 to be a good proxy for the scaling of 〈S2〉,
the disorder-to-order phase transition in the classical model would be accompanied by an area-
law-to-volume-law phase transition in the Rényi-2 entropy of the output of random circuits.

Relationship to numerical simulation of SEBD on CHR. In Section 2.2, with fixed q = 2, it was
established that the effective dynamics of SEBD running on CHR are alternating layers of entangling
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two-qubit CZ gates and weak measurements on every qubit of a 1D line, where the form of the
weak measurement is given explicitly. The dynamics we have studied in this section use the
same weak measurement, but choose the two-qubit entangling gates to be Haar-random. We
have established that the quasi-2-entropy S̃2 satisfies an area law for this process when q = 2,
and the statement remains true for q = 3 when the weak measurement corresponds to a natural
generalization of the CHR problem to larger local dimension. For q = 4, it is no longer true; the
dynamics of S̃2 satisfy a volume law.

Due to the similarity between the dynamics studied in this section and that of SEBD running
on CHR, our conclusion provides a partial explanation for the numerical observation presented in
Section 4 that the average entanglement entropy 〈Sk〉 satisfies an area law when SEBD runs on CHR

for q = 2 and various values of k.

Additional observations appearing in previous work. The above analysis is essentially a re-
statement of what appears in recent works by Bao, Choi, and Altman [BCA19] and separately
Jian, You, Vasseur, and Ludwig [Jia+19], except that here we analyzed a different weak measure-
ment. In particular, [BCA19] considered the case where a projective measurement occurs with
some probability p on each qudit after each layer of unitaries, and otherwise there is no measure-
ment. They made the observation that we describe above that the k = 2 mapping can be written
as a 2-body anisotropic Ising model on the triangular lattice with an exact solution. Both of these
papers went beyond what we have presented here to analyze the q→∞ limit directly, where they
observed that the stat mech model becomes a standard ferromagnetic Potts model on the square
lattice for all integers k. For k = 2 this is exactly the square lattice Ising model and indeed, we
can see from Eq. (57) that when q→∞, J3→ 0; the anti-ferromagnetic links along one axis vanish
leaving a square lattice with exclusively ferromagnetic interactions. The fact that the model be-
comes tractable for all integers k ≥ 2 allows these papers to invoke analytic continuation and make
sense of the k→ 1 limit, where the quasi-entropy S̃k exactly becomes the expected von Neumann
entropy 〈S〉.

6 Evidence for efficiency of algorithms from statistical mechanics

The efficiency of both algorithms hinges on the behavior of certain entropic quantities of the
quantum state produced by the quantum circuit. In the SEBD algorithm, the bond dimension of
the 1D MPS is truncated at each step of the MPS evolution, introducing small error but keeping
the runtime of the algorithm efficient (i.e. polynomial in n) so long as the entanglement entropy
across any cut of the MPS obeys an area law6. In the Patching algorithm, the classical conditional
mutual information I(A : C|B) of the joint distribution of measurement outcomes must decay
exponentially in the size of region B, where A, B, and C are regions of the lattice with B separating
A from C. In this section, we examine the behavior of these entropic quantities for typical circuit
instances by employing the mapping introduced in Section 5.

While the stat mech mapping falls short of providing a fully rigorous justification of the effi-
ciency of the algorithms, it is the most promising tool we are aware of to analytically understand
the behavior of the SEBD and Patching algorithm when they are running on circuits made from
Haar-random gates. At the very least, the mapping provides important intuition for why these

6Technically, an area law for the k-Rényi entropy with 0 < k < 1 is needed to fully justify algorithmic efficiency
[Sch+08].
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algorithms would be efficient in certain cases and not efficient in others. Furthermore, it lays the
groundwork for what could constitute a more rigorous justification. The main roadblock is the
fact that the stat mech mapping gives an expression for the “quasi-entropy,” which is only ex-
actly equal to the average entanglement entropy in a limit that cannot be directly accessed by the
mapping. From a practical perspective, the stat mech model could provide a way to numerically
estimate some of these quasi-entropies, which could possibly aid in predicting the runtime and
error of the algorithms in regimes where it may not be easy to tell by running the algorithm itself.

Modulo the concern of quasi-entropy vs. entropy, the stat mech mapping predicts the follow-
ing about the efficiency of the algorithms:

1. For 2D circuits with nearest-neighbor Haar-random gates of sufficiently small depth d and
sufficiently small local dimension q, we expect both algorithms to be efficient in the sys-
tem size. That is, they produce samples from a distribution with ε total variation distance
from the ideal distribution on a fraction 1 − δ of circuit instances, and they have runtime
poly(L1,L2,1/ε,1/δ)qpoly(d). In particular, this is true for depth d = 3 and local dimension
q = 2 for the uniform “brickwork” architecture where exact simulation is known to be hard
in the worst case, under plausible complexity theoretic assumptions.

2. For a fixed depth d, we expect the algorithms to become inefficient once the local dimension
exceeds some critical value qc.

3. For a fixed local dimension q, we expect the algorithms to become inefficient once the depth
exceeds some critical value dc.

The efficient-to-inefficient transition in computational complexity is related to a disorder-to-
order phase transition in the classical model. Item 1 above should be regarded as evidence for
Conjecture 1, while items 2 and 3 are evidence for Conjecture 2.

6.1 Mapping applied to general 2D circuits

We now apply the mapping described in Section 5.1 directly to a depth-d circuit acting on a√
n×
√
n lattice of qudits consisting of nearest-neighbor two-qudit Haar-random gates, but without

measurements in between the gates. This is the relevant case for the algorithms presented in this
paper. In this section, we will assume for concreteness that the first unitary layer includes gates
that act on qudits at gridpoints (i, j) and (i, j + 1) for all odd i and all j, the second layer on (i, j)
and (i, j + 1) for all even i and all j, the third layer on (i, j) and (i + 1, j) for all i and all odd j, and
the fourth layer on (i, j) and (i + 1, j) for all i and all even j. Subsequent layers then cycle through
these four orientations.

The model resulting from the stat mech mapping. Replacing the unitaries in the circuit di-
agram with pairs of nodes and connecting them as described in Section 5.1 yields a graph em-
bedded in three dimensions. The nodes in this graph still have degree three, so locally the graph
looks similar to the honeycomb lattice, but globally the nodes form a 3D lattice that can be viewed
roughly as a

√
n×
√
n× d slab, although the details of how these nodes connect is not straightfor-

ward to visualize. We have included pictures of the graph in Figure 12.
As before, edges between nodes originating from the same unitary are assigned a weight equal

to the Weingarten function. Since there is no measurement between unitaries, we may take the
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(a) Depth-4 circuit on 4× 4 lattice (b) Depth-5 circuit on 28× 28 lattice

Figure 12: The graph produced by the stat mech mapping on shallow 2D circuits. (a) A close up
view of the graph reveals that the degree of most nodes is three, similar to the honeycomb lattice.
(b) A far-away view reveals that globally the graph looks like a two dimensional slab of thickness
roughly d.

measurement operator applied on the edges that connect successive unitaries to be the identity,
and we find that the weight contributed by these edges is weight(〈su1

tu2
〉) = qC(σu1τ

−1
u2

). For k = 2
this amounts to a ferromagnetic Ising interaction where

weight(〈su1
tu2
〉) =

q2 if σu1
τu2

= e

q if σu1
τu2

= (12).
(58)

To analyze the output state, we will divide the n qudits into three groups A, B, and C. We sup-
pose that after the d unitary layers have been performed, a projective measurement is performed
on the qudits in region B. Qudits in regions A and C are left unmeasured and we wish to calculate
quantities like EU (Zk,∅/A). The mapping calls for us to introduce an auxiliary node for each qudit
in the circuit. However, the projective measurement of qudits in the region B effectively isolates
auxiliary nodes associated with qudits in region B; the edge connecting it to one of the bulk nodes
carries a weight that is constant across all bulk configurations. Thus we may equivalently omit
the introduction of auxiliary nodes in region B as well as any edges that would be connected to
them.

Eliminating negative weights via decimation when k = 2. The quantities EU (Zk,∅/A) are now
given by classical partition functions on this graph with appropriate boundary conditions for the
auxiliary nodes in regions A and C. We wish to understand whether this stat mech model is
ordered or disordered. Again, we are faced with the issue that the Weingarten function can take
negative values and thus some configurations over this graph could have negative weight. As in
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the case of 1D circuits with weak measurements, we can partially rectify this by decimating all
the incoming nodes. The resulting graph has half as many nodes and interactions between groups
of three adjacent nodes. In the case of 1D circuits with weak measurements when k = 2, we could
decompose this three-body interaction into three two-body interactions. If we try to do the same
here, we find the two-body interactions have infinite strength. Instead, we work directly with the
three-body interaction between nodes su1

, su2
, and su3

, where unitary u3 acts after u1 and u2, for
which there is a simple formula for the weights:

weight(〈su1
su2
su3
〉) =


1 if σu1

= σu2
= σu3

1
q+q−1 if σu2

, σu3

0 if σu1
, σu2

= σu3
.

(59)

Now, all the weights are non-negative. Moreover, the largest weight occurs when all the nodes
agree, indicating a generally ferromagnetic interaction between the trio of nodes. If one of the
bottom two nodes disagrees with the other two, the weight is reduced by a factor of q+ 1/q. When
the top node disagrees, the weight is 0; these configurations are forbidden and contribute nothing
to the partition function.

Allowed domain wall configurations and disorder-order phase transitions. Using this obser-
vation, we can understand the kinds of domain wall structures that will appear in configurations
that contribute non-zero weight. In this setting, domain wall structures are membrane-like since
the graph is embedded in 3D. Membranes that have upward curvature, shaped like a bowl, are
not allowed, because somewhere there would need to be an interaction where the upper node dis-
agrees with the two below it. On the other hand, cylindrically shaped domain wall membranes
do not have this issue, nor do dome-shaped membranes. The weight of a configuration is reduced
by a factor of q + 1/q for each unit of domain wall, an effect that acts to minimize the domain
wall size when drawing samples from the thermal distribution (energy minimization). On the
other hand, larger domain walls have more configurational entropy — there are many ways to cut
through the graph with a cylindrically shaped membrane — an effect that acts to bring out more
domain walls in samples from the thermal distribution (entropy maximization). The question is,
which of these effects dominates? For a certain setting of the depth d and local dimension q, is
there long-range order, or is there exponential decay of correlations indicating disorder? Gener-
ally speaking, increasing depth magnifies both effects: cylindrical domain wall membranes must
be longer — meaning larger energy — when the depth is larger; however, longer cylinders also
have more ways of propagating through the graph. Meanwhile, increasing q only magnifies the
energetic effect since it increases the interaction strength and thus the energy cost of a domain
wall unit but leaves the configurational entropy unchanged.

Thus, in the limit of large q we expect the energetic effect to win out and the system to be
ordered for any circuit depth d and any circuit architecture. What about small q? Physically
speaking, q must be an integer at least 2 since it represents the local Hilbert space dimension
of the qudit. However, the statistical mechanical model itself requires no such restriction, and
we can allow q to vary continuously in the region [1,∞). Then for q→ 1, the energy cost of one
unit of domain wall becomes minimal (but it does not vanish). Depending on the exact circuit
architecture and the depth of the circuit, the system may experience a phase transition into the
disordered phase once q falls below some critical threshold qc. The depth-3 circuit with brickwork
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architecture that we present later in Section 6.4 provides an example of such a transition. It is
disordered when q = 2 and experiences a phase transition as q increases to the ordered phase at a
transition point we estimate to be roughly qc ≈ 6.

When q is fixed and d is varied, it is less clear what to expect. Suppose for small d, the system is
disordered. Then increasing d will amplify both the energetic and entropic effects, but likely not
in equal proportions. If the amplification of the energetic effect is stronger with increasing depth,
then we expect to transition from the disordered phase to the ordered phase at some critical value
of the depth dc. Without a better handle on the behavior of the stat mech model, we cannot
definitively determine if and when this depth-driven phase transition will happen.

However, we have other reasons to believe that there should be a depth-driven phase transi-
tion. In particular, we now provide an intuitive argument for why a disorder-order transition in
the parameter q should imply a disorder-order transition in the parameter d. Consider fixed d,
and another fixed integer r ≥ 1 such that d/r � 1. We may group together r × r patches of qudits
to form a “supersite” with local dimension qr

2
. Similarly, we may consider a “superlayer” of O(r)

consecutive unitary layers. Since O(r) layers is sufficient to implement an approximate unitary
k-design on a r × r patch of qudits (taking k = O(1)) [HM18], we intuitively take each superlayer
to implement a Haar-random unitary between pairs of neighboring supersites. Thus, a depth-d
circuit acting on qudits of local dimension q is roughly equivalent to a depth-O(d/r) circuit acting
on qudits of local dimension qr

2
in the supersite picture. If for a fixed d, we observe a disorder-

order phase transition for increasing q, then for fixed q and fixed d/r, we should also observe a
disorder-order phase transition with increasing r. Equivalently, we should see a transition for
fixed q and increasing d. This logic is not perfect because superlayers do not exactly map to layers
of Haar-random two-qudit gates between neighboring supersites, but nonetheless we take it as
reason to expect a depth-driven phase transition.

6.2 Efficiency of SEBD algorithm from stat mech

The efficiency of the SEBD algorithm relies on the error incurred during the MPS compression
being small. If the inverse error has a polynomial relationship (or better) with the bond dimension
of truncation, then the algorithm’s time complexity is polynomial (or better) in the inverse error
and the number of qudits. This will be the case if the MPS prior to truncation satisfies an area law
for the k-Rényi entropy for some 0 < k < 1. The stat mech mapping is unable to probe these values
of k. However, we hypothesize that the behavior of larger values of k is indicative of the behavior
for k < 1 since the examples where the k-Rényi entropy with k ≥ 1 satisfies an area law but efficient
MPS truncation is not possible require contrived spectrums of Schmidt coefficients. Although
some physical processes give rise to situations where the von Neumann and k-Rényi entropies
with k > 1 exhibit different behavior (see e.g. [Hua19], which showed that for random 1D circuits
without measurements but with the unitaries chosen to commute with some conserved quantity,
after time t the entropy is O(t) for k = 1 but O(

√
t log t) for k > 1), the numerical evidence we gave

in Section 4, where the scaling of all the k-Rényi entropies appears to be the same, suggests our
case is not one of these situations.

In Section 5.2 we discussed how for 1D circuits with alternating unitary and weak measure-
ment dynamics, there has been substantial numerical evidence for a phase transition from an
area-law phase to a volume-law phase as the parameters of the circuit are changed. We also re-
viewed previous work applying the stat mech model to this setting, and explicitly showed how
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there is a q-driven phase transition from an area law to volume phase for the quasi-entropy for
a specific choice of weak measurement. The SEBD algorithm simulating a 2D circuit of constant
depth made from Haar-random gates may be viewed as a system with very similar dynamics —
an alternation between entanglement-creating unitary gates and entanglement-destroying weak
measurements. However, none of the unitary-and-measurement models that have been previously
studied capture the exact dynamics of SEBD, one reason being that SEBD tracks the evolution of
several columns of qudits at once (recall it must include all qudits within the lightcone of the first
column). The Haar-random unitaries create entanglement within these columns of qudits, but not
in the exact way that entanglement is created by Haar-random nearest-neighbor gates acting on
a single column. Nonetheless, we expect the story to be the same for the dynamics of SEBD since
the main findings of studies of these unitary-and-measurement models have been quite robust
to variations in which unitary ensembles and which measurements are being implemented; we
expect that varying parameters of the circuit architecture like q and d can lead to entanglement
phase transitions, and thus transitions in computational complexity.

Indeed, the discussion from the previous section suggests precisely this fact. When we apply
the stat mech mapping directly to 2D circuits instead of to 1D unitary-and-measurement models,
we expect disorder-order phase transitions as both q and d are varied. To make the connection to
entanglement entropy explicit here, we note that after t steps of the SEBD algorithm, all

√
n qudits

in the first t columns of the
√
n ×
√
n lattice have been measured, and we have an MPS represen-

tation of the state on columns t + 1 through t + r, where r = O(d) is the radius of the lightcone
(which depends on circuit architecture, but cannot be larger than d). To calculate the entropy of
the MPS, we take the region A to be the top half of these r columns, and region C to be the bottom
half. Region B consists of the first t columns, which experience projective measurements. The pre-
scription for computing EU (Z2,A)/EU (Z2,∅) calls for determining the free energy cost of twisting
the boundary conditions in region A, which creates a domain wall along the A : C border. If the
bulk is in the ordered phase, then this domain wall membrane will penetrate through the graph
a distance of t, leading to a domain wall area of O(td). If the bulk is in the disordered phase, it
will only penetrate a constant distance, on the order of the correlation length ξ of the disordered
stat mech model, before being washed out by the disorder, leading to a domain wall area of only
O(ξd). The typical domain wall configurations before and after twisting boundary conditions in
the ordered and disordered phases is is reflected in the cartoon in Figure 13. As we discussed in
Section 5.2, we expect there to be a correspondence between the scaling of the domain wall size
and the free energy cost after twisting the boundary conditions of the stat mech model.

This implies that the quasi-entropy S̃2 is in the area (resp. volume) law phase when the classical
stat mech model is in the disordered (resp. ordered) phase. Heuristically we might expect the run-
time of the SEBD algorithm to scale like poly(n)exp

(
O(S̃2)

)
, suggesting that the disorder-to-order

transition is accompanied by an efficient-to-inefficient transition in the complexity of the SEBD al-
gorithm. Furthermore, near the transition point within the volume-law phase, the quasi-entropy
scales linearly with system size but with a small constant prefactor, suggesting that the SEBD run-
time, though exponential, could be considerably better than previously known exponential-time
techniques.

6.3 Efficiency of Patching algorithm from stat mech

We now study the predictions of the stat mech model for the fate of the Patching algorithm we
introduced in Section 2.4. To do so, we in turn study the predictions of the stat mech model for

56



(a) Ordered phase (b) Disordered phase

Figure 13: The stat mech mapping yields nodes arranged within a roughly
√
n × t × d prism.

(a) In the ordered phase, twisting the boundary conditions at the right boundary introduces a
domain wall between the two phases (indicated by red and blue) that propagates through the
bulk for a total area of O(td). (b) In the disordered phase, boundary conditions introduce bias
that is noticeable only within a constant O(ξ) distance of the boundary, and the domain wall
membrane introduced by twisting the boundary conditions is quickly washed out by the bulk
disorder (dotted purple). The total area is O(ξd).

entropic properties of the classical output distribution, as Patching is efficient if the CMI of the
classical output distribution is exponentially decaying with respect to shielded regions.

We have previously applied the stat mech model to study expected entropies of quantum
states. However, we now wish to study expected entropies of the classical output distribution. To
this end, we now consider the non-unitary quantum circuit consisting of the original, unitary cir-
cuit followed by a layer of dephasing channels applied to every qudit. The resulting mixed state
is classical (i.e., diagonal in the computational basis) and is exactly equal the output distribution
we want to study. That is, the state after application of the dephasing channels is

∑
xD(x) |x〉〈x|

where D is the output distribution of the circuit. Note that the application of the dephasing chan-
nel is not described in the formalism we have discussed previously, but is easily incorporated. In
particular, we need to compute the weights between the auxiliary node xa and the corresponding
outgoing node su associated with the unitary u that is the last in the circuit to act on qudit a. We
may update Eq. (40) (whose original form was derived in Appendix C) and compute the following,

letting |Φk〉 ≡
(∑q

i=1 |i〉 ⊗ |i〉
)⊗k

.

weight(〈suxa〉) = 〈Φk |(I ⊗Wσ−1
u

)

 q∑
i=1

|i〉〈i| ⊗ |i〉〈i|


⊗k

(I ⊗Wχa)|Φk〉 (60)

=
∑
i1,...,ik

〈i1, . . . , ik |Wσ−1
u
|i1, . . . , ik〉 〈i1, . . . , ik |Wχa |i1, . . . , ik〉 . (61)

We therefore see that weight(〈suxa〉) in this setting is exactly equal to the number of k-tuples
of indices (i1, . . . , ik) with ij ∈ [q] that are invariant under both permutation operators σu ,χa ∈ Sk
acting as σu · (i1, . . . , ik) = (iσ (1), . . . , iσ (k)). In fact, for our purposes, the auxiliary spin χa will either
be set to the identity e or to the k-cycle permutation (1 . . . k). In the former case, the weight reduces
to tr

(
Wσu

)
= qC(σu). In the latter case, since the only tuples that are invariant under application

of the cycle permutation (1 . . . k) are the q tuples of the form (x,x, . . . ,x) for x ∈ [q], the weight is
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simply q for all σu . Summarizing,

weight(〈suxa〉) =

qC(σu), χa = e

q, χa = (1 . . . k).
(62)

From these expressions, we may immediately note the following facts. First, flipping some aux-
iliary spin from e to (1 . . . k) cannot increase the weight of a configuration, and hence such a flip
corresponds to an increase in free energy. Second, if an auxiliary spin is in the (1 . . . k) configu-
ration, then the auxiliary spin may be effectively removed from the system since in this case the
contribution of the auxiliary spin to the weight of a configuration is constant across all configura-
tions.

With these modified weights, we may now compute “quasi-entropies” S̃k(X) as before, where
now in the k → 1 limit S̃k(X) approaches the expected Shannon entropy of the marginal of the
output distribution on subregion X, 〈S(X)D〉, where the average is over random circuit instances.

Disordered stat mech model suggests Patching is successful. We consider the quasi-CMI de-
fined by

Ĩ2(A : C|B) := S̃2(AB) + S̃2(BC)− S̃2(B)− S̃2(ABC), (63)

where all quasi-entropies are taken with respect to the collection of classical output distributions
that arise from the quantum circuit architecture. This definition is in analogy to the definition of
CMI as I(A : C|B) = S(AB)+S(BC)−S(B)−S(ABC) [CT91]. Note that we may define the quasi-k-CMI
Ĩk(A : C|B) analogously for any nonnegative k, and it holds that 〈I(A : C|B)D〉 = limk→1 Ĩk(A : C|B)
where the angle brackets denote an expectation over random circuit instances.

Recalling that S̃2(X) = F2,X −F2,∅, we may rewrite the quasi-2-CMI as

Ĩ2(A : C|B) = (F2,AB −F2,B)− (F2,ABC −F2,BC). (64)

In stat mech language, the quasi-CMI is essentially the difference in free energy costs of twist-
ing the boundary condition of subregion A in the case where (1) no other spins have boundary
conditions, and the case where (2) subregion C also has an imposed boundary condition.

Now, consider some random circuit family C with associated stat mech model that is in the
disordered phase for k = 2. For any subregion X of qudits, and partition of X into subregions
X = A∪B∪C, we expect this difference between free energy costs will decay exponentially with
the separation between A and C as

Ĩ2(A : C|B) ≤ poly(n,q)e−dist(A,C)/ξ (65)

where ξ is a correlation length. This is because in the disordered phase of the stat mech model,
information about the boundary of region C will be exponentially attenuated as the distance from
region C grows. If we take Ĩ2(A : C|B) as a proxy for the average CMI of the output distribution,
〈I(A : C|B)D〉, we conclude that the random circuit family C is poly(n,q)e−Θ(l)-Markov as defined
in Section 2.4. The results of that section then show that Patching can be used to efficiency
sample from the output distribution and estimate output probabilities with high precision and
high probability. We take this exponential decay of quasi-2-CMI as evidence that the average CMI
also decays exponentially, and therefore that Patching is successful.
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Ordered stat mech model suggests Patching is unsuccessful. We first obtain exact, closed form
results in the zero-temperature limit of the stat mech model, which corresponds to the q → ∞
limit. However, we expect that qualitatively similar results hold outside of this limit.

As before, consider the stat mech model obtained by applying dephasing channels to all qudits
after the application of all gates. Consider some connected, strict subset A of qudits on the origi-
nal grid. Suppose we are interested in the quasi-entropy S̃k(A) = (Fk,A − Fk,∅)/(k − 1) of the output
distribution on this region. This quantity is given by the free energy cost of twisting the boundary
conditions (auxiliary spins) associated with region A from e to (1 . . . k). The auxiliary spins associ-
ated with qudits in the complement of A are fixed to be in the identity permutation configuration,
e. For both sets of boundary conditions, all non-auxiliary spins will order in the configuration
e. This is because the configuration e maximizes the weights in Eq. (62) for spins connected to
auxiliary spins in the configuration e, and the weight of a spin connected to an auxiliary spin in
the configuration (1 . . . k) is independent of that spin’s configuration. Hence, regardless of the con-
figuration of the auxiliary spins, all bulk spins are in the identity permutation configuration in
the q→∞ limit of infinitely strong couplings.

Therefore, twisting a single auxiliary spin from e to (1 . . . k) results in a reduction of the total
weight by a factor of q/qC(e) = q/qk = q1−k , corresponding to a free energy increase of (k −1)log(q).
We therefore compute

S̃k(A) =
Fk,A −Fk,∅
k − 1

= |A| log(q). (66)

Note that this result is exact in the q→∞ limit. Notably, we find that all integer quasi-entropies
are equal in this limit, and so we may trivially perform the analytic continuation to the von Neu-
mann (i.e. Shannon) entropy:

〈S(A)〉 = lim
k→1
|A| log(q) = |A| log(q). (67)

Hence, in the q→∞ limit, the entropy of a strict subregion of the output distribution is maximal.
Now, let X denote the set of all qudits. We want to compute 〈S(X)〉. We again proceed by

computing the quasi-entropies:

S̃k(X) =
Fk,X −Fk,∅
k − 1

.

As before, for each auxiliary spin associated with region X that we “twist”, the weight of the
configuration is decreased by a factor of q1−k relative to the configuration in which all auxiliary
spins are set to e. However, in this case, as opposed to our previous calculation, all of the auxiliary
spins are twisted. Recall from Eq. (62) that the weight between a twisted auxiliary spin and a bulk
spin is independent of the value of the bulk spin. Hence, if all auxiliary spins are twisted, the
lowest energy state in the bulk is no longer just the configuration in which all spins take the value
e – in the absence of a symmetry-breaking boundary condition, there is now a global spin-flip
symmetry and the ground space is k!-fold degenerate, consisting of all configurations in which
all bulk spins are aligned. This symmetry contributes a factor of k! to the partition function and
− log(k!) to the free energy. We hence calculate

S̃k(X) = |A| log(q)−
log(k!)
k − 1

. (68)
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We now perform the analytic continuation to the Shannon entropy:

〈S(X)〉 = lim
k→1

S̃k(X) (69)

= |A| log(q)− lim
k→1

log(k!)
k − 1

(70)

= |A| log(q)−
1−γ
ln(2)

(71)

≈ |A| log(q)− 0.61, (72)

where γ ≈ 0.557 denotes the Euler constant. The expected Shannon entropy of the output dis-
tribution is therefore 1−γ

ln(2) less bits than maximal in the low-temperature limit, corresponding to
q→∞.

From the above facts, we can immediately compute the expected CMI of the output distribu-
tion in this limit. Let (A,B,C) be any partition of the qudits. We have

〈I(A : C|B)D〉 ≡ 〈S(AB)D + S(BC)D − S(B)D − S(ABC)D〉 (73)

= [(|A|+ |B|) log(q)] + [(|B|+ |C|) log(q)] (74)

− [(|B|) log(q)]− [(|A|+ |B|+ |C|) log(q)−
1−γ
ln(2)

] (75)

=
1−γ
ln(2)

≈ 0.61. (76)

We therefore find that in this limit, the expected CMI of the classical output distribution ap-
proaches a constant equal to 1−γ

ln(2) . While this result was derived with respect to the completely
ordered stat mech model, corresponding to q → ∞, we expect similar behavior for ordered stat
mech models in general. In particular, if X denotes the set of all qudits, in the case of an or-
dered kth-order stat mech model, S̃k(X) will similarly receive an extra contribution corresponding
to the global spin-flip symmetry, which will also be contributed to the corresponding quasi-CMI
Ĩk(A : C|B)D. Hence, we do not expect the quasi-CMIs to decay when the corresponding stat mech
model is in an ordered phase. We take this as evidence that the average CMI does not decay, and
therefore that Patching is not successful in efficiently sampling from the output distribution with
small error.

6.4 Depth-3 2D circuits with brickwork architecture

In the previous sections we discussed the implications of the stat mech mapping for random
2D circuits of variable depth d. In this section we fix d = 3 and examine the order or disorder
properties of the model. In particular, we choose uniform depth-3 circuits with the so-called
“brickwork” structure, where three layers of two-qudit gates are performed on a 2D lattice of
qudits as shown in Fig. 14(a). Note that this architecture was also introduced in Section 3; the
architecture we consider here is exactly the “extended brickwork architecture” of that section with
the extension parameter r fixed to be one.

This structure is known to be universal in the sense that one may simulate any quantum cir-
cuit using a brickwork circuit (with polynomial overhead in the number of qudits) by judiciously
choosing which two-qudit gates to perform and performing adaptive measurements [BFK09].
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(a) (b)

Figure 14: (a) Brickwork architecture. Qudits lie at location of black dots. Three layers of two-
qudit gates act between nearest-neighbor qudits — first qudits linked by a vertical purple edge,
then vertical orange, then horizontal green. In our SEBD simulation of this circuit architecture, we
sweep from left to right. (b) Result of stat mech mapping applied to brickwork circuit. Nodes are
implied to lie at the ends of each edge in the graph. Purple, orange, green edges carry Weingarten
weight. Black edges carry weight given by weight(〈su1

tu2
〉) = qC(σu1τ

−1
u2

)

Thus, it is hard to exactly sample or compute the output probabilities of brickwork circuits in
the worst case assuming the polynomial hierarchy does not collapse, and we expect neither the
SEBD algorithm nor the Patching algorithm to be efficient. However, we give evidence that these
algorithms are efficient in the “average-case,” where each two-qudit gate is Haar random, by con-
sidering the order/disorder properties of the stat mech model that the brickwork architecture
maps to.

Stat mech mapping for general k. The stat mech mapping proceeds as previously discussed for
2D circuits, but we will see that the brickwork architecture allows us to make some important
simplifications. Each gate in the circuit is replaced by a pair of nodes, which are connected with
an edge. Then, the outgoing nodes of the first (purple) layer are connected to the incoming nodes
of the second (orange) layer, and the outgoing nodes of the second (orange) layer are connected to
the incoming nodes of the third (green) layer. The resulting graph is shown in Fig. 14(b). Edges
connecting incoming and outgoing nodes of the same layer are shown in color (purple, orange,
green) and carry weight equal to the Weingarten function. Edges connecting subsequent layers
are black. No weak measurement is performed between layers, so we may take M = {Iq} along

each of the black edges. Thus, these edges carry weight given by weight(〈su1
tu2
〉) = qC(σuτ−1

u2
).

To perform the full mapping, we would also add a layer of auxiliary nodes to the graph and
connect them to the third layer. However, we will suppose that most of the qudits undergo pro-
jective measurement after the third layer, and thus the auxiliary nodes may be omitted for those
qudits. The auxiliary nodes will be important for any unmeasured qudits, but we assume these
exist only at the edges of the graph. We do not need to consider auxiliary nodes to understand the
bulk order/disorder properties of the model.

Looking at Fig. 14(b), we see that some of the nodes have degree 1 and connect to the rest
of the graph via a (purple or green) Weingarten link. We can immediately decimate these nodes

61



from the graph. For any τ , we have [Gu13]∑
σ∈Sk

wg(τσ−1,q2) =
∑
σ∈Sk

wg(σ,q2) =
(q2 − 1)!

(k + q2 − 1)!
(77)

which is independent of τ , so decimating these spins merely contributes the above constant to the
total weight. This constant will appear in both the numerator and denominator of quantities like
EU (Zk,A)/EU (Zk,∅), and we ignore them henceforth. The remaining graph can be straightened out,
yielding Fig. 15(a). The fact that Fig. 15(a) is a graph embedded in a plane that includes only two-
body interactions is one upshot of studying the brickwork architecture, as it makes the analysis
more straightforward and the stat mech model easier to visualize. This property and the fact that
the brickwork architecture is universal for MBQC constitute the primary reasons we studied this
architecture in the first place. Architectures with larger depth would lead to stat mech models
that cannot be straightforwardly collapsed onto a single plane while maintaining the two-body
nature of the interactions.

(a) (b)

Figure 15: (a) The graph that results from decimating degree-1 nodes in Fig. 14(b). Each thin
black link carries weight equal to the function qC(στ−1) while each thick orange link carries weight
equal to wg(στ−1,q2). (b) The graph that results from decimating all degree two nodes for the
graph in (a). For k = 2, both the horizontal orange and the vertical dark blue links are ferromag-
netic, but have different strengths.

Simplifications when k = 2. As in previous examples, we examine the k = 2 case. In this case we
might as well decimate all the degree-2 nodes in the graph in Fig. 15(a). This yields a graph with
entirely degree-3 nodes, as shown in Fig. 15(b). The graph has two kinds of links, both carrying
standard Ising interactions. The vertical dark blue links have weights given by

weight(〈susu′〉) =

q2(q2 + 1) if σuσu′ = e

q2(2q) if σuσu′ = (12)
(78)
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while the horizontal orange links have weights given by

weight(〈susu′〉) =

 1
q2(q4+1)2

(
q6 + q4 − 4q3 + q2 + 1

)
if σuσu′ = e

1
q2(q4+1)2

(
2q5 − 2q4 − 2q2 + 2q

)
if σuσu′ = (12)

(79)

Both of these interactions are ferromagnetic and become stronger as q increases. We may think
of the model as the square lattice Ising model for which 1/2 of the links carry a ferromagnetic
interaction of one strength, 1/4 of the links carry ferromagnetic interactions of another strength,
and the final 1/4 of the links have no interaction at all. The energy functional can be written

E/(kT ) = −Jvert

∑
〈ij〉

sisj − Jhoriz

∑
〈ij〉

sisj (80)

where si take on values in {+1,−1}. For q = 2 we have Jvert = log(5/4)/2 = 0.112 and Jhoriz =
log(53/28)/2 = 0.319. Both of these values are weaker than the critical interaction strength for
the square lattice Ising model of Jsquare = log

(
1 +
√

2
)
/2 = 0.441. This indicates that the graph

generated by the stat mech mapping on 2D circuits of depth 3 with brickwork architecture is in
the disordered phase when q = 2. This remains true for q = 3. For q = 4, Jhoriz = 0.500 > Jsquare,
but Jvert = 0.377 < Jsquare. Recall that 1/4 of the links can be thought to have J = 0 since they are
missing. Taking this into account, the value of J averaged over all the links remains below Jsquare
for q = 5, and slightly exceeds it for q = 6.

This indicates that when we run SEBD on these uniform depth-3 circuits with Haar-random
gates, the quantity S̃2 = O(1) (independent of the number of qudits n) when q = 2 or q = 3 (and
probably also for q = 4 and q = 5). Moreover, it indicates that for a partition of the output state
into regions A, B, and C, the quasi-2-CMI of the distribution over classical output distributions
Ĩ2(A : C|B) decays exponentially in dist(A,C). We take this as evidence that the SEBD and Patching

algorithms would be efficient for these circuits.
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A Relation to worst-to-average-case reductions based on truncated
Taylor series

In this section, we discuss the relation between our algorithms (SEBD and Patching) applied to
the computation of output probabilities and a recent result [Bou+19] on the hardness of average-
case simulation of random circuits based on polynomial interpolation. In particular, we discuss

7http://itensor.org
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how this polynomial interpolation argument is insufficient to show that the task of even exactly
computing output probabilities and sampling from the output distribution of a constant-depth
Haar-random circuit instance with high probability using our algorithms is classically hard, even
though these circuits possess worst-case hardness. We first briefly review their technique before
discussing a limitation in the robustness of the polynomial interpolation scheme. We then discuss
how this robustness limitation makes the interpolation scheme inapplicable to our algorithms.

The main point is that our algorithms exploit unitarity (via the fact that gates outside of the
lightcone of the qudits currently under consideration are ignored), but the hardness result of
[Bou+19] holds with respect to circuit families that are non-unitary, albeit very close to unitary in
some sense. Our algorithms are unable to simulate these slightly non-unitary circuits to the pre-
cision required for the worst-to-average case reduction, regardless of how well they can simulate
Haar-random circuit families. While it is true that in this scheme there is an adjustable parameter
K which, when increased, brings the non-unitary circuit family closer to approximating the true
Haar-random family, increasing K also increases the degree of the interpolating polynomial. This
makes the interpolation more sensitive to errors in such a way that, for any choice of K , the robust-
ness that the interpolation can tolerate is not large enough to overcome the inherent errors that
our algorithms make when trying to simulate these non-unitary families. The existence of simu-
lation algorithms like SEBD and Patching, which exploit the unitarity of the circuit, may present
an obstruction to applying worst-to-average-case reduction techniques that obtain a polynomial
structure at the expense of unitarity. Note that, as discussed in the main text, a very recent al-
ternative worst-to-average case reduction [Mov19] based on “Cayley paths” rather than truncated
Taylor series does not suffer from this same limitation.

Background: truncated Haar-random circuit ensembles and polynomial interpolation

In this section, we give an overview (omitting some details) of the interpolation technique of
[Bou+19] used to show their worst-to-average-case reduction, partially departing from their nota-
tion. Suppose U is a unitary operator. Then we define the θ-contracted and K-truncated version

of U to be U ′(θ,K) = U
∑K
k=0

(−θ lnU )k

k! . Note that U ′(θ,∞) = Ue−iθ(−i lnU ) is simply U pulled-back
by angle θ towards the identity operator I . Note that U ′(0,∞) = U and U ′(1,∞) = I . For U ′(θ,K)
for K <∞, the operator that performs this pullback is then approximated by a Taylor series which
is truncated at order K . If K <∞, U ′(θ,K) is (slightly) non-unitary.

SupposeC is some circuit family for which computing output probabilities up to error 2−poly(n)

is classically hard. Now, for each gate G in C, multiply that gate by H ′(θ,K) with H Haar-
distributed and supported on the same qubits asG. This yields some distribution over non-unitary
circuits that we call D(C,θ,K). Note that if θ = 0, D exactly becomes the Haar-random circuit dis-
tribution with the same architecture as C. When θ = 1, the hard circuit C is recovered up to some
small correction due to the truncation. If K is sufficiently large, we can assume that computing
output probabilities for this slightly perturbed version of C is also classically hard.

Fix some circuit A drawn from H(C), the distribution over circuits with the same architecture
as C with gates chosen according to the Haar measure. Let A(C,θ,K) denote the circuit obtained
when the θ-pulled-back and K-truncated gates of A are multiplied with their corresponding gates
in C. Note that A(C,θ,K) is distributed as D(C,θ,K). Define the quantity

p0(A,θ,K) := | 〈0|A(C,θ,K)|0〉|2. (81)
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Assuming the circuit C has m gates, it is easy to verify that p0(A,θ,K) may be represented
as a polynomial in θ of degree 2mK . Note also that p0(A,1,∞) = p0(C), which is assumed to be
classically hard to compute.

Now, assume that there exists some classical algorithm A and some ε = 1/ poly(n) such that,
for some fixed K ≤ poly(n) and for all 0 ≤ θ ≤ ε, A can compute p0(A,θ,K) up to additive error
δ ≤ 2−n

c
for some constant c, with probability 1 − 1/ poly(n) over A(C,θ,K) ∼ D(C,θ,K). Then, A

may evaluate p0(A,θ,K) for 2mK + 1 evenly spaced values of θ in the range [0,ε] (up to very small
error), and construct an interpolating polynomial q0(A,θ,K). By a result of Rakhmanov [Rak07],
there is some interval [a,b] ⊂ [0,ε] such that b − a ≥ 1/ poly(n) and |p0(A,θ,K)− q0(A,θ,K)| ≤ 2−n

c′

for θ ∈ [a,b] where c′ depends on c. One then invokes the following result of Paturi.

Lemma 13 ([Pat92]). Let p : R→ R be a real polynomial of degree d, and suppose |p(x)| ≤ δ for all
|x| ≤ ε. Then |p(1)| ≤ δe2d(1+1/ε).

Applying this result, we find |p0(A,1,K)−q0(A,1,K)| ≤ 2−n
c′
epoly(n,m,K). If c is sufficiently large,

then |p0(A,1,K)− q0(A,1,K)| ≤ 2−poly(n) and the quantity q0(A,1,K) is hard to compute classically.
But this would be a contradiction, because q0(A,1,K) can be efficiency evaluated classically by
performing the interpolation.

Hence, this argument shows that for some choice of K and a sufficiently large c depending
on K , computing output probabilities of circuits in the truncated families D(C,θ,K) with θ ≤
1/ poly(n) up to error 2−n

c
is hard (assuming standard hardness conjectures).

Limitation of the interpolation argument

The above argument shows that the average-case simulation of some family D(C,θ,K) of non-
unitary circuits which in some sense is close to the corresponding Haar-random circuit family to
precision 2−poly(n) is classically hard, if simulating C is classically hard and the polynomial in the
exponent is sufficiently large.

We now explain how, based on this argument, we are unable to conclude that exactly comput-
ing output probabilities of Haar-random circuits is classically hard.8 In other words, suppose that
with probability 1 − 1/ poly(n), some algorithm A can exactly compute output probabilities from
the distribution H(C). We argue that a straightforward application of the above result based on
Taylor series truncations and polynomial interpolation is insufficient to compute p0(C) with small
error.

Consider some circuit realization A drawn from H(C), and assume that we can exactly com-
pute its output probability p0(A). To use the argument of [Bou+19], we actually need to compute
p0(A,θ,K) for some fixed value of K and θ in some range [0,ε]. We first find an upper bound
for ε which must be satisfied for the interpolation to be guaranteed to succeed with high proba-
bility. To this end, we note that [Bou+19] the total variation distance between the distributions
D(C,θ,∞) and D(C,0,∞) is bounded by O(mθ). Hence, if we try to use the algorithm A to esti-
mate p0(A,θ,∞), the failure probability over random circuit instances could be as high as O(mθ).
Therefore, since the θ values to be evaluated are uniformly spaced on the interval [0,ε], the union

8A similar argument recently appeared independently in [Mov19]. That argument shows that K must be at least
exponentially large for the interpolation result to work for non-truncated Haar-random circuits, while we argue that in
fact no value of K is sufficient.
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bound tells us that the probability that one of the 2mK + 1 values p0(A,θ,K) is erroneously eval-
uated is bounded by O(m2Kε). Hence, in order to ensure that all 2mK + 1 points are correctly
evaluated, we should take ε ≤O(1/m2K).

Now, assume that we have chosen ε ≤O(1/m2K) and all 2mK +1 points p0(A, ·,∞) are correctly
evaluated. Let θ be one of the evaluation points. We now must consider the error made by approx-
imating the “probability” associated with the truncated version of the circuit with the probability
associated with the untruncated version of the circuit, namely |p0(A,θ,∞)−p0(A,θ,K)|. This error
associated with the truncated Taylor series is upper bounded by δ ≤ 2O(nm)

K! [Bou+19].
Plugging these values into Lemma 13, we find that if we use these values to try to interpolate

to the classically hard-to-compute quantity p0(C,1,K), the error bound guaranteed by Paturi’s
lemma is no better than 2O(nm)

K! exp
(
O(2mK(1 +m2K))

)
, which diverges in the limit n→∞ for any

scaling of m and K . Hence, the technique of [Bou+19] is insufficient to show that exactly com-
puting output probabilities of circuits drawn from the Haar-random circuit distribution HC with
high probability is hard.

Intuitively, the limitation arises because there is a tradeoff between the amount of truncation
error incurred and the degree of the interpolating polynomial. As the parameter K is increased,
the truncation error is suppressed, but the degree of the interpolating polynomial is increased,
making the interpolation more sensitive to errors.

Inapplicability to SEBD and Patching

To summarize the findings above, the argument of [Bou+19] for the hardness of computing out-
put probabilities of random circuits applies not directly to Haar-random circuit distributions, but
rather to distributions over slightly non-unitary circuits that are exponentially close to the corre-
sponding Haar distributions in some sense. We argued that the interpolation scheme cannot be
straightforwardly applied to circuits that are truly Haar-random, and therefore it cannot be used
to conclude that simulating truly Haar-random circuits, even exactly, is classically hard.

A priori, it is not obvious whether this limitation is a technical artifact or a more fundamental
limitation of the interpolation scheme. In particular, one might imagine that if some algorithm A
is capable of exactly simulating Haar-random circuit families, some modified version of the algo-
rithm A′ might be capable of simulating the associated truncated Haar-random circuit families,
at least up to the precision needed for the interpolation argument to work. If this were the case,
then the hardness argument would be applicable.

However, SEBD and Patching appear to be algorithms that cannot be straightforwardly used
to efficiently simulate truncated Haar-random circuit families to the precision needed for the in-
terpolation to work, even under the assumption that they can efficiently, exactly simulate Haar-
random circuit families. This is because the efficiency of these algorithms crucially relies on the
existence of a constant-radius lightcone for constant-depth circuits. The algorithm is able to ig-
nore all qubits and gates outside of the lightcone of the sites currently being processed. However,
the lightcone argument breaks down for non-unitary circuits. If the gates are non-unitary and we
want to perform an exact simulation, we are left with using Markov-Shi or some other general-
purpose tensor network contraction algorithm, with a running time of 2O(d

√
n) for a depth-d circuit

on a square grid of n qubits.
Consider what happens if one tries to use one of these algorithms to compute output “prob-

abilities” for a slightly non-unitary circuit coming from a truncated Haar-random distribution
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D(C,θ,K), and then use these computed values to interpolate to the hard-to-compute value
p0(C,1,K) via the interpolating polynomial of degree 2mK proposed in [Bou+19]. Even with-
out any other sources of error, when one of these algorithms ignores gates outside of the current
lightcone, it is essentially approximating each gate outside the lightcone as unitary. This causes an
incurred error bounded by 2O(nm)/K! for the computed output probability. Then, by an argument
essentially identical to the one appearing in the previous section, one finds that this error incurred
just from neglecting gates outside the lightcone is already large enough to exceed the error per-
mitted for the polynomial interpolation to be valid. We conclude that this worst-to-average-case
reduction based on truncated Taylor series expansions cannot be used to conclude that it is hard
for SEBD or Patching to exactly simulate worst-case hard shallow Haar-random circuits with high
probability.

B Deferred proofs

Lemma 1. Let εi denote the sum of the squares of all singular values discarded in the compression during
iteration i of the simulation of a circuit C with output distribution DC by SEBD with no bond dimension
cutoff, and let Λ denote the sum of all singular values discarded over the course of the algorithm. Then
the distribution D′C sampled from by SEBD satisfies

1
2

∥∥∥D′C −DC∥∥∥1
≤ E

L2∑
i=1

√
2εi ≤

√
2EΛ, (6)

where the expectations are over the random measurement outcomes.

Proof. We rely upon a well-known fact about the error caused by truncating the bond dimension
of a MPS, which we state in Lemma 14.

Lemma 14 (follows from [VC06]). Suppose the MPS
∣∣∣ψ〉

is compressed via truncation of small singular

values, and ε is the sum of the squares of the discarded singular values. Then if
∣∣∣ψ(t)

〉
is the truncated

version of the MPS after normalization,

‖|ψ〉〈ψ| − |ψ(t)〉〈ψ(t)|‖1 ≤
√

8ε. (82)

The second inequality follows from the fact that
√∑

i x
2
i ≤

∑
i xi for xi ≥ 0. To prove the first

inequality, we start by considering the version of the algorithm with no truncation, which we have
argued samples exactly from D. LetNt denote the TPCP map corresponding to the application of
gates that have come into the lightcone of column t and the measurement of column t. That is,

Nt(ρ) =
∑

xt

Π
xt
t VtρV

†
t Π

xt
t , (83)

where xt indexes (classical) outcome strings of column t. Note that Nt(ρ) is a classical-quantum
state for which the sites corresponding to the first t columns are classical, and the quantum reg-
ister consists of sites which are in the lightcone of column t but not in the first t columns. Define
ρt := Nt−1(ρt−1) and ρ1 := |1〉〈1|⊗L1

column 1
, so that ρL2+1 is a classical state exactly corresponding to

output strings on the L1 ×L2 grid distributed according to D.
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Now consider the “truncated” version of the algorithm, which is defined similarly except we
use σt to denote the state of the algorithm immediately after the truncation at the beginning of
iteration t. That is, we define

σt := (Tt ◦Nt−1)(σt−1), (84)

where Tt denotes the mapping corresponding to the MPS truncation and subsequent renormal-
ization at the beginning of iteration t, and we define σ1 := T1(ρ1) = ρ1 (there is no truncation at
the beginning of the first iteration since the initial state is a product state).

We now have

‖DC −D′C‖1 = ‖ρL2+1 − σL2+1‖1 (85)

≤ ‖ρL2+1 −NL2
(σL2

)‖1 + ‖NL2
(σL2

)− σL1+1‖1 (86)

≤ ‖ρL2
− σL2

‖1 + ‖NL2
(σL2

)− σL2+1‖1, (87)

where the first inequality follows from the triangle inequality, and the second from contractivity
of TPCP maps. Applying this inequality recursively yields

∥∥∥DC −D′C∥∥∥1
≤

L2∑
i=1

‖Ni(σi)− σi+1‖1 =
L2−1∑
i=1

‖Ni(σi)− (Ti+1 ◦Ni)(σi)‖1 (88)

where we also used the fact that no truncation occurs after NL2
is applied (i.e. TL2+1 acts as the

identity). Now, note that ‖Ni(σi)− (Ti+1 ◦Ni)(σi)‖1 is exactly the expected error in 1-norm caused
by the truncation in iteration i + 1. (This is true because of the following fact about classical-

quantum states:
∥∥∥∥Ei |i〉〈i|C ⊗ (

∣∣∣ψi〉〈ψi ∣∣∣Q − ∣∣∣φi〉〈φi ∣∣∣Q)
∥∥∥∥

1
= Ei

∥∥∥∣∣∣ψi〉〈ψi ∣∣∣− ∣∣∣φi〉〈φi ∣∣∣∥∥∥1
where {|i〉C}i is an

orthonormal basis for the Hilbert space associated with register C.) By Lemma 14, this quantity is
bounded by E

√
8εi+1. Substituting this bound into the summation yields the desired inequality.

Lemma 7. Let λ1 ≥ λ2 ≥ · · · denote the half-chain Schmidt values after at least n/2 iterations of the toy
model process. Then with probability at least 1 − δ the half-chain Schmidt values indexed by i ≥ i∗ =
exp

(
Θ(

√
log(n/δ))

)
obey the asymptotic scaling

λi ∝ exp
(
−Θ(log2(i))

)
. (15)

Furthermore, upon truncating the smallest Schmidt coefficients up to a truncation error of ε, with prob-
ability at least 1− δ, the half-chain Schmidt rank r of the post-truncation state obeys the scaling

r ≤ exp
(
Θ
(√

log(n/εδ)
))
. (16)

Proof. Suppose that an EPR pair is measured 2t times, corresponding to each of the two qubits
being measured t times. A calculation shows that the probability of obtaining s M1 outcomes is
given by a mixture of two binomial distributions. Letting S be the random variable denoting the
number of M1 outcomes, we find

Pr[S = s] =
1
2

Pr
[
B2t,sin2(θ/2) = s

]
+

1
2

Pr
[
B2t,cos2(θ/2) = s

]
, (89)
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where Bn,p denotes a binomial random variable associated with n trials and success probability p.
If after the 2t measurements we obtain outcome M1 s times, the post-measurement state is given
by (up to normalization)

|00〉+ tan2(t−s)(θ/2) |11〉 . (90)

Note that s can be assumed to be generated by sampling from either B2t,sin2(θ/2) or B2t,cos2(θ/2) with
probability 1/2 each. In the former case, the post-measurement state may be written

|00〉+ tan2
(
t−B2t,sin2(θ/2)

)
(θ/2) |11〉 = |00〉+ tan2t cos(θ)−2X2t,sin2(θ/2)(θ/2) |11〉 (91)

where we have defined the random variable X2t,sin2(θ/2) via Bn,p = np +Xn,p. That is, the random
variable Xn,p is distributed as a binomial distribution shifted by its mean. Now, defining γ :=
(tan(θ/2))2cos(θ) and X ′n,p = Xn,p/ cos(θ), we may write the post-measurement state as

|00〉+γ t−X
′
2t,sin2(θ/2) |11〉 . (92)

We assume WLOG that 0 < θ < π/2, so that 0 < γ < 1. Similarly, if s is drawn from B2t,cos2(θ/2),
then the post-measurement state is given by

|00〉+γ−t−X
′
2t,cos2(θ/2) |11〉 . (93)

Note that, under a relabeling of basis states 0↔ 1, the post-measurement state in this case is

|00〉+γ t−X
′
2t,sin2(θ/2) |11〉 , (94)

where we used the fact that −X ′2t,cos2(θ/2) is distributed identically to X ′
2t,sin2(θ/2)

. Since we will

be interested in studying the entanglement spectrum of this process, which is invariant under
such local basis changes, we may assume WLOG that the random post-measurement state after 2t

measurements is given by |00〉+γ t−X
′
2t,sin2(θ/2) |11〉.

We can then model the final state as⊗
t

|00〉+γ t−X
′
2t,sin2(θ/2) |11〉 (95)

up to normalization. This allows an estimate of the tradeoff between rank, truncation error, and
associated probability of success.

Let Q(`) denote the number of “strict partitions” of `, i.e. the number of ways of writing
` = t1 + t2 + . . . for positive integers t1 < t2 < . . . . Precise asymptotics are known for Q(`) (see
https://oeis.org/A000009 and [Ayo63]):

Q(`) = exp
(
Θ(
√
`)
)
. (96)

By expanding Eq. (95) as a superposition over computational basis states, we obtain the unnor-
malized Schmidt coefficients λ̃1 ≥ λ̃2 ≥ · · · ; each coefficient in the expansion gives an unnormal-
ized Schmidt coefficient. There are Q(`) unnormalized Schmidt coefficients that are distributed

as γ
`−X ′

2`,sin2(θ/2) , where we used the fact that X ′
t1,sin2(θ/2)

+X ′
t2,sin2(θ/2)

is distributed as X ′
t1+t2,sin2(θ/2)

.

We say that these Q(`) coefficients live in sector `. For a fixed probability p, let K`,p denote the
smallest positive integer for which, with probability at least 1−p, all sector-` coefficients lie in the

69

https://oeis.org/A000009


range [γ`+K`,p ,γ`−K`,p ]. By the union bound, to upper bound K`,p it suffices to find an integer a for
which

Pr
[∣∣∣∣X ′2`,sin2(θ/2)

∣∣∣∣ ≥ a] ≤ p

Q(`)
= pexp

(
−Θ(
√
`)
)
. (97)

By Hoeffding’s inequality, we have Pr
[∣∣∣∣X ′2`,sin2(θ/2)

∣∣∣∣ ≥ a] ≤ exp
(
−Θ(a2/`)

)
; this yields the bound

K`,p ≤Θ

(√
` log(1/p) + `

√
`

)
. (98)

Furthermore, note that since there are Θ(n2) sectors, by the union bound, with probability at least
1−δ, for each sector j, all coefficients lie in the range [γ j+Kj,p ,γ j−Kj,p ] if we take p to be p = δ/Θ(n2).
We make this choice of p and assume for the remainder of the argument that all coefficients of
sector j lie in the given range, which is true with probability at least 1 − δ. We also note the
following fact which will be used below: if ` and p are related as ` ≥Θ(log(1/p)), then K`,p =O(`).

Still working with the unnormalized state of Eq. (95), we now study the scaling between the
Schmidt index i and corresponding coefficient λ̃i for i in the regime i ≥ exp

(
Θ(

√
log(1/p))

)
. Note

that λ̃i = γ` for some integer `. We first lower bound `. Note that the lower bound is achieved if,
for each sector j, all coefficients in that sector are equal to γ j−Kj,p . In this case, the exponent ` is
equal to `′ −K`′ ,p, where `′ is the smallest integer such that

i ≤
`′∑
j=1

Q(`′) = exp
(
Θ(
√
`′)

)
. (99)

Rearranging, we see that `′ = Θ(log2(i)) ≥ Θ(log(1/p)), and hence ` = Θ(log2(i)) since `′ −K`′ ,p =
Θ(`′). Similarly , an upper bound on ` is achieved if, for each sector j, all coefficients in that sector
are equal to γ j+Kj,p . In this case, ` is equal to `′ +K`′ ,p, where `′ is defined as above. This yields
a matching upper bound for ` of Θ(log2(i)). We therefore have the scaling ` = Θ(log2(i)), which,
using the fact that λ̃i = γ` yields

λ̃i = exp
(
Θ(− log2(i))

)
, i ≥ exp

(
Θ(

√
log(1/p))

)
. (100)

Noting that λi is proportional to λ̃i via λi = 1
N λ̃i with N =

√∑
i λ̃

2
i , this shows the first statement

of the lemma.
Now, suppose that for some i ≥ i∗ = exp

(
Θ(

√
log(1/p))

)
, we truncate all Schmidt coefficients

with index ≥ i. The incurred truncation error is

ε =
∑
j≥i

λ2
j <

∑
j≥i

λ̃2
j = exp

(
−Θ(log2(i))

)
(101)

where the inequality holds because the unnormalized state has norm strictly greater than one (i.e.
N > 1). Rearranging, this becomes

i ≤ exp
(
Θ(

√
log(1/ε))

)
. (102)
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Hence, if we truncate the state at the end of the process up to a truncation error of ε, the rank r of
the post-truncation state is bounded by

r ≤max
(
exp

(
Θ(

√
log(1/ε))

)
,exp

(
Θ(

√
log(1/p))

))
= exp

Θ √log
( n
ε · δ

) (103)

as desired, where we used the relation p = δ/Θ(n2).

Lemma 11. Suppose a 1D random circuit C is applied to qubits {1, . . . ,n} consisting of a layer of 2-
qubit Haar-random gates acting on qubits (k,k + 1) for odd k ∈ {1, . . . ,n − 1}, followed by a layer of
2-qubit Haar-random gates acting on qubits (k,k + 1) for even k ∈ {1, . . . ,n − 1}. Suppose the qubits
of region B := {i, i + 1, . . . , j} for j ≥ i are measured in the computational basis, and the outcome b is
obtained. Then, letting

∣∣∣ψb〉 denote the post-measurement pure state on the unmeasured qubits, and
letting A := {1,2, . . . , i − 1} denote the qubits to the left of B,

ES(A)ψb ≤ c
|B| (23)

for some universal constant c < 1, where the expectation is over measurement outcomes and choice of
random circuit C.

Proof. We will use a smaller technical lemma, which we state and prove below.

Lemma 15. Let
∣∣∣ψ〉

AB
be some state on subsystems A and B with subsystem B a qubit, and let |H〉CD be

some two-qubit Haar-random state on subsystems C and D. Suppose a Haar-random two-qubit gate U
is applied to subsystems B and C. If subsystem B is measured in the computational basis and outcome
b is obtained, then the von Neumann entropy of the post-measurement state

∣∣∣ψb〉ABCD in subsystem A
satisfies

E
b,H,U

S(A)ψb ≤ c · S(A)ψ (104)

for some constant c < 1, where the expectation is over the random measurement outcome, the random
state |H〉CD , and the Haar-random unitary U .

Proof. Consider the Schmidt decomposition
∣∣∣ψ〉

AB
=
√
p |e1〉A |f1〉B +

√
1− p |e2〉A |f2〉B where we as-

sume WLOG that p ≥ 1/2. We also assume that p < 1, because the statement is trivially true for any
value of c when p = 1. Note that the entanglement entropy of this state is simply S(A)ψ = H2(p)
where H2(p) := −p logp − (1 − p) log(1− p) is the binary entropy function. Let M0 := (Π0 ⊗ I)U
and M1 := (Π1 ⊗ I)U denote the measurement operators acting on subsystems B and C, where
Πi denotes the projector onto the computational basis state |i〉 and U is the Haar-random unitary
applied to subsystems B and C. Let X denote a random variable equal to 1 with probability p
and equal to 2 with probability 1 − p. Let Y denote the measurement outcome of {M0,M1} when
applied to the state |eX〉A |fX〉B |H〉C,D . The probability of obtaining measurement outcome b on
the original state is simply Pr(Y = b), and the post-measurement state after obtaining outcome b
is

1√
Pr(Y = b)

(√
p ·Pr(Y = b|X = 1) |e1〉A |b〉B

∣∣∣φb,1〉C,D +
√

(1− p) ·Pr(Y = b|X = 2) |e2〉A |b〉B
∣∣∣φb,2〉C,D)

(105)

=
√

Pr(X = 1|Y = b) |e1〉A |b〉B
∣∣∣φb,1〉C,D +

√
Pr(X = 2|Y = b) |e2〉A |b〉B

∣∣∣φb,2〉C,D (106)
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where
∣∣∣φb,j〉C,D are normalized states on subsystems C and D. Define

ε := min
b
|〈φb,1|φb,2〉|2. (107)

Letting ρA,b denote the reduced density matrix on subsystem A of the post-measurement state
after obtaining measurement outcome b, the maximal eigenvalue of this matrix is lower bounded
as λmax(ρA,b) ≥ Pr(X = 1|Y = b) + εPr(X = 2|Y = b). (To see this, observe that the reduced den-
sity matrix on CD is σ = Pr(X = 1|Y = b)

∣∣∣φb,1〉〈φb,1∣∣∣ + Pr(X = 2|Y = b)
∣∣∣φb,2〉〈φb,2∣∣∣, and the max-

imal eigenvalue is lower bounded as λmax(ρA,b) = λmax(σ ) ≥
〈
φb,1

∣∣∣σ ∣∣∣φb,1〉 ≥ Pr(X = 1|Y = b) +
εPr(X = 2|Y = b)). Furthermore, note that

E
Y
λmax(ρA,Y ) ≥ E

Y
[Pr(X = 1|Y ) + εPr(X = 2|Y )] = p+ ε(1− p). (108)

Now, using concavity of the binary entropy function, we have

E
Y
S(A)ψY = E

Y
H2(λmax(ρA,Y )) ≤H2(E

Y
λmax(ρA,Y )) ≤H2(p+ ε(1− p)). (109)

Consider the ratio r(p,ε) := H2(p+ε(1−p))
H2(p) . We want to argue that for any ε > 0, r(p,ε) is bounded

away from one on the interval p ∈ [1/2,1). This statement is clearly true for any p bounded away
from one since H2 is monotonically decreasing on the interval [1/2,1). Furthermore, it is straight-
forward to show limp→1 r(p,ε) = 1− ε. Hence, we have

EY S(A)ψY
S(A)ψ

≤ r(p,ε) ≤ c(ε) (110)

where c(ε) < 1 unless ε = 0. We now average both sides over the choice of Haar-random state on
CD as well as the Haar-random unitary U acting on BC. Since the event ε > 0 occurs with nonzero
probability (in fact, with probability one), we have the strict inequality EH,U [c(ε)] := c < 1, from
which the desired inequality follows.

We may assume that i , 0 and j , n, as in these cases we trivially have S(ρA(b)) = 0. The post-
measurement state may be constructed as follows. Apply all gates in the lightcone of qubit i, then
measure qubit i. Now apply all gates in the lightcone of qubit i + 1 not previously applied, then
measure qubit i + 1. Assume that qubits are introduced only when they come into the lightcone
under consideration. Iterate until all qubits in region B have been measured. Finally, apply any
gates that have not yet been applied. It is straightforward to verify that this is equivalent to
applying all gates of the circuit before performing the measurement of region B, in the sense that
the measurement statistics are the same, and the post-measurement state given some outcome b
is the same.

By Lemma 15, after the first iteration we are left with the state
∣∣∣ψ〉

LR

∣∣∣bi1〉i1 , such that ES(L)ψ ≤ c
for some constant c < 1. In all iterations, we let L denote the current subsystem to the left of the
measured qubits, and R denote the subsystem to the right of the measured qubits. Now consider
the second iteration. Depending on whether i was even or odd, R may consist of one or two
qubits immediately after the measurement of i. In the former case, we may apply Lemma 15
again, obtaining ES(L)ψ ≤ c2 after the measurement of qubit i + 1, and obtaining a two-qubit
subsystem to the right of the measured qubits. In the latter case, as a consequence of concavity
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of von Neumann entropy, we have ES(L)ψ ≤ c after measurement, and are left with a one-qubit
subsystem to the right of the measured qubits. Iterating this process, after all qubits of subregion
B have been measured, we are left with some state

∣∣∣ψ〉
LR

such that ES(L)ψ ≤ c|B|/2 ≤ c′|B| where

c′ =
√
c < 1. Finally, local unitary gates are applied to

∣∣∣ψ〉
LR

to obtain the final post-measurement
state on the entire chain. Since each unitary is applied to only the left of region B or only the
right of region B, the entanglement entropy across the (A,Ac) cut is unaffected by these gates, and
remains bounded by c|B| in expectation.

C Justification of stat mech mapping

In this appendix, we provide the justification for the procedure in Section 5.1. Namely, we show
that Eq. (37), which expresses EU (Zk,∅/A) as a partition function, is correct, and we derive the
equations for the weights of the stat mech model.

To begin, for any integer k ≥ 2, we rewrite Zk,∅/A from Eqs. (32) and (33) as

Zk,∅ = tr[(ρ⊗ . . .⊗ ρ)] (111)

Zk,A = tr
[
(ρ⊗ . . .⊗ ρ)W (A)

(1...k)

]
(112)

where each trace includes k copies of ρ and W (A)
(1...k) is the linear operator that performs a k-cycle

permutation, denoted (1 . . . k) in cycle notation, of the copies for qudits within region A while
leaving the copies of the qudits outside of A unpermuted. When k = 2 there are two copies of ρ

and W (A)
(12) is the swap operator for qudits in A.

After substituting Eq. (30) for each copy of ρ that appears in the equations above, we obtain
an expression with k copies of each unitary Uu and k copies of its adjoint U†u , as well as k copies
each of Mu , M†u , M ′u , and M ′u

†. Taking the expectation EU (Zk,∅/A) introduces integrals over Uu
and expectations over Mu and M ′u drawn from distributions µu and µ′u , for each u. To perform
the integrals, we rely on techniques for integration over the Haar measure, invoking the formula
[Col03; CŚ06] ∫

U (q2)
dU Ui1j1 . . .UikjkU

†
i′1j
′
1
. . .U†i′kj ′k

=
∑
σ,τ∈Sk

δσ (~i,~j ′)δτ (~i′ ,~j)wg(τσ−1,q2) (113)

where on the left hand side Uij is the (i, j) matrix element of the unitary U and on the right hand

side Sk is the symmetric group, δσ (~i,~j ′) is shorthand for
∏k
a=1 δiaj ′σ (a)

and wg(τσ−1,q2) is the Wein-
garten function, which can be defined in several ways, for example by the following expansion
[Col03; CŚ06] over irreducible characters of the symmetric group Sk

wg(π,q2) =
1

(q2)!2

∑
λ

χλ(e)2

sλ,q2(1)
χλ(π) (114)

where the sum is over all partitions λ of the integer k, χλ is the irreducible character of Sk as-
sociated with the partition λ, e is the identity permutation, and sλ,q2(1) is the Schur polynomial
evaluated at 1 which is equal to the dimension of the representation of U (q2) associated with λ.
Note that there exist permutations π for which wg(π,q2) is negative.

73



In words, formula (113) states that Haar integration can be performed by summing over all
ways of pairing up the incoming index for each of the k copies of U with an outgoing index of a
copy ofU†, and the incoming index of each copy ofU† with an outgoing index of a copy ofU . The
permutations σ,τ ∈ Sk encode which copies are paired with each other, and each permutation pair
(σ,τ) is weighted by wg(τσ−1,q2) in the sum. It is helpful to think of this formula graphically, as
in Figure 16, where we have depicted how the indices pair up after integration over a two-qudit
Haar-random unitary.

(a) Haar integration formula applied to k copies of two-qudit gate

(b) Mapping of unitary in circuit diagram

Figure 16: (a) Graphical depiction of Haar integration formula. (b) Haar integration formula
allows us to replace Haar-random unitaries from circuit diagram with sums over configurations
on a graph with nodes taking values in Sk , and edges between graphs contributing a factor to the
weight of a configuration.

By applying this formula to all of the Haar-random gates, all of the integrals are eliminated
and the tensor network representation of Zk,∅/A can be expressed as a weighted sum over many
networks, where each network in this sum corresponds to some choice of (σu , τu) for every unitary
u in the original circuit and some choice of Mu and M ′u from Mu and M′u . Furthermore, each
network in this weighted sum is itself composed of many disjoint parts that can be individually
evaluated. We can see this by observing that when unitary u2 succeeds unitary u1 and shares
a qudit, Haar integration forces the k tensor indices representing that qudit at that place in the
circuit diagram to pair up with the k dual indices for the qudit at the same place, according to
some permutation. This happens both at the output of unitary u1 (corresponding to permutation
σu1

) and at the input of unitary u2 (corresponding to permutation τu2
) yielding a set of closed loops

in the tensor network diagram. If the weak measurement acting on that qudit between unitaries
u1 and u2 is M, then k copies of M and k copies of M† appear among these loops. An example of
such a subdiagram is shown in Figure 17.

This observation justifies Eq. (37), as we have expressed EU (Zk,∅/A) as a weighted sum, with
each term labelled by pairs of permutations at the locations of each unitary, where the weight
is given by a product of factors that depend only on two of these permutations. These factors
are the weights given by Eqs. (38), (39), and (40). Eq. (38) accounts for the factor wg(τσ−1,q2)
in Eq. (113). Meanwhile, we can derive Eqs. (39) and (40) by performing the expectation in Fig-
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ure 17. We can graphically see that each term in the expansion of this expectation is given by

µ(M) tr
(
WσM

⊗kWτ−1(M†)
⊗k

)
, and noting that Wπ commutes with X⊗k for any X.

Figure 17: Disjoint part that forms tensor network representation of EU (Zk,∅/A) after performing
integrals over Haar-random gates. The weight given by Eqs. (39) and (40) is derived by evaluating
this diagram and taking the expectation with M drawn fromM according to the distribution µ.

The final part to justify is the introduction of the auxiliary nodes and corresponding weights in
Eq. (40). The tr in the definition of Zk,∅ implies that the indices of the qudits at the circuit output
are paired up with their dual indices without permutation. This creates a disjoint closed diagram
for each qudit at the circuit output. To evaluate it, we may use the same formula as Eq. (39) taking
τu2

= e, the identity permutation. This is equivalent to introducing auxiliary nodes, as we have
done, that are fixed to e for all qudits and across all terms in the partition function. The same

follows for Zk,A with the exception that the operator W (A)
(1...k) is applied to the circuit output, which

permutes the output indices of any qudit a ∈ A prior to connecting them with their dual indices.
This is equivalent to introducing an auxiliary node and fixing it to the value (1 . . . k).

There is no need to introduce auxiliary nodes at the beginning of the circuit because we are
assuming the circuit acts on the pure product state |1 . . .1〉〈1 . . .1|. Thus, the k copies of the index
that feeds into the first unitary of the circuit are forced to be 0 and regardless of the permutation
value of the incoming node for that unitary, this part of the circuit will contribute a factor of 1. If
we had considered circuits that act initially on the maximally mixed state, we could have handled
this by introducing a layer of auxiliary nodes at the beginning of the circuit and fixing their value
to e.
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[Orú14] Román Orús. “A practical introduction to tensor networks: Matrix product states and
projected entangled pair states”. In: Annals of Physics 349 (2014), pp. 117–158. arXiv:
1306.2164.

[BMS16] Michael J. Bremner, Ashley Montanaro, and Dan J. Shepherd. “Average-Case Com-
plexity Versus Approximate Simulation of Commuting Quantum Computations”. In:
Phys. Rev. Lett. 117 (8 Aug. 2016), p. 080501. doi: 10.1103/PhysRevLett.117.080501.
arXiv: 1504.07999.

[Has16] M. B. Hastings. “How quantum are non-negative wavefunctions?” In: Journal of Math-
ematical Physics 57.1, 015210 (Jan. 2016), p. 015210. doi: 10.1063/1.4936216. arXiv:
1506.08883 [quant-ph].

[Hay+16] Patrick Hayden, Sepehr Nezami, Xiao-Liang Qi, Nathaniel Thomas, Michael Walter,
and Zhao Yang. “Holographic duality from random tensor networks”. In: Journal of
High Energy Physics 2016.11 (2016), p. 9. arXiv: 1601.01694.

[AC17] Scott Aaronson and Lijie Chen. “Complexity-theoretic Foundations of Quantum
Supremacy Experiments”. In: Proceedings of the 32Nd Computational Complexity Con-
ference. CCC ’17. Riga, Latvia: Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik,
2017, 22:1–22:67. isbn: 978-3-95977-040-8. doi: 10.4230/LIPIcs.CCC.2017.22.
arXiv: 1612.05903. url: https://doi.org/10.4230/LIPIcs.CCC.2017.22.

[BMS17] Michael J. Bremner, Ashley Montanaro, and Dan J. Shepherd. “Achieving quantum
supremacy with sparse and noisy commuting quantum computations”. In: Quantum
1 (Apr. 2017), p. 8. issn: 2521-327X. doi: 10.22331/q-2017-04-25-8. arXiv: 1610.
01808. url: https://doi.org/10.22331/q-2017-04-25-8.

78

0809.0847
https://arxiv.org/abs/1005.1407
https://arxiv.org/abs/1011.3245
https://arxiv.org/abs/1205.0036
https://arxiv.org/abs/1409.3093
https://doi.org/10.1103/PhysRevLett.112.011601
https://doi.org/10.1103/PhysRevLett.112.011601
1305.7244
https://arxiv.org/abs/1306.2164
https://doi.org/10.1103/PhysRevLett.117.080501
https://arxiv.org/abs/1504.07999
https://doi.org/10.1063/1.4936216
https://arxiv.org/abs/1506.08883
https://arxiv.org/abs/1601.01694
https://doi.org/10.4230/LIPIcs.CCC.2017.22
https://arxiv.org/abs/1612.05903
https://doi.org/10.4230/LIPIcs.CCC.2017.22
https://doi.org/10.22331/q-2017-04-25-8
https://arxiv.org/abs/1610.01808
https://arxiv.org/abs/1610.01808
https://doi.org/10.22331/q-2017-04-25-8


[BC17] Jacob C Bridgeman and Christopher T Chubb. “Hand-waving and interpretive dance:
an introductory course on tensor networks”. In: Journal of Physics A: Mathematical and
Theoretical 50.22 (2017), p. 223001. arXiv: 1603.03039.

[GWD17] Xun Gao, Sheng-Tao Wang, and L-M Duan. “Quantum supremacy for simulating
a translation-invariant Ising spin model”. In: Physical Review Letters 118.4 (2017),
p. 040502. arXiv: 1607.04947.

[HM17] Aram W Harrow and Ashley Montanaro. “Quantum computational supremacy”. In:
Nature 549.7671 (2017), p. 203. arXiv: 1809.07442.

[Has17] Matthew B Hastings. “The asymptotics of quantum max-flow min-cut”. In: Commu-
nications in Mathematical Physics 351.1 (2017), pp. 387–418. arXiv: 1603.03717.

[Kim17a] Isaac H. Kim. Holographic quantum simulation. 2017. arXiv: 1702.02093 [quant-ph].

[Kim17b] Isaac H. Kim. Noise-resilient preparation of quantum many-body ground states. 2017.
arXiv: 1703.00032 [quant-ph].

[MSM17] Jacob Miller, Stephen Sanders, and Akimasa Miyake. “Quantum supremacy in
constant-time measurement-based computation: A unified architecture for sampling
and verification”. In: Physical Review A 96.6 (2017), p. 062320. arXiv: 1703.11002.

[YG17] Man-Hong Yung and Xun Gao. Can Chaotic Quantum Circuits Maintain Quantum
Supremacy under Noise? 2017. arXiv: 1706.08913.

[Ber+18] Juan Bermejo-Vega, Dominik Hangleiter, Martin Schwarz, Robert Raussendorf, and
Jens Eisert. “Architectures for quantum simulation showing a quantum speedup”. In:
Physical Review X 8.2 (2018), p. 021010. arXiv: 1703.00466.

[Boi+18] Sergio Boixo, Sergei V Isakov, Vadim N Smelyanskiy, Ryan Babbush, Nan Ding, Zhang
Jiang, Michael J Bremner, John M Martinis, and Hartmut Neven. “Characterizing
quantum supremacy in near-term devices”. In: Nature Physics 14.6 (2018), p. 595.
arXiv: 1608.00263.

[Cha+18] Amos Chan, Rahul M Nandkishore, Michael Pretko, and Graeme Smith. Weak Mea-
surements Limit Entanglement to Area Law. 2018. arXiv: 1808.05949.

[Cro+18] Andrew W Cross, Lev S Bishop, Sarah Sheldon, Paul D Nation, and Jay M Gambetta.
Validating quantum computers using randomized model circuits. 2018. arXiv: 1811 .
12926.

[EM18] Lior Eldar and Saeed Mehraban. “Approximating the permanent of a random ma-
trix with vanishing mean”. In: 2018 IEEE 59th Annual Symposium on Foundations of
Computer Science (FOCS). 2018, pp. 23–34. arXiv: 1711.09457.

[GD18] Xun Gao and Luming Duan. Efficient classical simulation of noisy quantum computation.
2018. arXiv: 1810.03176.

[HM18] Aram W. Harrow and Saeed Mehraban. Approximate unitary t-designs by short random
quantum circuits using nearest-neighbor and long-range gates. 2018. arXiv: 1809.06957.

[LCF18] Yaodong Li, Xiao Chen, and Matthew PA Fisher. “Quantum Zeno effect and the many-
body entanglement transition”. In: Physical Review B 98.20 (2018), p. 205136. arXiv:
1808.06134.

79

https://arxiv.org/abs/1603.03039
https://arxiv.org/abs/1607.04947
https://arxiv.org/abs/1809.07442
https://arxiv.org/abs/1603.03717
https://arxiv.org/abs/1702.02093
https://arxiv.org/abs/1703.00032
https://arxiv.org/abs/1703.11002
https://arxiv.org/abs/1706.08913
https://arxiv.org/abs/1703.00466
https://arxiv.org/abs/1608.00263
https://arxiv.org/abs/1808.05949
https://arxiv.org/abs/1811.12926
https://arxiv.org/abs/1811.12926
https://arxiv.org/abs/1711.09457
https://arxiv.org/abs/1810.03176
https://arxiv.org/abs/1809.06957
https://arxiv.org/abs/1808.06134


[Mov18] Ramis Movassagh. Efficient unitary paths and quantum computational supremacy: A
proof of average-case hardness of Random Circuit Sampling. 2018. arXiv: 1810.04681.

[NVH18] Adam Nahum, Sagar Vijay, and Jeongwan Haah. “Operator spreading in random uni-
tary circuits”. In: Physical Review X 8.2 (2018), p. 021014. arXiv: 1705.08975.

[Nei+18] C. Neill et al. “A blueprint for demonstrating quantum supremacy with supercon-
ducting qubits”. In: Science 360.6385 (2018), pp. 195–199. issn: 0036-8075. doi: 10.
1126/science.aao4309. arXiv: 1709.06678. url: https://science.sciencemag.
org/content/360/6385/195.

[OB18] Michał Oszmaniec and Daniel J Brod. “Classical simulation of photonic linear optics
with lost particles”. In: New Journal of Physics 20.9 (Sept. 2018), p. 092002. doi: 10.
1088/1367-2630/aadfa8. arXiv: 1801.06166. url: https://doi.org/10.1088%
2F1367-2630%2Faadfa8.

[RS18] Elina Robeva and Anna Seigal. “Duality of graphical models and tensor networks”.
In: Information and Inference: A Journal of the IMA 8.2 (2018), pp. 273–288. arXiv:
1710.01437.

[Vas+18] Romain Vasseur, Andrew C Potter, Yi-Zhuang You, and Andreas WW Ludwig. Entan-
glement transitions from holographic random tensor networks. 2018. arXiv: 1807.07082.

[Von+18] CW Von Keyserlingk, Tibor Rakovszky, Frank Pollmann, and Shivaji Lal Sondhi. “Op-
erator hydrodynamics, OTOCs, and entanglement growth in systems without conser-
vation laws”. In: Physical Review X 8.2 (2018), p. 021013. arXiv: 1705.08910.

[Aru+19] Frank Arute, Kunal Arya, Ryan Babbush, Dave Bacon, Joseph C Bardin, Rami Barends,
Rupak Biswas, Sergio Boixo, Fernando GSL Brandao, David A Buell, et al. “Quantum
supremacy using a programmable superconducting processor”. In: Nature 574.7779
(2019), pp. 505–510.

[BCA19] Yimu Bao, Soonwon Choi, and Ehud Altman. Theory of the Phase Transition in Random
Unitary Circuits with Measurements. 2019. arXiv: 1908.04305.

[BKP19] Bruno Bertini, Pavel Kos, and Tomaž Prosen. “Entanglement spreading in a mini-
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