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#### Abstract

In this paper, we give a type $B$ analogue of the $1 / k$-Eulerian polynomials. Properties of this kind of polynomials, including combinatorial interpretations, recurrence relations and $\gamma$-positivity are studied. In particular, we show that the $1 / k$-Eulerian polynomials of type $B$ are $\gamma$-positive when $k>0$. Moreover, we obtain the corresponding results for derangements of type $B$. We show that a type $B 1 / k$-derangement polynomials $d_{n}^{B}(x ; k)$ are bi- $\gamma$-positive when $k \geq 1 / 2$. In particular, we get a symmetric decomposition of $d_{n}^{B}(x ; 1 / 2)$ in terms of the classical derangement polynomials.


## 1. Introduction

In this paper, we first give a type $B$ analogue of the $1 / k$-Eulerian polynomials and then we derive the corresponding results for derangements of type $B$. In the following, we give a survey on the study of $1 / k$-Eulerian polynomials.

Throughout this paper, we always let $k$ be a fixed positive number. Following Savage and Viswanathan [24], the $1 / k$-Eulerian polynomials $A_{n}^{(k)}(x)$ are defined by

$$
\begin{equation*}
\sum_{n=0}^{\infty} A_{n}^{(k)}(x) \frac{z^{n}}{n!}=\left(\frac{1-x}{e^{k z(x-1)}-x}\right)^{\frac{1}{k}} \tag{1.1}
\end{equation*}
$$

When $k=1$, the polynomial $A_{n}^{(k)}(x)$ reduces to the classical Eulerian polynomial $A_{n}(x)$. Savage and Viswanathan [24] showed that

$$
A_{n}^{(k)}(x)=\sum_{\mathbf{e} \in I_{n, k}} x^{\mathrm{asc}(\mathbf{e})},
$$

where $I_{n, k}=\left\{\mathbf{e} \mid 0 \leq e_{i} \leq(i-1) k\right\}$ is the set of $n$-dimensional $k$-inversion sequences with $\mathbf{e}=\left(e_{1}, e_{2}, \ldots, e_{n}\right) \in \mathbb{Z}^{n}$ and

$$
\operatorname{asc}(\mathbf{e})=\#\left\{i: 1 \leq i \leq n-1 \left\lvert\, \frac{e_{i}}{(i-1) k+1}<\frac{e_{i+1}}{i k+1}\right.\right\} .
$$

A $k$-Stirling permutation of order $n$ is a permutation of the multiset $\left\{1^{k}, 2^{k}, \ldots, n^{k}\right\}$ such that for each $i, 1 \leq i \leq n$, all entries between the two occurrences of $i$ are at least $i$. When $k=2$, the $k$-Stirling permutation reduces to the ordinary Stirling

[^0]permutation [16. Denote by $\mathcal{Q}_{n}(k)$ the set of $k$-Stirling permutation of order $n$. Let $\sigma=\sigma_{1} \sigma_{2} \cdots \sigma_{k n} \in \mathcal{Q}_{n}(k)$. We say that an index $i \in\{2,3, \ldots, n k-k+1\}$ is a longest ascent plateau if $\sigma_{i-1}<\sigma_{i}=\sigma_{i+1}=\cdots=\sigma_{i+k-1}$. Let ap $(\sigma)$ be the number of the longest ascent plateaus of $\sigma$. According to [19, Theorem 2], we have
$$
A_{n}^{(k)}(x)=\sum_{\sigma \in \mathcal{Q}_{n}(k)} x^{\mathrm{ap}(\sigma)} .
$$

Let $[n]=\{1,2, \ldots, n\}$. Let $\mathfrak{S}_{n}$ denote the symmetric group of all permutations of $[n]$ and let $\pi=\pi(1) \cdots \pi(n) \in \mathfrak{S}_{n}$. A descent (resp. ascent, excedance) of $\pi$ is an index $i \in[n-1]$ such that $\pi(i)>\pi(i+1)$ (resp. $\pi(i)<\pi(i+1), \pi(i)>i$, . Let $\operatorname{des}(\pi)$ (resp. asc $(\pi), \operatorname{exc}(\pi)$, ) denote the number of descents (resp. ascents, excedances) of $\pi$. It is well known that the statistics des $(\pi)$, asc $(\pi)$ and exc $(\pi)$ are equidistributed. The Eulerian polynomial $A_{n}(x)$ is given as follows:

$$
A_{n}(x)=\sum_{\pi \in \mathfrak{S}_{n}} x^{\operatorname{des}(\pi)}=\sum_{\pi \in \mathfrak{S}_{n}} x^{\operatorname{asc}(\pi)}=\sum_{\pi \in \mathfrak{S}_{n}} x^{\operatorname{exc}(\pi)}
$$

In [13], Foata and Schützenberger introduced a $q$-analog of $A_{n}(x)$ defined by

$$
A_{n}(x, q)=\sum_{\pi \in \mathfrak{S}_{n}} x^{\operatorname{exc}(\pi)} q^{\mathrm{cyc}(\pi)}
$$

where cyc $(\pi)$ is the number of cycles of $\pi$. Brenti 6] showed that some of the crucial properties of Eulerian polynomials have nice $q$-analogues for the polynomials $A_{n}(x ; q)$. In particular, we have

$$
\sum_{n=0}^{\infty} A_{n}(x, q) \frac{z^{n}}{n!}=\left(\frac{1-x}{e^{z(x-1)}-x}\right)^{q}
$$

Therefore, $A_{n}^{(k)}(x)=k^{n} A_{n}(x, 1 / k)$. A bijective proof of the following identity was recently given in [7]:

$$
\sum_{\mathbf{e} \in I_{n, k}} x^{\operatorname{asc}(\mathbf{e})}=\sum_{\pi \in \mathfrak{S}_{n}} x^{\operatorname{asc}(\pi)} k^{n-\operatorname{lrmin}(\pi)}
$$

Let $f(x)=\sum_{i=0}^{n} f_{i} x^{i}$ be a symmetric polynomial, i.e., $f_{i}=f_{n-i}$ for any $0 \leq i \leq$ $n$. Then $f(x)$ can be expanded uniquely as $f(x)=\sum_{k=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \gamma_{k} x^{k}(1+x)^{n-2 k}$, and it is said to be $\gamma$-positive if $\gamma_{k} \geq 0$ for $0 \leq k \leq\left\lfloor\frac{n}{2}\right\rfloor$ (see [15]). The $\gamma$-positivity of $f(x)$ implies symmetry and unimodality of $f(x)$. We refer the reader to Athanasiadis's survey article [1] for details. The $\gamma$-positivity of Eulerian polynomials was first observed by Foata and Schützenberger [13. Subsequently, Foata and Strehl [14] proved the $\gamma$-positivity of Eulerian polynomials by using the well known FoataStrehl action. By using the theory of enriched $P$-partitions, Stembridge 28, Remark 4.8] showed that

$$
A_{n}(x)=\frac{1}{2^{n-1}} \sum_{i=0}^{(n-1) / 2} 4^{i} P(n, i) x^{i}(1+x)^{n-1-2 i}
$$

where $P(n, i)$ is the the number of permutations in $\mathfrak{S}_{n}$ with $i$ interior peaks, i.e., the indices $i \in\{2, \ldots, n-1\}$ such that $\pi(i-1)<\pi(i)>\pi(i+1)$. It should be noted that the polynomial $A_{n}^{(k)}(x)$ is not symmetric if $k \neq 1$, and so it is not $\gamma$-positive.

Let $\pm[n]=[n] \cup\{-1, \ldots,-n\}$. Let $B_{n}$ be the hyperoctahedral group of rank $n$. Let $w=w(1) w(2) \cdots w(n) \in B_{n}$. Elements of $B_{n}$ are signed permutations of $\pm[n]$ with the property that $w(-i)=-w(i)$ for all $i \in[n]$. Let

$$
\operatorname{des}_{B}(w)=\#\{i \in\{0,1, \ldots, n-1\} \mid w(i)>w(i+1)\}
$$

where $w(0)=0$. We say that $i \in[n]$ is a weak excedance of $w$ if $w(i)=i$ or $w(|w(i)|)>w(i)$ (see [5, p. 431]). Let wexc $(w)$ be the number of weak excedances of $w$. According to [5, Theorem 3.15], the statistics $\operatorname{des}_{B}(w)$ and wexc $(w)$ have the same distribution over $B_{n}$, and their common enumerative polynomial is the Eulerian polynomial of type $B$ :

$$
B_{n}(x)=\sum_{w \in B_{n}} x^{\operatorname{des}_{B}(w)}=\sum_{w \in B_{n}} x^{\operatorname{wexc}(w)}
$$

A left peak of $\pi \in \mathfrak{S}_{n}$ is an index $i \in[n-1]$ such that $\pi(i-1)<\pi(i)>\pi(i+1)$, where we take $\pi(0)=0$. Let $\operatorname{lpk}(\pi)$ be the number of left peaks in $\pi$. Let $Q(n, i)$ be the number of permutations in $\mathfrak{S}_{n}$ with $i$ left peaks. By using the theory of enriched $P$-partitions, Petersen [22, Proposition 4.15] obtained the following result.

Theorem 1. We have $B_{n}(x)=\sum_{i=0}^{\lfloor n / 2\rfloor} 4^{i} Q(n, i) x^{i}(1+x)^{n-2 i}$.
In recent years, ordinary and $q$-generalizations of Theorem 1 have been studied by several authors, see [17, 26, 29] and references therein.

We now introduce a type $B 1 / k$-Eulerian polynomials $B_{n}^{(k)}(x)$ by using the following generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} B_{n}^{(k)}(x) \frac{z^{n}}{n!}=\left(\frac{(1-x) e^{k z(1-x)}}{1-x e^{2 k z(1-x)}}\right)^{\frac{1}{k}} \tag{1.2}
\end{equation*}
$$

When $k=1$, the polynomial $B_{n}^{(k)}(x)$ reduces to $B_{n}(x)$ (see [5] Eq. (14)]). Comparing (1.2) with (1.1), we see that

$$
B_{n}^{(k)}(x)=\sum_{i=0}^{n}\binom{n}{i}(2 x)^{i} A_{i}^{(k)}(1 / x)(1-x)^{n-i}
$$

This paper is organized as follows. As a refinement of Theorem 1 in the next section we show that the polynomials $B_{n}^{(k)}(x)$ are $\gamma$-positive when $k$ is positive. In Section 3, we study a type $B 1 / k$-derangement polynomials $d_{n}^{B}(x ; k)$. In particular, in Theorem 15, we find that $d_{n}^{B}(x ; 1 / 2)$ is the ascent polynomial of permutations in $\mathfrak{S}_{n+1}$ with no successions.

## 2. The $1 / k$-Eulerian polynomials of type $B$

An element is a left-to-right maximum of $\pi \in \mathfrak{S}_{n}$ if it is larger than or equal to all the elements to its left. We always assume that $\pi(1)$ is a left-to-right maximum. Let $\operatorname{lrmax}(\pi)$ be the number of left-to-right maxima of $\pi$. We can write $\pi \in \mathfrak{S}_{n}$ in standard cycle decomposition, where each cycle is written with its largest entry first and the cycles are written in increasing order of their largest entry. A cycle peak of $\pi$ is an index $i$ such that $\pi^{-1}(i)<i>\pi(i)$. Let cpk $(\pi)$ be the number of cycle peaks of $\pi$. By using the fundamental transformation of Foata and Schützenberge [13], it is easy to verify that

$$
\sum_{\pi \in \mathfrak{S}_{n}} x^{\mathrm{cpk}(\pi)} y^{\mathrm{cyc}(\pi)}=\sum_{\pi \in \mathfrak{S}_{n}} x^{\operatorname{lpk}(\pi)} y^{\operatorname{lrmax}(\pi)}
$$

We can now conclude the first main result of this paper.
Theorem 2. For $n \geq 1$, we have

$$
B_{n}^{(k)}(x)=\sum_{w \in B_{n}} x^{\operatorname{wexc}(w)} k^{n-\operatorname{cyc}(w)}
$$

and the polynomials $B_{n}^{(k)}(x)$ satisfy the recurrence relation

$$
\begin{equation*}
B_{n+1}^{(k)}(x)=(1+x+2 k n x) B_{n}^{(k)}(x)+2 k x(1-x) \frac{d}{d x} B_{n}^{(k)}(x) \tag{2.1}
\end{equation*}
$$

with the initial conditions $B_{0}^{(k)}(x)=1$ and $B_{1}^{(k)}(x)=1+x$. When $k>0$, the polynomial $B_{n}^{(k)}(x)$ is $\gamma$-positive. More precisely, we have

$$
\begin{equation*}
B_{n}^{(k)}(x)=\sum_{i=0}^{\lfloor n / 2\rfloor}\left(\sum_{j=i}^{n-1} b(n, i, j) k^{j} 4^{i}\right) x^{i}(1+x)^{n-2 i} \tag{2.2}
\end{equation*}
$$

where the numbers $b(n, i, j)$ satisfy the recurrence relation

$$
\begin{equation*}
b(n+1, i, j)=b(n, i, j)+2 i b(n, i, j-1)+(n-2 i+2) b(n, i-1, j-1) \tag{2.3}
\end{equation*}
$$

with $b(1,0,0)=1$ and $b(1, i, j)=0$ for $(i, j) \neq(0,0)$. Let

$$
b_{n}(x, q)=\sum_{i=0}^{\lfloor n / 2\rfloor} \sum_{j=i}^{n-1} b(n, i, j) x^{i} q^{j}
$$

Then

$$
\begin{equation*}
b_{n}(x, q)=\sum_{\pi \in \mathfrak{G}_{n}} x^{\mathrm{cpk}(\pi)} q^{n-\operatorname{cyc}(\pi)} \tag{2.4}
\end{equation*}
$$

and the generating function of the polynomials $b_{n}(x, q)$ is given as follows:

$$
b(x, q, z)=\sum_{n=0}^{\infty} b_{n}(x, q) \frac{z^{n}}{n!}=\left(\frac{\sqrt{1-x}}{\sqrt{1-x} \cosh (q z \sqrt{1-x})-\sinh (q z \sqrt{1-x})}\right)^{1 / q}
$$

Let $w \in B_{n}$. An element $w(i)$ is a left-to-right absolute maximum of $w$ if $|w(i)|>$ $|w(j)|$ for every $j \in[i-1]$ or $i=1$. Let Lramax $(w)$ denote the set of left-to-right absolute maxima of $w$, and let $\operatorname{lramax}(w)=\# \operatorname{Lramax}(w)$. As usual, we denote by $\bar{i}$ the negative element $-i$. For example, $\operatorname{lramax}\{\overline{2} \overline{4} 15 \overline{3}\}=|\{\overline{2}, \overline{4}, 5\}|=3$. Let $\operatorname{asc}_{B}(w)=\#\{i \in\{0,1, \ldots, n-1\} \mid w(i)<w(i+1)\}$, where $w(0)=0$. We can write $w$ by its standard cycle decomposition, in which each cycle has its largest (in absolute value) element first and the cycles are written in increasing order of the absolute value of their first elements. Let cyc $(w)$ be the number of cycles of $w$. Let $\tau(w)$ be word obtained by deleting all parentheses in the standard cycle decomposition of $w$. It is clear that $\tau$ is a bijection. From the proof of 5 Theorem 3.15], we see that

$$
\sum_{w \in B_{n}} x^{\operatorname{wexc}(w)} y^{\operatorname{cyc}(w)}=\sum_{w \in B_{n}} x^{\operatorname{asc} B(w)} y^{\operatorname{lramax}(w)} .
$$

Therefore, another combinatorial interpretation of $B_{n}^{(k)}(x)$ is given as follows:

$$
B_{n}^{(k)}(x)=\sum_{w \in B_{n}} x^{\operatorname{asc} B(w)} k^{n-\operatorname{lramax}(w)} .
$$

In the rest of this section, we shall prove Theorem 2. Let $V$ be an alphabet whose letters are regarded as independent commutative indeterminates. A contextfree grammar $G$ over $V$ is a set of substitution rules replacing a variable in $V$ by a Laurent polynomial of variables in $V$, see 9,21 for details. The formal derivative $D:=D_{G}$ with respect to $G$ is defined as a linear operator acting on Laurent polynomials with variables in $V$ such that each substitution rule is treated as the common differential rule that satisfies the relations. We have $D(c)=0$ for a constant $c$, $D(u+v)=D(u)+D(v)$ and $D(u v)=D(u) v+u D(v)$. Following [9, a grammatical labeling is an assignment of the underlying elements of a combinatorial structure with variables, which is consistent with the substitution rules of a grammar.

In the following discussion, we always write $w \in B_{n}$ by its standard cycle decomposition. For $w \in B_{n}$, we say that $i \in[n]$ is an anti-excedance of $w$ if $w(i)=\bar{i}$ or $w(|w(i)|)<w(i)$. Let Let aexc $(w)$ be the number of anti-excedances of $w$. It is clear that wexc $(w)+\operatorname{aexc}(w)=n$ for $w \in B_{n}$. The following lemma is fundamental.

Lemma 3. Let $G=\{I \rightarrow I(x+y), x \rightarrow 2 k x y, y \rightarrow 2 k x y\}$. We have

$$
\begin{equation*}
D_{G}^{n}(I)=I \sum_{w \in B_{n}} x^{\operatorname{wexc}(w)} y^{\operatorname{aexc}(w)} k^{n-\operatorname{cyc}(w)} . \tag{2.5}
\end{equation*}
$$

Proof. We first introduce a grammatical labeling of $w \in B_{n}$ as follows:
$\left(L_{1}\right)$ If $i$ is a weak excedance, then put a superscript label $x$ right after $i$;
$\left(L_{2}\right)$ If $i$ is an anti-excedance, then put a superscript label $y$ right after $i$;
( $L_{3}$ ) Put a subscript label $k$ just before every element of $w$ except the first element in each cycle;
$\left(L_{4}\right)$ Put a subscript label $I$ right after $w$.
The weight of $w$ is the product of its labels. Note that the weight of $w$ is given by

$$
I x^{\operatorname{exc}(w)} y^{\operatorname{aexc}(w)} k^{n-\operatorname{cyc}(w)} .
$$

Every permutation in $B_{n}$ can be obtained from a permutation in $B_{n-1}$ by inserting $n$ or $\bar{n}$. For $n=1$, we have $B_{1}=\left\{\left(1^{z}\right)_{I},\left(\overline{1}^{y}\right)_{I}\right\}$. Note that $D_{G}(I)=I(x+y)$. Then the sum of weights of the elements in $B_{1}$ is given by $D_{G}(I)$. Hence the result holds for $n=1$. We proceed by induction on $n$. Suppose we get all labeled permutations in $w \in B_{n-1}$, where $n \geq 2$. Let $\widetilde{w}$ be obtained from $w \in B_{n-1}$ by inserting $n$ or $\bar{n}$. When the inserted $n$ or $\bar{n}$ forms a new cycle, the insertion corresponds to the substitution rule $I \rightarrow I(x+y)$. If $i$ is a weak excedance of $w$, the changes of labeling are illustrated as follows:

$$
\begin{gathered}
\cdots\left(i^{x}\right) \cdots \mapsto \cdots\left(n_{k}^{y} i^{x}\right) \cdots ; \cdots\left(i^{x}\right) \cdots \mapsto \cdots\left(\bar{n}_{k}^{x} i^{y}\right) \cdots ; \\
\cdots\left(\cdots w(i)_{k}^{x} w(i+1) \cdots w(j)\right) \cdots \mapsto \cdots\left(n_{k}^{y} w(i+1) \cdots w(j)_{k} \cdots w(i)^{x}\right) \cdots ; \\
\cdots\left(\cdots w(i)_{k}^{x} w(i+1) \cdots w(j)\right) \cdots \mapsto \cdots\left(\bar{n}_{k}^{x} w(i+1) \cdots w(j)_{k} \cdots w(i)^{y}\right) \cdots
\end{gathered}
$$

If $i$ is an anti-excedance of $w$, the changes of labeling are illustrated as follows:

$$
\begin{gathered}
\cdots\left(\bar{i}^{y}\right) \cdots \mapsto \cdots\left(n_{k}^{y-x}\right) \cdots ; \cdots\left(\bar{i}^{y}\right) \cdots \mapsto \cdots\left(\bar{n}_{k}^{x} \bar{i}^{y}\right) \cdots \\
\cdots\left(\cdots w(i)_{k}^{y} w(i+1) \cdots w(j)\right) \cdots \mapsto \cdots\left(n_{k}^{y} w(i+1) \cdots w(j)_{k} \cdots w(i)^{x}\right) \cdots ; \\
\cdots\left(\cdots w(i)_{k}^{y} w(i+1) \cdots w(j)\right) \cdots \mapsto \cdots\left(\bar{n}_{k}^{x} w(i+1) \cdots w(j)_{k} \cdots w(i)^{y}\right) \cdots
\end{gathered}
$$

In each case, the insertion of $n$ or $\bar{n}$ corresponds to the substitution rule $x \rightarrow 2 k x y$ or $y \rightarrow 2 k x y$. it is routine to check that the action of $D_{G}$ on elements of $w \in B_{n-1}$ generates all elements of $\widetilde{w} \in B_{n}$.

Let

$$
F_{n}(x, y ; k)=\sum_{w \in B_{n}} x^{\operatorname{wexc}(w)} y^{\operatorname{aexc}(w)} k^{n-\operatorname{cyc}(w)}
$$

Lemma 4. We have

$$
F(x, y ; k)=\sum_{n=0}^{\infty} F_{n}(x, y ; k) \frac{z^{n}}{n!}=\left(\frac{(y-x) e^{k z(y-x)}}{y-x e^{2 k z(y-x)}}\right)^{1 / k}
$$

Proof. By using Lemma 3, we get $D_{G}^{n}(I)=I F_{n}(x, y ; k)$. It follows from $D_{G}^{n+1}(I)=$ $D_{G}\left(I F_{n}(x, y ; k)\right)$ that

$$
\begin{equation*}
F_{n+1}(x, y ; k)=(x+y) F_{n}(x, y ; k)+2 k x y\left(\frac{\partial}{\partial x}+\frac{\partial}{\partial y}\right) F_{n}(x, y ; k) \tag{2.6}
\end{equation*}
$$

with the initial conditions $F_{0}(x, y ; k)=1$ and $F_{1}(x, y ; k)=x+y$. By rewriting (2.6) in terms of generating function $F:=F(x, y ; k)$, we have

$$
\begin{equation*}
\frac{\partial}{\partial z} F=(x+y) F+2 k x y\left(\frac{\partial}{\partial x}+\frac{\partial}{\partial y}\right) F \tag{2.7}
\end{equation*}
$$

It is routine to check that the generating function

$$
\widetilde{F}=\left(\frac{(y-x) e^{k z(y-x)}}{y-x e^{2 k z(y-x)}}\right)^{1 / k}
$$

satisfies (2.7). Also, this generating function gives $\widetilde{F}(0,0 ; k)=1$. Hence $F=\widetilde{F}$.

## A proof of Theorem 2;

Proof. Combining (1.2) and Lemma (12 we obtain

$$
\begin{equation*}
F_{n}(x, y ; k)=y^{n} B_{n}^{(k)}\left(\frac{x}{y}\right) \tag{2.8}
\end{equation*}
$$

Therefore,

$$
B_{n}^{(k)}(x)=\sum_{w \in B_{n}} x^{\operatorname{wexc}(w)} k^{n-\operatorname{cyc}(w)} .
$$

Combining (2.6) and (2.8), it is routine to verify (2.15). We now consider a change of the grammar $G$ given in Lemma 3. Setting $u=x+y$ and $v=x y$, we get $D(I)=I u, D(u)=4 k v$ and $D(v)=2 k u v$. If $V=\{I, u, v\}$ and

$$
\begin{equation*}
G_{1}=\{I \rightarrow I u, u \rightarrow 4 k v, v \rightarrow 2 k u v\} \tag{2.9}
\end{equation*}
$$

Note that $D_{G_{1}}(I)=I u, D_{G_{1}}^{2}(I)=I\left(u^{2}+4 k v\right), D_{G_{1}}^{3}(I)=I\left(u^{3}+\left(12 k+8 k^{2}\right) u v\right)$ and $D_{G_{1}}^{4}(I)=I\left(u^{4}+\left(24 k+32 k^{2}+16 k^{3}\right) u^{2} v+\left(48 k^{2}+32 k^{3}\right) v^{2}\right)$. By induction, it is routine to verify that

$$
D_{G_{1}}^{n}(I)=I \sum_{i=0}^{\lfloor n / 2\rfloor} \sum_{j=i}^{n-1} b(n, i, j) k^{j} 4^{i} v^{i} u^{n-2 i}
$$

Then upon taking $u=x+y$ and $v=x y$, we get (2.2). Note that

$$
\begin{aligned}
D_{G_{1}}^{n+1}(I) & =D_{G_{1}}\left(I \sum_{i=0}^{\lfloor n / 2\rfloor} \sum_{j=i}^{n-1} b(n, i, j) k^{j} 4^{i} v^{i} u^{n-2 i}\right) \\
& =\sum_{i, j} b(n, i, j) k^{j} 4^{i} v^{i}\left(u^{n-2 i+1}+2 k i u^{n-2 i+1}+4 k(n-2 i) v u^{n-2 i-1}\right)
\end{aligned}
$$

Equating the coefficients of $k^{j} 4^{i} v^{i} u^{n+1-2 i}$ in both sides of the above expression, we get (2.3). Multiplying both sides of (2.3) by $x^{i} q^{j}$, we obtain

$$
\begin{equation*}
b_{n+1}(x, q)=(1+n q x) b_{n}(x, q)+2 q x(1-x) \frac{\partial}{\partial x} b_{n}(x, q) . \tag{2.10}
\end{equation*}
$$

In particular, $b_{0}(x, q)=b_{1}(x, q)=1$.
Assume that (2.4) holds. Given $\sigma \in \mathfrak{S}_{n}$. Let $\sigma_{i}$ be an element of $\mathfrak{S}_{n+1}$ obtained from $\sigma$ by inserting the entry $n+1$ right after $i$ if $i \in[n]$ or as a new cycle $(n+1)$ if $i=n+1$. It is clear that

$$
\operatorname{cyc}\left(\sigma_{i}\right)= \begin{cases}\operatorname{cyc}(\sigma), & \text { if } i \in[n] \\ \operatorname{cyc}(\sigma)+1, & \text { if } i=n+1\end{cases}
$$

Therefore, we have

$$
\begin{aligned}
& b_{n+1}(x, q) \\
& =\Sigma_{\pi \in \mathfrak{S}_{n+1}} x^{\operatorname{cpk}(\pi)} q^{n+1-\operatorname{cyc}(\pi)} \\
& =\Sigma_{i=1}^{n+1} \Sigma_{\sigma \in \mathfrak{S}_{n}} x^{\operatorname{cpk}\left(\sigma_{i}\right)} q^{n+1-\operatorname{cyc}\left(\sigma_{i}\right)} \\
& =\Sigma_{\sigma \in \mathfrak{S}_{n}} x^{\operatorname{cpk}(\sigma)} q^{n-\operatorname{cyc}(\sigma)}+\Sigma_{i=1}^{n} \Sigma_{\sigma \in \mathfrak{S}_{n}} x^{\operatorname{cpk}\left(\sigma_{i}\right)} q^{n+1-\operatorname{cyc}(\sigma)} \\
& =b_{n}(x, q)+\Sigma_{\sigma \in \mathfrak{S}_{n}}\left(2 \operatorname{cpk}(\sigma) x^{\operatorname{cpk}(\sigma)}+(n-2 \operatorname{cpk}(\sigma)) x^{\operatorname{cpk}(\sigma)+1}\right) q^{n+1-\operatorname{cyc}(\sigma)} \\
& =b_{n}(x, q)+n q x b_{n}(x, q)+2 q(1-x) \Sigma_{\pi \in \mathfrak{S}_{n}} \operatorname{cpk}(\sigma) x^{\operatorname{cpk}(\sigma)} q^{n-\operatorname{cyc}(\sigma)},
\end{aligned}
$$

and (2.10) follows, as desired. Set $b=b(x, q, z)$. By rewritten (2.10) in terms of $b$, we have

$$
\begin{equation*}
(1-q x z) \frac{\partial b}{\partial z}=b+2 q x(1-x) \frac{\partial b}{\partial x} \tag{2.11}
\end{equation*}
$$

It is routine to verify that

$$
\widetilde{b}(x, q, z)=\left(\frac{\sqrt{1-x}}{\sqrt{1-x} \cosh (q z \sqrt{1-x})-\sinh (q z \sqrt{1-x})}\right)^{1 / q}
$$

satisfies (2.11). Also, this generating function gives $\widetilde{b}(x, q, 0)=1$ and $\widetilde{b}(0, q, z)=e^{z}$. Hence $\widetilde{b}(x, q, z)=b(x, q, z)$. This completes the proof.

When $q=1$, the generating function $b(x, q, z)$ reduces to the the generating function of the polynomials $\sum_{i=0}^{\lfloor n / 2\rfloor} Q(n, i) x^{i}$, which is due to Gessel [27, A008971]. Thus the polynomial $b_{n}(x, q)$ can be called the $1 / q$-left peak polynomial. From the explicit formula of $b(x, q, z)$, it is routine to verify the following result.

Corollary 5. For $n \geq 1$, we have

$$
\sum_{\pi \in \mathfrak{S}_{n}} x^{\operatorname{cpk}(\pi)}(-1)^{n-\operatorname{cyc}(\pi)}=(1-x)^{\lfloor n / 2\rfloor}
$$

Let

$$
T(n, i)=\frac{n!}{i!(n-2 i)!2^{i}}
$$

be the Bessel number, which is the number of involutions of $[n]$ with $i$ pairs, see $[10$ for instance. In other words, the number $T(n, i)$ counts the number of involutions of $[n]$ with $n-i$ cycles. Note that $b(n, i, i)=\#\left\{\pi \in \mathfrak{S}_{n}: \operatorname{cpk}(\pi)=i, \operatorname{cyc}(\pi)=n-i\right\}$. So the following corollary is immediate.

Corollary 6. For $0 \leq i \leq\lfloor n / 2\rfloor$, we have $b(n, i, i)=T(n, i)$.
Recall that the numbers $P(n, i)$ satisfy the recurrence relation

$$
\begin{equation*}
P(n, i)=(2 i+2) P(n-1, i)+(n-2 i) P(n-1, i-1) \tag{2.12}
\end{equation*}
$$

with the initial condition $P(1,0)=1$ and $P(1, i)=0$ for $i \neq 0$ (see [27, A008303]). It follows from (2.3) that

$$
\begin{equation*}
b(n+1, i, n)=2 i b(n, i, n-1)+(n-2 i+2) b(n, i-1, n-1) \tag{2.13}
\end{equation*}
$$

Comparing (2.12) with (2.13), we immediately get the following corollary.
Corollary 7. For $0 \leq i \leq\lfloor(n-1) / 2\rfloor$, we have $b(n+1, i+1, n)=P(n, i)$.
Following Dumont [12], if $G_{3}=\{x \rightarrow x y, y \rightarrow x y\}$, then for $n \geq 1$, we have

$$
\begin{equation*}
D_{G_{3}}^{n}(x)=x \sum_{\pi \in \mathfrak{S}_{n}} x^{\operatorname{exc}(\pi)} y^{n-\operatorname{exc}(\pi)} \tag{2.14}
\end{equation*}
$$

We end this section by giving the following result.
Proposition 8. For $n \geq 1$, we have

$$
\begin{equation*}
B_{n+1}^{(k)}(x)=(1+x) B_{n}^{(k)}(x)+x \sum_{i=0}^{n-1}\binom{n}{i} 2^{n+1-i} k^{n-i} B_{i}^{(k)}(x) A_{n-i}(x) \tag{2.15}
\end{equation*}
$$

Proof. Let $G$ be the grammar given in Lemma 2.5. Combining Lemma 3 and Lemma 12, we have

$$
D_{G}^{n}(I)=I \sum_{w \in B_{n}} x^{\operatorname{wexc}(w)} y^{n-\operatorname{wexc}(w)} k^{n-\operatorname{cyc}(w)}
$$

Setting $y=1$, we see that for $n \geq 0,\left.D_{G}^{n}(I)\right|_{y=1}=I B_{n}^{(k)}(x)$. It follows from (2.14) that for $n \geq 1$,

$$
\begin{equation*}
D_{G}^{n}(x+y)=2^{n+1} k^{n} x \sum_{\pi \in \mathfrak{S}_{n}} x^{\operatorname{exc}(\pi)} y^{n-\operatorname{exc}(\pi)} \tag{2.16}
\end{equation*}
$$

By the Leibniz formula, we find that

$$
\begin{aligned}
D_{G}^{n+1}(I) & =\sum_{i=0}^{n}\binom{n}{i} D_{G}^{i}(I) D_{G}^{n-i}(x+y) \\
& =(x+y) D_{G}^{n}(I)+\sum_{i=0}^{n-1}\binom{n}{i} D_{G}^{i}(I) D_{G}^{n-i}(x+y) .
\end{aligned}
$$

Setting $y=1$, we arrive at (2.15).

## 3. The $1 / k$-DERANGEment polynomials of type $B$

Let $p(x)=\sum_{i=0}^{d} p_{i} x^{i}$. We say that $p(x)$ is alternatingly increasing if

$$
p_{0} \leq p_{d} \leq p_{1} \leq p_{d-1} \leq \cdots \leq p_{\left\lfloor\frac{d+1}{2}\right\rfloor}
$$

We now recall an elementary result.
Proposition 9 ([2]). Let $p(x)$ be a polynomial of degree $d$. There is a unique symmetric decomposition $p(x)=a(x)+x b(x)$, where $a(x)$ and $b(x)$ are symmetric polynomials satisfying $a(x)=x^{d} a\left(\frac{1}{x}\right)$ and $b(x)=x^{d-1} b\left(\frac{1}{x}\right)$.

It is routine to verify that

$$
\begin{equation*}
a(x)=\frac{p(x)-x^{d+1} p(1 / x)}{1-x}, b(x)=\frac{x^{d} p(1 / x)-p(x)}{1-x} \tag{3.1}
\end{equation*}
$$

From (3.1), we see that $\operatorname{deg} a(x)=d$ and $\operatorname{deg} b(x) \leq d-1$. We call the ordered pair of polynomials $(a(x), b(x))$ the symmetric decomposition of $p(x)$. Let $(a(x), b(x))$ be the symmetric decomposition of $p(x)$. If $a(x)$ and $b(x)$ are both $\gamma$-positive, then we say that $p(x)$ is $b i-\gamma$-positive. As pointed out by Brändén and Solus [3], the polynomial $p(z)$ is alternatingly increasing if and only if the pair of polynomials in its symmetric decomposition are both unimodal and have nonnegative coefficients. Thus the bi- $\gamma$-positivity of $p(x)$ implies that $p(x)$ is alternatingly increasing.

A permutation $\pi \in \mathfrak{S}_{n}$ is a derangement if it has no fixed points, i.e., $\pi(i) \neq i$ for all $i \in[n]$. Let $\mathcal{D}_{n}$ be the set of derangements in $\mathfrak{S}_{n}$. Let $d_{n}(x)=\sum_{\pi \in \mathcal{D}_{n}} x^{\operatorname{exc}(\pi)}$ be the derangement polynomials. It is well known that the generating function of $d_{n}(x)$ is given as follows (see [4, Proposition 6]):

$$
\begin{equation*}
d(x, z)=\sum_{n \geq 0} d_{n}(x) \frac{z^{n}}{n!}=\frac{(1-x)}{e^{x z}-x e^{z}} \tag{3.2}
\end{equation*}
$$

By using continued fractions, Shin and Zeng [25, Theorem 11] obtained the following result.

Theorem 10. For $n \geq 2$, we have

$$
\sum_{\pi \in \mathcal{D}_{n}} x^{\operatorname{exc}(\pi)} q^{\operatorname{cyc}(\pi)}=\sum_{i=1}^{\lfloor n / 2\rfloor} c_{n, k}(q) x^{k}(1+x)^{n-2 k}
$$

where $c_{n, k}(q)=\sum_{\pi \in \mathcal{D}_{n}(k)} q^{\mathrm{cyc}(\pi)}$ and $\mathcal{D}_{n}(k)$ is the subset of derangements in $\mathcal{D}_{n}$ with exactly $k$ cyclic valleys and without cyclic double descents.

In the following, we present a type $B$ analogue of Theorem 10, A fixed point of $w \in B_{n}$ is an index $i \in[n]$ such that $w(i)=i$. Let fix $(w)$ denote the number of fixed points of $w$. A derangement of type $B$ is a signed permutation $\pi \in B_{n}$ with no fixed points. Let $\mathcal{D}_{n}^{B}$ be the set of all derangements in $B_{n}$. We say that $i \in[n]$ is an excedance of $w$ if $w(|w(i)|)>w(i)$. Let exc $(w)$ be the number of excedances of $w$. Note that $\operatorname{exc}(w)=\operatorname{wexc}(w)$ for $w \in \mathcal{D}_{n}$. The type $B$ derangement polynomials $d_{n}^{B}(x)$ are defined by

$$
d_{n}^{B}(x)=\sum_{\pi \in \mathcal{D}_{n}^{B}} x^{\operatorname{exc}(\pi)}
$$

which have been studied by Chen et al. 8 in a slightly different form. According to [11, Theorem 3.2], the generating function of $d_{n}^{B}(x)$ is given as follows:

$$
\begin{equation*}
\sum_{n=0}^{\infty} d_{n}^{B}(x) \frac{z^{n}}{n!}=\frac{(1-x) e^{z}}{e^{2 x z}-x e^{2 z}} \tag{3.3}
\end{equation*}
$$

Combining (3.2) and (3.3), we obtain

$$
d_{n}^{B}(x)=\sum_{i=0}^{n}\binom{n}{i} 2^{i} d_{i}(x)
$$

The type $B 1 / k$-derangement polynomials $d_{n}^{B}(x ; k)$ are defined by

$$
\begin{equation*}
C(x, z ; k)=\sum_{n \geq 0} d_{n}^{B}(x ; k) \frac{z^{n}}{n!}=\left(\frac{(1-x) e^{k z}}{e^{2 k x z}-x e^{2 k z}}\right)^{1 / k} \tag{3.4}
\end{equation*}
$$

In particular, $d_{0}^{B}(x ; k)=d_{1}^{B}(x ; k)=1, d_{2}^{B}(x ; k)=1+4 k x$ and $d_{3}^{B}(x ; k)=1+(12 k+$ $\left.8 k^{2}\right) x+8 k^{2} x^{2}$. Comparing (1.2) with (3.4), we have

$$
B_{n}^{(k)}(x)=\sum_{i=0}^{n}\binom{n}{i} d_{i}^{B}(x ; k) x^{n-i}
$$

A grammatical interpretation of the polynomial $d_{n}^{B}(x)$ is given by [20, Theorem 11]. We now give a refinement of Lemma 3

Lemma 11. If $G_{4}=\{I \rightarrow I(y+u), x \rightarrow 2 k x y, y \rightarrow 2 k x y, u \rightarrow 2 k x y\}$, then

$$
\begin{equation*}
D_{G_{4}}^{n}(I)=I \sum_{w \in B_{n}} x^{\operatorname{exc}(w)} y^{\operatorname{aexc}(w)} u^{\mathrm{fix}(w)} k^{n-\operatorname{cyc}(w)} \tag{3.5}
\end{equation*}
$$

Proof. We now introduce a grammatical labeling of $w \in B_{n}$ as follows:
$\left(L_{1}\right)$ If $i$ is an excedance, then put a superscript label $x$ right after $i$;
$\left(L_{2}\right)$ If $i$ is an anti-excedance, then put a superscript label $y$ right after $i$;
$\left(L_{3}\right)$ If $i$ is a fixed point, then put a superscript label $u$ right after $i$;
$\left(L_{4}\right)$ Put a subscript label $I$ right after $w$;
$\left(L_{5}\right)$ Put a subscript label $k$ just before every element of $w$ except the first element in each cycle;
Note that the weight of $w$ is given by $I x^{\operatorname{exc}(w)} y^{\operatorname{aexc}(w)} u^{\operatorname{fix}(w)} k^{n-\operatorname{cyc}(\pi)}$. For $n=1$, we have $B_{1}=\left\{\left(1^{u}\right)_{I},\left(\overline{1}^{y}\right)_{I},\right\}$. Note that $D_{G_{4}}(I)=I(y+u)$. Thus the sum of weights of the elements in $B_{1}$ is given by $D_{G_{4}}(I)$. Hence the result holds for $n=1$. We proceed by induction on $n$. Suppose we get all labeled permutations in $B_{n-1}$, where $n \geq 2$. Let $\widetilde{w}$ be obtained from $w \in B_{n-1}$ by inserting $n$ or $\bar{n}$. When the inserted $n$ or $\bar{n}$ forms a new cycle, the insertion corresponds to the substitution rule $I \rightarrow I(y+u)$. For the other cases, the changes of labeling are illustrated as follows:

$$
\begin{gathered}
\cdots\left(i^{u}\right) \cdots \mapsto \cdots\left(n_{k}^{y} i^{x}\right) \cdots ; \cdots\left(i^{u}\right) \cdots \mapsto \cdots\left(\bar{n}_{k}^{x} i^{y}\right) \cdots ; \\
\cdots\left(\cdots w(i)_{k}^{x} w(i+1) \cdots w(j)\right) \cdots \mapsto\left(n_{k}^{y} w(i+1) \cdots w(j)_{k} \cdots w(i)^{x}\right) \cdots ; \\
\cdots\left(\cdots w(i)_{k}^{x} w(i+1) \cdots w(j)\right) \cdots \mapsto \cdots\left(\bar{n}_{k}^{x} w(i+1) \cdots w(j)_{k} \cdots w(i)^{y}\right) \cdots, \\
\cdots\left(\bar{i}^{y}\right) \cdots \mapsto \cdots\left(n_{k}^{y-x}\right) \cdots ; \cdots\left(\bar{i}^{y}\right) \cdots \mapsto \cdots\left(\bar{n}_{k}^{x} \bar{i}^{y}\right) \cdots ; \\
\cdots\left(\cdots w(i)_{k}^{y} w(i+1) \cdots w(j)\right) \cdots \mapsto \cdots\left(n_{k}^{y} w(i+1) \cdots w(j)_{k} \cdots w(i)^{x}\right) \cdots ; \\
\cdots\left(\cdots w(i)_{k}^{y} w(i+1) \cdots w(j)\right) \cdots \mapsto \cdots\left(\bar{n}_{k}^{x} w(i+1) \cdots w(j)_{k} \cdots w(i)^{y}\right) \cdots,
\end{gathered}
$$

In each case, the insertion of $n$ or $\bar{n}$ corresponds to one substitution rule in $G_{4}$. By induction, it is routine to check that the action of $D_{G_{4}}$ on elements of $B_{n-1}$ generates all elements of $B_{n}$. This completes the proof.

We define

$$
\begin{gathered}
H_{n}(x, y, u ; k)=\sum_{w \in B_{n}} x^{\operatorname{exc}(w)} y^{\operatorname{aexc}(w)} u^{\mathrm{fix}(w)} k^{n-\operatorname{cyc}(w)}, \\
H:=H(x, y, u, z ; k)=\sum_{n=0}^{\infty} H_{n}(x, y, u ; k) \frac{z^{n}}{n!}
\end{gathered}
$$

Lemma 12. We have

$$
\begin{equation*}
H(x, y, u, z ; k)=\left(\frac{(y-x) e^{k z(y+u-2 x)}}{y-x e^{2 k z(y-x)}}\right)^{1 / k} \tag{3.6}
\end{equation*}
$$

Proof. Since $D_{G_{4}}^{n+1}(I)=D_{G_{4}}\left(I H_{n}(x, y, u ; k)\right)$, it follows that

$$
D_{G_{4}}^{n+1}(I)=I(y+u) H_{n}(x, y, u ; k)+2 k x y I\left(\frac{\partial}{\partial x}+\frac{\partial}{\partial y}+\frac{\partial}{\partial u}\right) H_{n}(x, y, u ; k) .
$$

Thus $H_{n+1}(x, y, u ; k)=(y+u) H_{n}(x, y, u ; k)+2 k x y\left(\frac{\partial}{\partial x}+\frac{\partial}{\partial y}+\frac{\partial}{\partial u}\right) H_{n}(x, y, u ; k)$. By rewriting this recurrence relation in terms of the generating function $H$, we have

$$
\begin{equation*}
\frac{\partial}{\partial z} H=(y+u) H+2 k x y\left(\frac{\partial}{\partial x}+\frac{\partial}{\partial y}+\frac{\partial}{\partial u}\right) H \tag{3.7}
\end{equation*}
$$

It is routine to check that the generating function

$$
\widetilde{H}(x, y, u, z ; k)=\left(\frac{(y-x) e^{k z(y+u-2 x)}}{y-x e^{2 k z(y-x)}}\right)^{1 / k}
$$

satisfy (3.7). Note that $\widetilde{H}(x, y, u, 0 ; k)=1, \widetilde{H}(0, y, u, z ; k)=e^{u+y}$ and $\widetilde{H}(x, 0, u, z ; k)=$ $e^{u z}$. Hence $\widetilde{H}(x, y, u, z ; k)=H(x, y, u, z ; k)$.

We now present a derangement counterpart of Theorem 2
Theorem 13. For $n \geq 1$, we have

$$
d_{n}^{B}(x ; k)=\sum_{\pi \in \mathcal{D}_{n}^{B}} x^{\mathrm{wexc}(\pi)} k^{n-\operatorname{cyc}(\pi)}
$$

When $k \geq 1 / 2$, the polynomials $d_{n}^{B}(x ; k)$ are bi- $\gamma$-positive. More precisely, we have

$$
d_{n}^{B}(x ; k)=\sum_{j=0}^{\lfloor(n-1) / 2\rfloor} p(n, j ; k) x^{j}(1+x)^{n-1-2 j}+\sum_{j=0}^{\lfloor n / 2\rfloor} q(n, j ; k) x^{j}(1+x)^{n-2 j}
$$

where the numbers $p(n, j ; k)$ and $q(n, j ; k)$ satisfy the following recurrence system:

$$
\begin{aligned}
& \begin{array}{l}
p(n+1, j ; k)=(1+2 k j) p(n, j ; k)+4 k(n-2 j+1) p(n, j-1 ; k)+ \\
\quad 2 k n p(n-1, j-1 ; k)+q(n, j ; k)
\end{array} \\
& \begin{aligned}
& q(n+1, j ; k)=2 k j q(n, j ; k)+4 k(n-2 j+2) q(n, j-1 ; k)+2 k n q(n-1, j-1 ; k)+ \\
&(2 k-1) p(n, j-1 ; k)
\end{aligned} \\
& \text { with } q(0,0 ; k)=1 \text { and } q(0, j ; k)=0 \text { for } j \neq 0, p(0, j ; k)=0 \text { for any } j
\end{aligned}
$$

Proof. Comparing (3.4) and (3.6), we see that $C(x, z ; k)=H(x, 1,0, z ; k)$, which leads to the combinatorial interpretation of $d_{n}^{B}(x ; k)$. We now consider a change of the grammar given in Lemma 11. Note that $D_{G_{4}}(I)=I y+I u$ and

$$
D_{G_{4}}(I y)=I\left(y^{2}+y u+2 k x y\right)=I y(x+y)+I y u+(2 k-1) I x y
$$

Setting $a=x y, b=x+y$ and $c=I y$, we get $D_{G_{4}}(a)=2 k a b, D_{G_{4}}(b)=4 k a$,

$$
D_{G_{4}}(I)=c+u I, D_{G_{4}}(c)=(b+u) c+(2 k-1) a I, D_{G_{4}}(u)=2 k a
$$

Consider the grammar

$$
G_{5}=\{I \rightarrow c+u I, c \rightarrow(b+u) c+(2 k-1) a I, u \rightarrow 2 k a, a \rightarrow 2 k a b, b \rightarrow 4 k a\}
$$

Note that $D_{G_{5}}(I)=c+I u, D_{G_{5}}^{2}(I)=(b+2 u) c+\left(u^{2}+(4 k-1) a\right) I$. By induction, it is routine to verify that there exist nonnegative integers such that
$D_{G_{5}}^{n}(I)=\sum_{i=0}^{n} u^{i}\left(\sum_{j=0}^{(n-1-i) / 2} p(n, i, j ; k) a^{j} b^{n-1-i-2 j} c+\sum_{j=0}^{(n-i) / 2} q(n, i, j ; k) a^{j} b^{n-i-2 j} I\right)$.
Extracting the coefficients of $a^{j} b^{n-2 j} c$ and $a^{j} b^{n+1-2 j} I$ on both sides of the following expansion

$$
D_{G_{5}}^{n+1}(I)=D_{G_{5}}\left(\sum_{i, j} p(n, i, j ; k) u^{i} a^{j} b^{n-1-i-2 j} c+\sum_{i, j} q(n, i, j ; k) u^{i} a^{j} b^{n-i-2 j} I\right)
$$

it is easy to verify the following recurrence system:

$$
\begin{aligned}
& p(n+1,0, j ; k)=(1+2 k j) p(n, 0, j ; k)+4 k(n-2 j+1) p(n, 0, j-1 ; k)+ \\
& \quad 2 k p(n, 1, j-1 ; k)+q(n, 0, j ; k) \\
& q(n+1,0, j ; k)=2 k j q(n, 0, j ; k)+4 k(n-2 j+2) q(n, 0, j-1 ; k)+2 k q(n, 1, j-1 ; k)+ \\
& (2 k-1) p(n, 0, j-1 ; k)
\end{aligned}
$$

Since $u$ marks fixed points, we have $p(n, 1, j-1 ; k)=n p(n-1,0, j-1 ; k)$ and $q(n, 1, j-1 ; k)=n q(n-1,0, j-1 ; k)$. Setting $p(n, 0, j ; k)=p(n, j ; k)$ and $q(n, 0, j ; k)=$ $q(n, j ; k)$, we get the recurrence system of the numbers $p(n, j ; k)$ and $q(n, j ; k)$. Setting $u=0$ and $y=1$ in (3.8) and then taking $a=x, b=1+x$ and $c=I$, we
get the symmetric decomposition of $d_{n}^{B}(x ; k)$. Clearly, when $k \geq 1 / 2, p(n, j ; k)$ and $q(n, j ; k)$ are nonnegative, and so $d_{n}^{B}(x ; k)$ are bi- $\gamma$-positive.

Define

$$
\begin{gathered}
P_{n}(x ; k)=\sum_{j=0}^{\lfloor(n-1) / 2\rfloor} p(n, j ; k) x^{j}(1+x)^{n-1-2 j}, \\
Q_{n}(x ; k)=\sum_{j=0}^{\lfloor n / 2\rfloor} q(n, j ; k) x^{j}(1+x)^{n-2 j} .
\end{gathered}
$$

In particular, $P_{1}(x ; k)=1, P_{2}(x ; k)=1+x, P_{3}(x ; k)=1+(1+12 k) x+x^{2}, Q_{1}(x ; k)=$ $0, Q_{2}(x ; k)=(4 k-1) x$ and $Q_{3}(x ; k)=\left(8 k^{2}-1\right) x(1+x)$.

Corollary 14. The polynomials $P_{n}(x ; k)$ and $Q_{n}(x ; k)$ satisfy the recurrence system

$$
\begin{aligned}
P_{n+1}(x ; k) & =(1+(2 k n-2 k+1) x) P_{n}(x ; k)+2 k x(1-x) P_{n}^{\prime}(x ; k)+ \\
& 2 k n x P_{n-1}(x ; k)+Q_{n}(x ; k), \\
Q_{n+1}(x ; k) & =2 k n x Q_{n}(x ; k)+2 k x(1-x) Q_{n}^{\prime}(x ; k)+2 k n x Q_{n-1}(x ; k)+ \\
& (2 k-1) x P_{n}(x ; k),
\end{aligned}
$$

with initial conditions $P_{0}(x ; k)=0$ and $Q_{0}(x ; k)=1$.
Proof. Define

$$
p_{n}(x)=\sum_{j=0}^{\lfloor(n-1) / 2\rfloor} p(n, j ; k) x^{j}, q_{n}(x)=\sum_{j=0}^{\lfloor n / 2\rfloor} q(n, j ; k) x^{j} .
$$

Multiplying both sides of the recurrence system of the numbers $p(n, j ; k)$ and $q(n, j ; k)$ and summing over all $j$, we get the following recurrence system:

$$
\begin{aligned}
& p_{n+1}(x)=(1+4 k(n-1) x) p_{n}(x)+2 k x(1-4 x) p_{n}^{\prime}(x)+2 k n x p_{n-1}(x)+q_{n}(x), \\
& q_{n+1}(x)=4 k n x q_{n}(x)+2 k x(1-4 x) q_{n}^{\prime}(x)+2 k n x q_{n-1}(x)+(2 k-1) x p_{n}(x),
\end{aligned}
$$

with the initial conditions $p_{0}(x)=0, p_{1}(x)=1, q_{0}(x)=1$ and $q_{1}(x)=0$. Note that

$$
\begin{gathered}
P_{n}(x ; k)=(1+x)^{n-1} p_{n}\left(\frac{x}{(1+x)^{2}}\right), \\
Q_{n}(x ; k)=(1+x)^{n} q_{n}\left(\frac{x}{(1+x)^{2}}\right) .
\end{gathered}
$$

Substituting $x \rightarrow x /(1+x)^{2}$ into the recurrence system of the polynomials $p_{n}(x)$ and $q_{n}(x)$ and simplifying some terms leads to the desired result.

A succession of $\pi \in \mathfrak{S}_{n}$ is an index $i$ such that $\pi(i+1)=\pi(i)+1$, where $i \in[n-1]$. Let $\mathfrak{S}_{n}^{s}$ denote the set of permutations in $\mathfrak{S}_{n}$ with no successions. We can now give the following result.

Theorem 15. For $n \geq 1$, we have

$$
d_{n}^{B}(x ; 1 / 2)=\frac{1}{x} d_{n+1}(x)+d_{n}(x)
$$

where $d_{n}(x)$ is the classical derangement polynomial. Moreover, we have

$$
\begin{equation*}
d_{n}^{B}(x ; 1 / 2)=\sum_{\pi \in \mathfrak{S}_{n+1}^{s}} x^{\operatorname{asc}(\pi)} \tag{3.9}
\end{equation*}
$$

Proof. Let $P_{n}(x)=P_{n}(x ; 1 / 2)$ and $Q_{n}(x)=Q_{n}(x ; 1 / 2)$. It follows from Theorem 13 that $d_{n}^{B}(x ; 1 / 2)=P_{n}(x)+Q_{n}(x)$. By using Corollary 14, we see that the polynomials $P_{n}(x)$ and $Q_{n}(x)$ satisfy the following recurrence system:

$$
\begin{aligned}
& P_{n+1}(x)=(1+n x) P_{n}(x)+x(1-x) P_{n}^{\prime}(x)+n x P_{n-1}(x)+Q_{n}(x), \\
& Q_{n+1}(x)=n x Q_{n}(x)+x(1-x) Q_{n}^{\prime}(x)+n x Q_{n-1}(x),
\end{aligned}
$$

with initial conditions $P_{0}(x)=0, P_{1}(x)=1, Q_{0}(x)=1$ and $Q_{1}(x)=0$. According to [18, Eq. (3.2)], the polynomials $Q_{n}(x)$ satisfy the same recurrence relation and initial conditions as $d_{n}(x)$, so they agree. We now prove that

$$
P_{n}(x)=\frac{1}{x} d_{n+1}(x) .
$$

Clearly, it holds for $n=0,1,2$. Assume it holds for $n$. Then we get

$$
\begin{aligned}
P_{n+1}(x) & =\frac{1+n x}{x} d_{n+1}(x)+\frac{x(1-x)}{x^{2}}\left(x d_{n+1}^{\prime}(x)-d_{n+1}(x)\right)+\frac{n x}{x} d_{n}(x)+d_{n}(x) \\
& =(n+1) d_{n+1}(x)+(1-x) d_{n+1}^{\prime}(x)+(n+1) d_{n}(x) \\
& =\frac{1}{x} d_{n+2}(x),
\end{aligned}
$$

as desired. The combinatorial interpretation (3.9) follows immediately from [23, Eq. (3.8)]. This completes the proof.

Let

$$
S_{n}(x)=\sum_{\pi \in \mathfrak{G}_{n+1}^{s}} x^{\operatorname{asc}(\pi)}
$$

The following generating function is a restatement of (3.9):

$$
\begin{equation*}
\sum_{n=0}^{\infty} S_{n}(x) \frac{z^{n}}{n!}=e^{z}\left(\frac{1-x}{e^{x z}-x e^{z}}\right)^{2} \tag{3.10}
\end{equation*}
$$

Combining (1.1), (3.3) and (3.10), we get the following result.
Corollary 16. For $n \geq 0$, we have

$$
\begin{gathered}
S_{n}(x)=\frac{1}{2^{n}} \sum_{i=0}^{n}\binom{n}{i} d_{i}^{B}(x) d_{n-i}^{B}(x) \\
S_{n}(x)=\sum_{i=0}^{n}\binom{n}{i} A_{i}(x) d_{n-i}(x)
\end{gathered}
$$

It would be interesting to present a bijective proof of Corollary 16
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