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#### Abstract

We consider $d$-dimensional random vectors $Y_{1}, \ldots, Y_{n}$ that satisfy a mild general position assumption a.s. The hyperplanes $$
\left(Y_{i}+Y_{j}\right)^{\perp} \quad(1 \leq i<j \leq n), \quad\left(Y_{i}-Y_{j}\right)^{\perp} \quad(1 \leq i<j \leq n), \quad Y_{i}^{\perp} \quad(1 \leq i \leq n)
$$ generate a conical tessellation of the Euclidean $d$-space, which is closely related to the Weyl chambers of type $B_{n}$. We determine the number of cones in this tessellation and show that it is a.s. constant. For a random cone chosen uniformly at random from this random tessellation, we compute expectations for a general series of geometric functionals. These include the face numbers, as well as the conical intrinsic volumes and the conical quermassintegrals. Under the additional assumption of symmetric exchangeability on $Y_{1}, \ldots, Y_{n}$, the same is done for the dual random cones which have the same distribution as the positive hull of $Y_{1}-Y_{2}, \ldots, Y_{n-1}-Y_{n}, Y_{n}$ given that this positive hull is not equal to $\mathbb{R}^{d}$. All these expectations turn out to be distribution-free. Similarly, we consider the conical tessellation induced by the hyperplanes $$
\left(Y_{i}-Y_{j}\right)^{\perp} \quad(1 \leq i<j \leq n) .
$$

This tessellation is closely related to the Weyl chambers of type $A_{n-1}$. We compute the number of cones in this tessellation and the expectations of the same geometric functionals for the random cones obtained from this random tessellation. The main ingredient in the proofs is a connection between the number of faces of the tessellation and the number of faces of the Weyl chambers of the corresponding type that are intersected by a certain linear subspace in general position.


## 1. Introduction

Let $\left\{H_{1}, \ldots, H_{n}\right\}$ be a set of distinct hyperplanes in $\mathbb{R}^{d}$ passing through the origin. These hyperplanes dissect $\mathbb{R}^{d}$ into finitely many polyhedral cones forming a conical tessellation of $\mathbb{R}^{d}$. More precisely, the set $\mathbb{R}^{d} \backslash \bigcup_{i=1}^{n} H_{i}$ consists of open connected components whose closures define the polyhedral cones of the tessellation. Under the condition that the hyperplanes satisfy some minor assumption, which is referred to as general position, Schlfli [14] derived the well-known formula for the number $C(n, d)$ of cones induced by these hyperplanes:

$$
\begin{equation*}
C(n, d)=2 \sum_{i=0}^{d-1}\binom{n-1}{i} \tag{1.1}
\end{equation*}
$$

For a simple inductive proof of this formula, see [16, Lemma 8.2.1].
If the hyperplanes $H_{1}, \ldots, H_{n}$ are chosen at random, for example independently and uniformly on the space of all linear hyperplanes, we obtain a random conical tessellation. By intersecting the cones of a conical tessellation with the unit sphere $\mathbb{S}^{d-1}$ we obtain a tessellation of the unit sphere by spherical polytopes; see Figure 1 for a sample realization in dimension $d=3$. This tessellation

[^0]has been studied by Cover and Efron [4] and Hug and Schneider [5]. For further results on this and other types of random tessellations of the sphere we refer to [13, 2, 3, 15, 9, 6, 7, 8,


Figure 1. Tessellation of the unit sphere in $\mathbb{R}^{3}$ induced by $n=36$ uniform and independent hyperplanes.

In this paper we want to introduce two new classes of conical tessellations that are related to reflection groups of types $A_{n-1}$ and $B_{n}$. Let us start with tessellations of type $B_{n}$. Take some vectors $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$, where $n \geq d$. By definition, the hyperplane arrangement $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$ consists of the hyperplanes in $\mathbb{R}^{d}$ given by

$$
\begin{aligned}
\left(y_{i}+y_{j}\right)^{\perp}, & 1 \leq i<j \leq n, \\
\left(y_{i}-y_{j}\right)^{\perp}, & 1 \leq i<j \leq n, \\
y_{i}^{\perp}, & 1 \leq i \leq n,
\end{aligned}
$$

where $x^{\perp}=\left\{y \in \mathbb{R}^{d}:\langle x, y\rangle=0\right\}$ denotes the orthogonal complement of a vector $x \in \mathbb{R}^{d} \backslash\{0\}$ and $\langle\cdot, \cdot\rangle$ denotes the standard Euclidean scalar product. For these hyperplane to be well-defined, we assume that $y_{i} \neq \pm y_{j}$ and $y_{i} \neq 0$ for all $1 \leq i<j \leq n$. Then the Weyl tessellation of type $B_{n}$, denoted by $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$, is defined as the conical tessellation generated by the hyperplanes from $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$. Now, the natural question arises if we can evaluate the number of cones in the Weyl tessellation of type $B_{n}$, which we denote by

$$
D^{B}(n, d):=\# \mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)
$$

Note that $D^{B}(n, d)$ initially depends on the choice of vectors $y_{1}, \ldots, y_{n}$. We will not indicate this fact in the notation, since it turns out that $D^{B}(n, d)$ is constant, under certain mild conditions on $y_{1}, \ldots, y_{n}$ which we will state in Theorem 1.1.

Denote the group of permutations of the set $\{1, \ldots, n\}$ by $\mathcal{S}_{n}$. Our first result in analogy to (1.1) is as follows.

Theorem 1.1. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$, where $n \geq d$, satisfy the following assumption:
(B1) For every $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{ \pm 1\}^{n}$ and every permutation $\sigma \in \mathcal{S}_{n}$ let any $d$ or fewer of the vectors $\varepsilon_{1} y_{\sigma(1)}-\varepsilon_{2} y_{\sigma(2)}, \varepsilon_{2} y_{\sigma(2)}-\varepsilon_{3} y_{\sigma(3)}, \ldots, \varepsilon_{n-1} y_{\sigma(n-1)}-\varepsilon_{n} y_{\sigma(n)}, \varepsilon_{n} y_{\sigma(n)}$ be linearly independent.
Then the number of cones in the Weyl tessellation $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ is given by

$$
D^{B}(n, d)=2(B(n, n-d+1)+B(n, n-d+3)+\ldots),
$$



Figure 2. Left: Weyl tessellation of type $B_{n}$ of the unit sphere in $\mathbb{R}^{3}$ with $n=6$. Right: Weyl tessellation of type $A_{n-1}$ of the unit sphere in $\mathbb{R}^{3}$ with $n=9$. Both tessellations are generated by 36 hyperplanes. The vectors $Y_{1}, \ldots, Y_{n}$ (red points) were sampled independently and uniformly on the unit sphere.
where $B(n, k)$ are the coefficients of the polynomial

$$
\begin{equation*}
(t+1)(t+3) \cdot \cdots \cdot(t+2 n-1)=\sum_{k=0}^{n} B(n, k) t^{k} \tag{1.2}
\end{equation*}
$$

and, by convention, $B(n, k)=0$ for $k \notin\{0, \ldots n\}$.
The assumption on $y_{1}, \ldots, y_{n}$ in Theorem 1.1 may seem very specific and unnatural, but in the course of this paper we will show that, in certain random settings, it is satisfied with probability 1; see Lemma 5.2. Moreover, in Theorem 3.2 we will state an equivalent assumption, called (B2), which allows to view (B1) from the larger perspective of general position.

We may also define a conical tessellation of type $A_{n-1}$. Take some pairwise distinct vectors $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$, where $n \geq d+1$. By definition, the hyperplane arrangement $\mathcal{A}^{A}\left(y_{1}, \ldots, y_{n}\right)$ consists of the hyperplanes given by

$$
\left(y_{i}-y_{j}\right)^{\perp}, \quad 1 \leq i<j \leq n .
$$

Then the Weyl tessellation of type $A_{n-1}$, denoted by $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$, is defined as the conical tessellation generated by the hyperplane arrangement $\mathcal{A}^{A}\left(y_{1}, \ldots, y_{n}\right)$. We denote the number of cones in the Weyl tessellation of type $A_{n-1}$ by

$$
D^{A}(n, d)=\# \mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)
$$

The next result is an analogue of Theorem 1.1.
Theorem 1.2. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$, where $n \geq d+1$, satisfy the following assumption:
(A1) For every permutation $\sigma \in \mathcal{S}_{n}$ let any $d$ or fewer of the vectors $y_{\sigma(1)}-y_{\sigma(2)}, \ldots, y_{\sigma(n-1)}-$ $y_{\sigma(n)}$ be linearly independent.
Then the number of cones in the Weyl tessellation $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$ of type $A_{n-1}$ is given by

$$
D^{A}(n, d)=2\left(\left[\begin{array}{c}
n \\
n-d+1
\end{array}\right]+\left[\begin{array}{c}
n \\
n-d+3
\end{array}\right]+\ldots\right),
$$

where $\left[\begin{array}{l}n \\ k\end{array}\right]$ are the Stirling numbers of first kind defined by the formula

$$
t(t+1) \cdot \cdots \cdot(t+n-1)=\sum_{k=1}^{n}\left[\begin{array}{l}
n  \tag{1.3}\\
k
\end{array}\right] t^{k}
$$

and, by convention, $\left[\begin{array}{l}n \\ k\end{array}\right]=0$ for $k \notin\{1, \ldots n\}$.
As a byproduct of the proofs of these and some more general theorems, we shall also compute the total number of $j$-dimensional faces in the tessellations $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ and $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$; see Theorems 3.10 and 4.7 .

The Schlfli formula (1.1) has several probabilistic consequences [20, 4, 5]. For example, Hug and Schneider [5] (who continued the work of Cover and Efron [4]) defined the random Schlfi cone $S_{n}$ as the random cone obtained by picking uniformly at random one of the cones induced by random, independent linear hyperplanes $H_{1}, \ldots, H_{n}$ having a distribution satisfying some minor condition (for example, the uniform distribution on the set of all hyperplanes). These authors evaluated the expectations of a few geometric functionals like the expected number of $j$-faces of $S_{n}$, which is given by

$$
\begin{equation*}
\mathbb{E} f_{j}\left(S_{n}\right)=\frac{2^{d-j}\binom{n}{d-j} C(n-d+j, j)}{C(n, d)} \tag{1.4}
\end{equation*}
$$

for $j=1, \ldots, d$. Hug and Schneider [5] generalized these results by introducing a series of general geometric functionals $Y_{k, j}$, called the size functionals. In order to define them, we need to introduce the conical quermassintegrals. For a cone $C$, which is not a linear subspace, the $j$-th conical quermassintegral $U_{j}(C)$ is defined as $1 / 2$ times the probability that that the intersection of $C$ with a uniform random $(d-j)$-dimensional linear hyperplane is different from $\{0\}$. Then the functional $Y_{k, j}(C)$ is defined as the sum of $U_{j}(F)$ over all $k$-faces $F$ of $C$. In [5, Theorem 4.1], Hug and Schneider derived a formula for the expected size functionals of $S_{n}$, namely

$$
\begin{equation*}
\mathbb{E} Y_{d-k+j, d-k}\left(S_{n}\right)=\frac{2^{k-j}\binom{n}{k-j} C(n-k+j, j)}{2 C(n, d)} \tag{1.5}
\end{equation*}
$$

for $1 \leq j \leq k \leq d$ and $n>k-j$. The quantities $Y_{k, j}$ are significant, since they comprise a lot of important geometric functionals, such as the number of $k$-faces of $C$ and the conical quermassintegrals $U_{j}(C)$ mentioned above, as special cases. Furthermore, the $j$-th conical intrinsic volume $v_{j}(C)$, which is essentially defined as the probability that the projection of a standard Gaussian vector in $\mathbb{R}^{d}$ onto $C$ lies in the relative interior of a $j$-face of $C$, can be expressed through the quermassintegrals.

Again, the natural question arises whether similar calculations are possible for a random cone chosen from the Weyl tessellations. At first, we consider the type $B_{n}$. Let $Y_{1}, \ldots, Y_{n}$ be (possibly dependent) random vectors in $\mathbb{R}^{d}$ with $n \geq d$ satisfying assumption (B1) a.s. For example, (B1) is satisfied a.s. if $\left(Y_{1}, \ldots, Y_{n}\right)$ has a joint density function on $\left(\mathbb{R}^{d}\right)^{n}$ with respect to $\mu^{n}$, where $\mu$ is a Lebesgue measure or, more generally, any $\sigma$-finite measure on $\mathbb{R}^{d}$ that assigns measure zero to each affine hyperplane; see Lemma 5.2. Then the random Weyl cone $\mathcal{D}_{n}^{B}$ of type $B_{n}$ is defined as follows: Among the cones of the random Weyl tessellation $\mathcal{W}^{B}\left(Y_{1}, \ldots, Y_{n}\right)$ choose one uniformly at random. For a realization of the random tessellation $\mathcal{W}^{B}\left(Y_{1}, \ldots, Y_{n}\right)$, see the left panel of Figure 2 , One of our main results is the following formula for the expected size functionals of $\mathcal{D}_{n}^{B}$.

Theorem 1.3. Let $\mathcal{D}_{n}^{B}$ be a random Weyl cone of type $B_{n}$ in $\mathbb{R}^{d}$ defined as above. Then

$$
\mathbb{E} Y_{d-k+j, d-k}\left(\mathcal{D}_{n}^{B}\right)=\frac{2^{k-j}\binom{n}{k-j} D^{B}(n-k+j, j)}{2 D^{B}(n, d)} \frac{n!}{(n-k+j)!}
$$

holds for all $1 \leq j \leq k \leq d$.
For type $A_{n-1}$, we can make similar calculations. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$, where $n \geq d+1$, which satisfy assumption (A1) a.s. Then the random Weyl cone $\mathcal{D}_{n}^{A}$ of type $A_{n-1}$ can be constructed as follows: Among the cones of the random Weyl tessellation $\mathcal{W}^{A}\left(Y_{1}, \ldots, Y_{n}\right)$ choose one uniformly at random. For a realization of the random tessellation $\mathcal{W}^{A}\left(Y_{1}, \ldots, Y_{n}\right)$, see the right panel of Figure 2. We can now state an analogue of Theorem 1.3.

Theorem 1.4. Let $\mathcal{D}_{n}^{A}$ be a random Weyl cone of type $A_{n-1}$. Then

$$
\mathbb{E} Y_{d-k+j, d-k}\left(\mathcal{D}_{n}^{A}\right)=\frac{\binom{n-1}{k-j} D^{A}(n-k+j, j)}{2 D^{A}(n, d)} \frac{n!}{(n-k+j)!}
$$

holds for all $1 \leq j \leq k \leq d$.
The similarities to the analogous result 1.5 for Schlfli cones are obvious. From Theorems 1.3 and 1.4 we will derive the values of several interesting expected geometrical functionals as special cases. In the following corollaries we assume that $n \geq d$ and (B1) holds a.s. (in the $B_{n}$ case) or that $n \geq d+1$ and (A1) holds a.s. (in the $A_{n-1}$ case).
Corollary 1.5. For $j=1, \ldots, d$ the expected numbers of $j$-faces of the random Weyl cones $\mathcal{D}_{n}^{B}$ and $\mathcal{D}_{n}^{A}$ are given by

$$
\begin{aligned}
\mathbb{E} f_{j}\left(\mathcal{D}_{n}^{B}\right) & =\frac{2^{d-j}\binom{n}{d-j} D^{B}(n-d+j, j)}{D^{B}(n, d)} \frac{n!}{(n-d+j)!}, \\
\mathbb{E} f_{j}\left(\mathcal{D}_{n}^{A}\right) & =\frac{\binom{n-1}{d-j} D^{A}(n-d+j, j)}{D^{A}(n, d)} \frac{n!}{(n-d+j)!} .
\end{aligned}
$$

Corollary 1.6. For $j=0, \ldots, d-1$ the expected conical quermassintegrals of the random Weyl cones $\mathcal{D}_{n}^{B}$ and $\mathcal{D}_{n}^{A}$ are given by

$$
\mathbb{E} U_{j}\left(\mathcal{D}_{n}^{B}\right)=\frac{D^{B}(n, d-j)}{2 D^{B}(n, d)}, \quad \mathbb{E} U_{j}\left(\mathcal{D}_{n}^{A}\right)=\frac{D^{A}(n, d-j)}{2 D^{A}(n, d)} .
$$

Corollary 1.7. For $j=1, \ldots, d$ the expected conical intrinsic volumes of the random Weyl cones $\mathcal{D}_{n}^{B}$ and $\mathcal{D}_{n}^{A}$ are given by

$$
\mathbb{E} v_{j}\left(\mathcal{D}_{n}^{B}\right)=\frac{B(n, n-d+j)}{D^{B}(n, d)}, \quad \mathbb{E} v_{j}\left(\mathcal{D}_{n}^{A}\right)=\left[\begin{array}{c}
n \\
n-d+j
\end{array}\right] \frac{1}{D^{A}(n, d)}
$$

The papers [11] and [10] studied convex hulls of the $d$-dimensional random walks (and bridges) of the form $Y_{1}, Y_{1}+Y_{2}, \ldots, Y_{1}+\ldots+Y_{n}$, where $Y_{1}, \ldots, Y_{n}$ are random vectors satisfying certain exchangeability conditions; see also [19]. The main results of these works are formulas for the probability that such convex hull contains the origin, as well as for the expected number of $j$ faces of the convex hull. These formulas (which are distribution-free) also involve the numbers $D^{B}(n, d)$ and $D^{A}(n, d)$. In the following, we shall describe the dual cones of $\mathcal{D}_{n}^{B}$, respectively $\mathcal{D}_{n}^{A}$. Under natural exchangeability assumptions on $Y_{1}, \ldots, Y_{n}$, these turn out to be the positive hulls of $Y_{1}-Y_{2}, \ldots, Y_{n-1}-Y_{n}, Y_{n}$, respectively $Y_{1}-Y_{2}, \ldots, Y_{n-1}-Y_{n}$; see Section 5.1. For these positive
hulls, we are able to compute the expected values of the size functionals $Y_{k, j}$, thus showing that the differences of exchangeable random variables also exhibit a distribution-free behavior.

Let us finally mention that it is possible to extend the results of the present paper to Weyl tessellations corresponding to the reflection groups of the product type $B_{n_{1}} \times \ldots \times B_{n_{r}} \times A_{k_{1}-1} \times$ $\ldots \times A_{k_{l}-1}$. These arrangements of product type are just unions of the arrangements corresponding to the individual factors. In particular, Weyl tessellations of type $B_{1}^{n}$ coincide with the tessellations studied by Cover and Efron [4] and Hug and Schneider [5]. Thus, their results become special cases of this more general setting. We refrain from stating the results in the product type setting since they require introducing heavy notation.

The rest of the paper is mostly devoted to the proofs.

## 2. Preliminaries

In this section we collect some notation and facts on polyhedral cones and integral geometry. Let $\sigma_{d}, d \in \mathbb{N}$, be the $(d-1)$-dimensional spherical Lebesgue measure on the unit sphere $\mathbb{S}^{d-1}$. The spherical content of $\mathbb{S}^{d-1}$ is given by

$$
\omega_{d}:=\sigma_{d-1}\left(\mathbb{S}^{d-1}\right)=\frac{2 \pi^{d / 2}}{\Gamma(d / 2)}
$$

2.1. Polyhedral cones. A polyhedral cone (or, for simplicity, just a cone) $C \subseteq \mathbb{R}^{d}$ is a finite intersection of closed half-spaces whose boundaries pass through the origin. We denote the set of polyhedral cones in $\mathbb{R}^{d}$ by $\mathcal{P C}^{d}$. A supporting hyperplane for a cone $C$ is a linear hyperplane $H$, such that $C$ lies entirely in one of the closed half-spaces $H^{+}$and $H^{-}$induced by $H$. If not explicitly stated otherwise, all hyperplanes are assumed to be linear.

A face of $C$ is a set of the form $F=C \cap H$, for a supporting hyperplane $H$, or the cone $C$ itself. We denote by $\mathcal{F}(C)$ the set of all faces of $C$ and by $\mathcal{F}_{k}(C)$ the set of all $k$-dimensional faces of $C$. Note that the dimension of a cone $C$ is defined as the dimension of its linear hull, i.e. $\operatorname{dim} C=\operatorname{dim} \operatorname{lin}(C)$. Let $f_{k}(C)=\# \mathcal{F}_{k}(C)$ be the number of $k$-faces of $C$. Equivalently, the faces of $C$ are obtained by replacing some of the half-spaces, whose intersection defines the polyhedral cone, by their boundaries and taking the intersection.

Furthermore, let $\operatorname{linsp}(C)=C \cap(-C)$ denote the lineality space of $C$, which is the linear subspace contained in $C$ and having the maximal possible dimension. Additionally, linsp $(C)$ is contained in every face of $C$. A cone $C$ is pointed if it does not contain a non-trivial linear subspace, i.e. if $\{0\}$ is a 0 -dimensional face, or equivalently, if $\operatorname{linsp}(C)=\{0\}$.
2.2. Duality. We will introduce the dual of a cone and state some useful results referring to [1, Section 2.1] for the proofs.

The dual cone of a cone $C \subseteq \mathbb{R}^{d}$ is defined as

$$
C^{\circ}=\left\{x \in \mathbb{R}^{d}:\langle x, y\rangle \leq 0 \forall y \in C\right\} .
$$

If $C=L$ is a linear subspace, then $C^{\circ}=L^{\perp}$ is its orthogonal complement. There is a one-to-one correspondence between the $k$-faces $\mathcal{F}_{k}(C)$ and the $(d-k)$-faces $\mathcal{F}_{d-k}(C)$. The following theorem is a conical version of the Hahn-Banach theorem.

Theorem 2.1 (Seperating hyperplane for cones). Let $C, D$ be cones in $\mathbb{R}^{d}$. Then $\operatorname{relint}(C) \cap$ $\operatorname{relint}(D)=\emptyset$ if and only if there exists a linear hyperplane $H$, not containing $C \cup D$, such that $C \subseteq H^{+}$and $D \subseteq H^{-}$.

Note that relint $X$ denotes the interior of a set $X$ relative to its linear hull and is called the relative interior of $X$. The theorem implies that $C^{\circ \circ}:=\left(C^{\circ}\right)^{\circ}=C$, which was shown in Proposition 2.3 of [1]. The dual cone of the intersection of two cones $C$ and $D$ is given by

$$
\begin{equation*}
(C \cap D)^{\circ}=C^{\circ}+D^{\circ}, \tag{2.1}
\end{equation*}
$$

where $C+D:=\{x+y: x \in C, y \in D\}$ denotes the Minkowski sum. The following result is a variation of Farkas' Lemma for cones.

Lemma 2.2. Let $C, D$ be cones in $\mathbb{R}^{d}$. Then

$$
\operatorname{relint}(C) \cap D=\emptyset \Leftrightarrow C^{\circ} \cap-D^{\circ} \neq\{0\}
$$

In particular, if $D=L$ is a linear subspace, then

$$
\operatorname{relint}(C) \cap L=\emptyset \Leftrightarrow C^{\circ} \cap L^{\perp} \neq\{0\}
$$

We are able to derive a related result, which will be of use in Section 3.5.
Lemma 2.3. Let $C$ be a cone and $L$ be a subspace in $\mathbb{R}^{d}$. Then

$$
C \cap L \nsubseteq \operatorname{linsp}(C) \Leftrightarrow \operatorname{relint}\left(C^{\circ}\right) \cap L^{\perp}=\emptyset
$$

Proof. Suppose relint $\left(C^{\circ}\right) \cap L^{\perp} \neq \emptyset$. Then, by Farkas' Lemma 2.2, $C \cap L=\{0\}$, which implies $C \cap L \subseteq \operatorname{linsp}(C)$.

To prove the other direction, assume relint $\left(C^{\circ}\right) \cap L^{\perp}=\emptyset$. Note that $(\operatorname{linsp}(C))^{\circ}=\operatorname{lin}\left(C^{\circ}\right)$, since $\operatorname{linsp}(C)$ is the subspace contained in $C$ of maximal dimension, and thus, $(\operatorname{linsp}(C))^{\circ}$ is the subspace of smallest dimension containing $C^{\circ}$. Then, we also have

$$
\operatorname{relint}\left(C^{\circ}\right) \cap\left(L^{\perp} \cap \operatorname{lin}\left(C^{\circ}\right)\right)=\emptyset
$$

Applying Theorem 2.1 in the ambient linear subspace $\operatorname{lin}\left(C^{\circ}\right)$, we can find a separating hyperplane $H$ in $\operatorname{lin}\left(C^{\circ}\right)$, such that $C^{\circ} \subseteq H^{-}$and $L^{\perp} \cap \operatorname{lin}\left(C^{\circ}\right) \subseteq H^{+}$, where $H^{-}, H^{+}$denote the closed halfspaces in $\operatorname{lin}\left(C^{\circ}\right)$ defined by $H$. This implies that $L^{\perp} \cap \operatorname{lin}\left(C^{\circ}\right) \subseteq H \subseteq H^{-}$, since $L^{\perp} \cap \operatorname{lin}\left(C^{\circ}\right)$ is a linear subspace. It follows that

$$
C^{\circ}+\left(L^{\perp} \cap \operatorname{lin}\left(C^{\circ}\right)\right) \subseteq H^{-}
$$

which implies $C^{\circ}+\left(L^{\perp} \cap \operatorname{lin}\left(C^{\circ}\right)\right) \nsupseteq \operatorname{lin}\left(C^{\circ}\right)$, and thus, $C^{\circ}+L^{\perp} \nsupseteq \operatorname{lin}\left(C^{\circ}\right)$. This is equivalent to $C \cap L \nsubseteq\left(\operatorname{lin}\left(C^{\circ}\right)\right)^{\circ}=\operatorname{linsp}(C)$, due to 2.1.
2.3. Geometric functionals of convex cones. We will introduce the geometric functionals for convex cones which we want to evaluate in Section 5 . For general information regarding spherical integral geometry we refer to [16, Section 6.5]. At first, we will define the conical quermassintegrals and state some important properties. They are taken from [5, Section 2]. For $k \in\{0, \ldots, d\}$ denote by $G(d, k)$ the Grassmannian of $k$-dimensional linear subspaces in $\mathbb{R}^{d}$, and let $\nu_{k}$ be its normalized Haar measure, meaning the unique rotation invariant Borel probability measure on $G(d, k)$. Rotation invariance will always refer to the invariance with respect to the action of the special orthogonal group $S O_{d}$, which is the group of linear mappings $\vartheta: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ that preserve scalar product and orientation.
Definition 2.4. For a cone $C \subseteq \mathbb{R}^{d}$ that is not a linear subspace the conical quermassintegrals are defined by

$$
\begin{equation*}
U_{j}(C)=\frac{1}{2} \int_{G(d, d-j)} \mathbb{1}_{\{C \cap L \neq\{0\}\}} \nu_{d-j}(\mathrm{~d} L), \quad j=0, \ldots, d \tag{2.2}
\end{equation*}
$$

Hence, $2 U_{j}(C)$ is the probability that a subspace, which is uniformly distributed on $G(d, k)$, intersects with $C$ in a non-trivial way. By definition, if $L_{k} \subseteq \mathbb{R}^{d}$ is a $k$-dimensional linear subspace, then

$$
U_{j}\left(L_{k}\right)= \begin{cases}1 & \text { if } k-j>0 \text { and odd } \\ 0 & \text { if } k-j \leq 0 \text { or even }\end{cases}
$$

Note that the conical quermassintegrals may be defined in a unified way via the Euler characteristic, see [5, (1)]. For a $d$-dimensional cone $C \subset \mathbb{R}^{d}$, we have

$$
U_{d-1}(C)=\frac{\sigma_{d-1}\left(C \cap \mathbb{S}^{d-1}\right)}{\omega_{d}}
$$

If the cone $C$ is not a linear subspace, then we have the duality relation

$$
\begin{equation*}
U_{j}(C)+U_{d-j}\left(C^{\circ}\right)=\frac{1}{2}, \quad j=0, \ldots, d \tag{2.3}
\end{equation*}
$$

Now, we define the conical intrinsic volumes. The definition and further properties are taken from [1, Section 2.2] and [5, Section 2].
Definition 2.5. Let $C$ be a polyhedral cone, and $g$ be a $d$-dimensional standard Gaussian random vector. Then

$$
v_{k}(C):=\sum_{F \in \mathcal{F}_{k}(C)} v_{F}(C)
$$

defines the $k$-th conical intrinsic volume (or, for simplicity, just intrinsic volume) of $C$, where for a face $F \in \mathcal{F}(C)$, we put

$$
v_{F}(C):=\mathbb{P}\left(\Pi_{C}(g) \in \operatorname{relint}(F)\right) .
$$

Here, $\Pi_{C}$ denotes the orthogonal projection on $C$, that is $\Pi_{C}(x)$ is the vector in $C$ minimizing the Euclidean distance to $x \in \mathbb{R}^{d}$.

Again, for a $d$-dimensional cone $C \subset \mathbb{R}^{d}$ we have

$$
v_{d}(C)=\frac{\sigma_{d-1}\left(C \cap \mathbb{S}^{d-1}\right)}{\omega_{d}}
$$

In this case, $v_{d}(C)$ is also called the solid angle of $C$, denoted by $\alpha(C)$.
The conical intrinsic volumes and quermassintegrals are essentially different functionals, yet there is a linear relation, which follows from a spherical integral-geometry formula of Crofton type (see [16, (6.63)]):

$$
U_{j}(C)=\sum_{k=0}^{\left\lfloor\frac{d-1-j}{2}\right\rfloor} v_{j+2 k+1}(C)
$$

for a cone $C$ and $j=0, \ldots, d-1$. This implies the relations

$$
\left\{\begin{array}{l}
v_{j}=U_{j-1}-U_{j+1} \quad \text { for } j=1, \ldots d-2  \tag{2.4}\\
v_{d-1}=U_{d-2} \\
v_{d}=U_{d-1}
\end{array}\right.
$$

Using (2.4) and the duality relation (2.3) for the quermassintegrals, we have

$$
\begin{equation*}
v_{j}(C)=v_{d-j}\left(C^{\circ}\right), \quad j=0, \ldots, d \tag{2.5}
\end{equation*}
$$

Following Hug and Schneider [5], we will use the conical quermassintegrals to define a more general series of functionals which comprises some interesting geometric functionals as special cases.

Definition 2.6. For a cone $C, k=1, \ldots, d$ and $j=0, \ldots, k-1$ define the size functionals $Y_{k, j}$ by

$$
Y_{k, j}(C):=\sum_{F \in \mathcal{F}_{k}(C)} U_{j}(F) .
$$

If we set $k=\operatorname{dim} C$, we get the conical quermassintegrals

$$
Y_{\operatorname{dim} C, j}=\sum_{F \in \mathcal{F}_{\operatorname{dim} C}(C)} U_{j}(F)=U_{j}(C), \quad j<\operatorname{dim} C .
$$

Thus, using the relation (2.4), we obtain the conical intrinsic volumes as a suitable linear transformation of the size functionals. On the other hand, for $j=0$ and $k=1, \ldots, d$, the size functional yields the number of $k$-faces for a cone $C$ whose $k$-faces are not linear subspaces, since

$$
\begin{equation*}
Y_{k, 0}(C)=\sum_{F \in \mathcal{F}_{k}(C)} U_{0}(F)=\frac{1}{2} \sum_{F \in \mathcal{F}_{k}(C)} \mathbb{1}_{\{F \neq\{0\}\}}=\frac{1}{2} f_{k}(C) . \tag{2.6}
\end{equation*}
$$

2.4. Results on general position. Before proceeding to the Weyl tessellations, we need to introduce the definitions of general position in various contexts and state some results that will be used throughout this paper. For a vector $x \in \mathbb{R}^{d} \backslash\{0\}$, let

$$
x^{\perp}=\left\{y \in \mathbb{R}^{d}:\langle y, x\rangle=0\right\}, \quad x^{-}=\left\{y \in \mathbb{R}^{d}:\langle y, x\rangle \leq 0\right\} .
$$

We will make use of the duality relation

$$
\begin{equation*}
\left(\operatorname{pos}\left\{x_{1}, \ldots, x_{n}\right\}\right)^{\circ}=\bigcap_{i=1}^{n} x_{i}^{-}, \tag{2.7}
\end{equation*}
$$

for all $x_{1}, \ldots, x_{n} \in \mathbb{R}^{d}$, where pos $X$ denotes the positive hull of a set $X$.
Definition 2.7. A set of vectors $x_{1}, \ldots, x_{n} \in \mathbb{R}^{d}$ is said to be in general position if for any $k \leq d$ and $1 \leq i_{1}<\ldots<i_{k} \leq n$ the set of vectors $x_{i_{1}}, \ldots, x_{i_{k}}$ is linearly independent. A set of hyperplanes $H_{1}, \ldots, H_{n} \in G(d, d-1)$ is said to be in general position if

$$
\operatorname{dim}\left(H_{i_{1}} \cap \ldots \cap H_{i_{k}}\right)=d-k
$$

for any $k \leq d$ and $1 \leq i_{1}<\ldots<i_{k} \leq n$.
It is easy to see that $x_{1}, \ldots, x_{n}$ are in general position if and only if the hyperplanes $x_{1}^{\perp}, \ldots, x_{n}^{\perp}$ are in general position. If this is the case, then

$$
\begin{equation*}
\operatorname{pos}\left\{x_{1}, \ldots, x_{n}\right\} \neq \mathbb{R}^{d} \Leftrightarrow \bigcap_{i=1}^{n} x_{i}^{-} \neq\{0\} \Leftrightarrow \operatorname{dim} \bigcap_{i=1}^{n} x_{i}^{-}=d \tag{2.8}
\end{equation*}
$$

We refer to [5, (14)] for the proof of the equivalences.
A hyperplane arrangement $\mathcal{A}$ in $\mathbb{R}^{d}$ is a finite set of distinct linear hyperplanes. The rank of the arrangement $\mathcal{A}$ is defined as

$$
\operatorname{rank}(\mathcal{A})=d-\operatorname{dim}\left(\bigcap_{H \in \mathcal{A}} H\right),
$$

where $\operatorname{rank}(\emptyset):=0$.

We already saw in the introduction that a hyperplane arrangement $\mathcal{A}$ induces a set of cones. Denote by $\mathcal{R}(\mathcal{A})$ the set of open connected components ("regions" or "chambers") of the complement $\mathbb{R}^{d} \backslash \bigcup_{H \in \mathcal{A}} H$ of the hyperplanes. Then, $\overline{\mathcal{R}}(\mathcal{A}):=\{\bar{R}: R \in \mathcal{R}(\mathcal{A})\}$ is the conical tessellation or the conical mosaic induced by $\mathcal{A}$, where $\bar{R}$ denotes the closure of $R$. The set of faces $\mathcal{F}(\overline{\mathcal{R}}(\mathcal{A}))$ of $\overline{\mathcal{R}}(\mathcal{A})$ is defined as the union of the sets of faces of the polyhedral cones $C \in \overline{\mathcal{R}}(\mathcal{A})$.

Thus, the conical mosaic $\overline{\mathcal{R}}(\mathcal{A})$ for a hyperplane arrangement $\mathcal{A}$ consists precisely of the cones of the form

$$
\bigcap_{H \in \mathcal{A}} \varepsilon_{H} H^{-}, \quad \varepsilon_{H}= \pm 1
$$

which have non-empty interior. Here, $H^{-}$denotes one of the closed half-spaces induced by $H$.
For a lot of results, e.g. results on the faces of a conical tessellation, we need the concept of general position of a linear subspace with respect to a hyperplane arrangement.
Definition 2.8. Let $L \in G(d, k)$ be a linear subspace of dimension $k \in\{0, \ldots, d-1\}$. Then $L$ is said to be in general position with respect to $\mathcal{A}$ if for all finite subsets $\mathcal{B} \subseteq \mathcal{A}$

$$
\begin{equation*}
\operatorname{dim}\left(\bigcap_{H \in \mathcal{B}}(H \cap L)\right)=\max \{0, k-\operatorname{rank}(\mathcal{B})\} . \tag{2.9}
\end{equation*}
$$

If $L \in G(d, k)$ is in general with respect to $\mathcal{A}=\left\{H_{1}, \ldots, H_{n}\right\}$, then it is easy to see that the induced hyperplane arrangement $\mathcal{A} \mid L:=\{H \cap L: H \in \mathcal{A}\}$ also consists of distinct hyperplanes in $L$ and thus induces a conical mosaic in $L$. And more importantly, the general position assumption provides that the subspaces $H \cap L$ are hyperplanes in $L$, i.e. they have dimension $k-1$. If $y_{1}, \ldots, y_{n}$ are the normal vectors to the hyperplanes $H_{1}, \ldots, H_{n}$, respectively, then their orthogonal projections on $L$, denoted by $\Pi_{L}\left(y_{1}\right), \ldots, \Pi_{L}\left(y_{n}\right)$, are the normal vectors of $H_{1} \cap L, \ldots, H_{n} \cap L$ inside $L$, respectively, since

$$
\left\langle v, y_{i}\right\rangle=\left\langle v, y_{i}-\Pi_{L}\left(y_{i}\right)\right\rangle+\left\langle v, \Pi_{L}\left(y_{i}\right)\right\rangle=\left\langle v, \Pi_{L}\left(y_{i}\right)\right\rangle
$$

holds for all $v \in L$.
Remark 2.9. It is important to note the following result, which follows from the definition above. If a hyperplane arrangement $\mathcal{A}$ consists of hyperplanes $H_{1}=y_{1}^{\perp}, \ldots, H_{n}=y_{n}^{\perp}$ in general position, then the fact that a linear subspace $L$ is in general position to $\mathcal{A}$ implies that the induced hyperplanes $H_{1} \cap L, \ldots, H_{n} \cap L$ are in general position in $L$, and thus, their respective normal vectors $\Pi_{L}\left(y_{1}\right), \ldots, \Pi_{L}\left(y_{n}\right)$ are also in general position in $L$.

Lemma 2.10. For a linear subspace $L \subseteq \mathbb{R}^{d}$ in general position with respect to a hyperplane arrangement $\mathcal{A}$, the closed chambers generated by the induced arrangement $\mathcal{A} \mid L$ are obtained by intersecting the closed chambers of $\overline{\mathcal{R}}(\mathcal{A})$ by $L$. Thus, we have

$$
\{C \cap L: C \in \overline{\mathcal{R}}(\mathcal{A}), C \cap L \neq\{0\}\}=\overline{\mathcal{R}}(\mathcal{A} \mid L) .
$$

Proof. Let $\mathcal{A}=\left\{H_{1}, \ldots, H_{n}\right\}$. Denote by $y_{1}, \ldots, y_{n}$ the normal vectors to hyperplanes $H_{1}, \ldots, H_{n}$, respectively. Then for all $\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{ \pm 1\}^{n}$

$$
\bigcap_{i=1}^{n} \varepsilon_{i} y_{i}^{-} \cap L=\bigcap_{i=1}^{n} \varepsilon_{i} \Pi_{L}\left(y_{i}\right)^{-},
$$

where $\Pi_{L}\left(y_{i}\right)^{-}=\left\{v \in L:\left\langle v, \Pi_{L}\left(y_{i}\right)\right\rangle \leq 0\right\}$. Thus, if $C \in \overline{\mathcal{R}}(\mathcal{A})$ satisfies $C \cap L \neq\{0\}$, there are $\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{ \pm 1\}^{n}$, such that $C=\bigcap_{i=1}^{n} \varepsilon_{1} y_{i}^{-}$. This means that $\{0\} \neq C \cap L=\bigcap_{i=1}^{n} \varepsilon_{i} \Pi_{L}\left(y_{i}\right)^{-} \in$
$\overline{\mathcal{R}}(\mathcal{A} \mid L)$. If otherwise $D \in \overline{\mathcal{R}}(\mathcal{A} \mid L)$, then $D=\bigcap_{i=1}^{n} \varepsilon_{i} \Pi_{L}\left(y_{i}\right)^{-}$for some $\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{ \pm 1\}^{n}$. It follows that $\{0\} \neq D=\bigcap_{i=1}^{n} \varepsilon_{i} y_{i}^{-} \cap L$, where $\bigcap_{i=1}^{n} \varepsilon_{i} y_{i}^{-}$is obviously different from $\{0\}$ and therefore a cone in $\overline{\mathcal{R}}(\mathcal{A})$.
Lemma 2.11. Let $\mathcal{A}$ be a hyperplane arrangement in $\mathbb{R}^{d}$ and let $L$ be a linear subspace in $\mathbb{R}^{d}$. If $L$ is in general position with respect to $\mathcal{A}$, then for all $R \in \mathcal{R}(\mathcal{A})$

$$
\bar{R} \cap L \neq\{0\} \Leftrightarrow R \cap L \neq \emptyset,
$$

or equivalently

$$
C \cap L \neq\{0\} \Leftrightarrow \operatorname{relint}(C) \cap L \neq \emptyset
$$

holds true for all $C \in \overline{\mathcal{R}}(\mathcal{A})$.
For the proof of this lemma, we refer to [12, Section 6.3]. A similar result can be proven for the faces in a conical tessellation.
Lemma 2.12. Let $\mathcal{A}$ be a hyperplane arrangement in $\mathbb{R}^{d}$ and let $L$ be a linear subspace in $\mathbb{R}^{d}$. If $L$ is in general position with respect to $\mathcal{A}$, then for all faces $F \in \mathcal{F}(\overline{\mathcal{R}}(\mathcal{A}))$

$$
F \cap L \neq\{0\} \Leftrightarrow \operatorname{relint}(F) \cap L \neq \emptyset
$$

Proof. Let $\mathcal{A}=\left\{H_{1}, \ldots, H_{n}\right\}$. We define $G(i):=H_{i_{1}} \cap \ldots \cap H_{i_{k}}$ for all $k \leq d$ and $1 \leq i_{1}<\ldots<$ $i_{k} \leq n$. Then, the linear subspace $L \cap G(i)$ is in general position with respect to the hyperplane arrangement $\left\{H_{j} \cap G(i): j \notin\left\{i_{1}, \ldots, i_{k}\right\}\right\}$ in $G(i)$. This is a direct consequence of the definition of general position in 2.9). Since every face $F \in \mathcal{F}(\overline{\mathcal{R}}(\mathcal{A}))$ is contained in such a subspace $G(i)$ for a suitable collection of indices and and is furthermore a cone of the induced tessellation $\overline{\mathcal{R}}(\mathcal{A} \mid G(i))$, Lemma 2.11 applied to the linear subspace $G(i)$ yields
$F \cap L \neq\{0\} \Leftrightarrow F \cap(L \cap G(i)) \neq\{0\} \Leftrightarrow \operatorname{relint}(F) \cap(L \cap G(i)) \neq \emptyset \Leftrightarrow \operatorname{relint}(F) \cap L \neq \emptyset$,
which completes the proof.
Similarly, we can define the notion of general position for two arbitrary linear subspaces.
Definition 2.13. Linear subspaces $L, L^{\prime}$ of $\mathbb{R}^{d}$ are in general position if

$$
\operatorname{dim}\left(L \cap L^{\prime}\right)=\max \left\{0, \operatorname{dim} L+\operatorname{dim} L^{\prime}-d\right\} .
$$

This definition implies that a linear subspace $L$ is in general position to a hyperplane arrangement $\mathcal{A}$ if and only if $L$ is in general position to each subspace $K$ that can be represented as an intersection of the hyperplanes from $\mathcal{A}$.
Lemma 2.14. Let $k \in\{0, \ldots, d\}$ and let $M \subseteq \mathbb{R}^{d}$ be a linear subspace. Define $B$ as the set of all $L \in G(d, k)$, for which $L$ and $M$ are not in general position. Then $\nu_{k}(B)=0$.
Proof. The result follows from [16, Lemma 13.2.1], since $\nu_{k}=\nu \circ \beta_{k}^{-1}$ is defined as the image measure of $\nu$ under the mapping $\beta_{k}: S O_{d} \rightarrow G(d, k), \vartheta \mapsto \vartheta L_{k}$ for a fixed linear subspace $L_{k} \in G(d, k)$. Note that $\nu$ denotes the unique rotation invariant probability measure on the rotation group $S O_{d}$. Thus

$$
\nu_{k}(B)=\nu\left(\left\{\vartheta \in S O_{d}: M \text { is not in general position to } \vartheta L_{k}\right)=0 .\right.
$$

Remark 2.15. Let $L$ be a random $k$-dimensional subspace with distribution $\nu_{k}$ and let $\mathcal{A}$ be a hyperplane arrangement. Then $L$ is a.s. in general position with respect to $\mathcal{A}$. This is a direct consequence of Lemma 2.14 and (2.9).

## 3. Conical tessellations and Weyl chambers of type $B_{n}$

In this section, we introduce the Weyl chambers in $\mathbb{R}^{n}$ of type $B_{n}$ and a conical tessellation of $\mathbb{R}^{d}$, which is closely related to it. Our main result is a formula on the expected $k$-face number of a cone chosen uniformly at random from this tessellation. We will state it in Theorem 3.3 and Corollary 3.5. In the present section, we always assume $n \geq d$.
3.1. The reflection arrangement and Weyl chambers of type $\boldsymbol{B}_{\boldsymbol{n}}$. At first, we consider Weyl chambers of type $B_{n}$ and introduce the necessary notation, taken from [12, Section 2.1]. We call $\mathcal{G}\left(B_{n}\right)$ the reflection group of type $B_{n}$ which acts on $\mathbb{R}^{n}$ by permuting the coordinates in an arbitrary way and by multiplying any number of coordinates by -1 . This means that the $2^{n} n$ ! elements of $\mathcal{G}\left(B_{n}\right)$ are the linear mappings

$$
g_{\varepsilon, \sigma}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \quad\left(\beta_{1}, \ldots, \beta_{n}\right) \mapsto\left(\varepsilon_{1} \beta_{\sigma(1)}, \ldots, \varepsilon_{n} \beta_{\sigma(n)}\right),
$$

where $\sigma \in \mathcal{S}_{n}$ is a permutation of the set $\{1, \ldots, n\}$ and $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{ \pm 1\}^{n}$.
The closed Weyl chambers of type $B_{n}$ are the cones of the conical tessellation induced by the hyperplane arrangement $\mathcal{A}\left(B_{n}\right)$, which consists of the hyperplanes given by

$$
\begin{align*}
& \left\{\beta \in \mathbb{R}^{n}: \beta_{i}=\beta_{j}\right\} \quad(1 \leq i<j \leq n), \\
& \left\{\beta \in \mathbb{R}^{n}: \beta_{i}=-\beta_{j}\right\} \quad(1 \leq i<j \leq n),  \tag{3.1}\\
& \left\{\beta \in \mathbb{R}^{n}: \beta_{i}=0\right\} \quad(1 \leq i \leq n) .
\end{align*}
$$

It is called the reflection arrangement of type $B_{n}$. The name is due to the fact that reflections with respect to the hyperplanes of this arrangement generate the group $\mathcal{G}\left(B_{n}\right)$. Thus, it is easy to see that the closed Weyl chambers of type $B_{n}$ are given by

$$
C_{\varepsilon, \sigma}^{B}:=\left\{\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}: \varepsilon_{1} \beta_{\sigma(1)} \leq \ldots \leq \varepsilon_{n} \beta_{\sigma(n)} \leq 0\right\}, \quad \sigma \in \mathcal{S}_{n}, \varepsilon \in\{ \pm 1\}^{n}
$$

The superscript $B$ indicates the type of the Weyl chamber. Equivalently, the Weyl chambers of type $B_{n}$ are defined as the reflections $g \mathcal{C}\left(B_{n}\right), g \in \mathcal{G}\left(B_{n}\right)$, of the fundamental Weyl chamber of type $B_{n}$ given by

$$
\mathcal{C}\left(B_{n}\right)=\left\{\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}: 0 \leq \beta_{1} \leq \ldots \leq \beta_{n}\right\} .
$$

The $k$-dimensional faces of the Weyl chamber $C_{\varepsilon, \sigma}^{B}$ are determined by the collection of indices $1 \leq l_{1}<\ldots<l_{k} \leq n$ and have the form

$$
\begin{align*}
C_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{k}\right):=\left\{\beta \in \mathbb{R}^{n}:\right. & \varepsilon_{1} \beta_{\sigma(1)}=\ldots=\varepsilon_{l_{1}} \beta_{\sigma\left(l_{1}\right)} \leq \varepsilon_{l_{1}+1} \beta_{\sigma\left(l_{1}+1\right)}=\ldots=\varepsilon_{l_{2}} \beta_{\sigma\left(l_{2}\right)} \\
& \leq \ldots \leq \varepsilon_{l_{k-1}+1} \beta_{\sigma\left(l_{k-1}+1\right)}=\ldots=\varepsilon_{l_{k}} \beta_{\sigma\left(l_{k}\right)}  \tag{3.2}\\
& \left.\leq \beta_{\sigma\left(l_{k}+1\right)}=\ldots=\beta_{\sigma(n)}=0\right\} .
\end{align*}
$$

In the case $i_{k}=n$, no $\beta_{i}$ 's are required to be 0 . Thus, $\# \mathcal{F}_{k}\left(C_{\varepsilon, \sigma}^{B}\right)=\binom{n}{k}$.
3.2. Weyl tessellation of type $\boldsymbol{B}_{\boldsymbol{n}}$. As mentioned in the introduction, we can define a conical tessellation, which is closely related to the Weyl chambers of type $B_{n}$.
Definition 3.1. (Weyl tessellation of type $B_{n}$ ) Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ and let the hyperplane arrangement $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$ consists of the hyperplanes given by

$$
\begin{align*}
\left(y_{i}+y_{j}\right)^{\perp}, & 1 \leq i<j \leq n, \\
\left(y_{i}-y_{j}\right)^{\perp}, & 1 \leq i<j \leq n,  \tag{3.3}\\
y_{i}^{\perp}, & 1 \leq i \leq n .
\end{align*}
$$

Then the Weyl tessellation of type $B_{n}$ or Weyl mosaic of type $B_{n}$ is defined as the conical tessellation induced by $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$ and is denoted by $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$. We denote the number of cones in $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ by

$$
D^{B}(n, d):=\# \mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)
$$

The set of $k$-faces of $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ is denoted by

$$
\mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)=\bigcup_{C \in \mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathcal{F}_{k}(C), \quad \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)=\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)
$$

As mentioned in the introduction, we did not bother to indicate that $D^{B}(n, d)$ depends on the choice of $y_{1}, \ldots, y_{n}$, because we will show in Corollary 3.4 that it is constant under certain conditions on $y_{1}, \ldots, y_{n}$. It is easy to see that the cones in $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ are the cones different from $\{0\}$ of the form

$$
D_{\epsilon, \sigma}^{B}:=\left\{v \in \mathbb{R}^{d}:\left\langle v, \varepsilon_{1} y_{\sigma(1)}\right\rangle \leq \cdots \leq\left\langle v, \varepsilon_{n} y_{\sigma(n)}\right\rangle \leq 0\right\}, \quad \varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{ \pm 1\}^{n}, \sigma \in \mathcal{S}_{n}
$$

We will refer to these cones as Weyl cones of type $B_{n}$ or just Weyl cones when the type we are referring to is obvious from the context.

The initial problem we encounter is that the hyperplanes of $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$ are not in general position even if $y_{1}, \ldots, y_{n}$ are in general position. Thus, without further conditions on $y_{1}, \ldots, y_{n}$, we cannot say with certainty that $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$ is even a hyperplane arrangement, i.e. the hyperplanes are distinct. Yet, we may formulate two equivalent conditions, under which we are able derive general results on the faces and the number of cones in the Weyl tessellation of type $B_{n}$.

Theorem 3.2. For arbitrary $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ the following conditions (B1) and (B2) are equivalent:
(B1) For every $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$ the vectors $\varepsilon_{1} y_{\sigma(1)}-\varepsilon_{2} y_{\sigma(2)}, \varepsilon_{2} y_{\sigma(2)}-$ $\varepsilon_{3} y_{\sigma(3)}, \ldots, \varepsilon_{n-1} y_{\sigma(n-1)}-\varepsilon_{n} y_{\sigma(n)}, \varepsilon_{n} y_{\sigma(n)}$ are in general position.
(B2) The linear subspace $L^{\perp}$ has dimension $d$ and is in general position with respect to the hyperplane arrangement $\mathcal{A}\left(B_{n}\right)$, where $L:=\left\{\beta \in \mathbb{R}^{n}: \beta_{1} y_{1}+\cdots+\beta_{n} y_{n}=0\right\}$.
We will often refer to these conditions as the general position assumptions (B1) and (B2), It is not obvious that the conditions (B1) and (B2) are equivalent and the proof will be postponed to Section 6. In some cases it is more natural to use condition (B1) and sometimes it will be more convenient to use (B2).

Now, we state the main result of this section.
Theorem 3.3. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy one of the equivalent general position assumptions (B1) or (B2). For $1 \leq k \leq d$, we have

$$
\begin{aligned}
& \sum_{F \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}} \\
& =2^{d-k+1}\binom{n}{d-k} \frac{n!}{(n-d+k)!}(B(n-d+k, n-d+1)+B(n-d+k, n-d+3)+\ldots) .
\end{aligned}
$$

Recall that the $B(n, k)$ 's are the coefficients of the polynomial

$$
\begin{equation*}
(t+1)(t+3) \cdot \cdots \cdot(t+2 n-1)=\sum_{k=0}^{n} B(n, k) t^{k} \tag{3.4}
\end{equation*}
$$

and, by convention, $B(n, k)=0$ for $k \notin\{0, \ldots n\}$.

We will postpone the proof of Theorem 3.3 to Section 3.5 because we need to establish some results on the faces of the Weyl tessellation first. As a special case of this theorem, we are able to derive the number of cones in the Weyl tessellation $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ of type $B_{n}$ under one of the equivalent conditions (B1) or (B2). We introduced this result as Theorem 1.1 in the introduction and will now restate it here as a corollary of Theorem 3.3. Note that the condition on $y_{1}, \ldots, y_{n}$ stated in Theorem 1.1 coincides with the general position assumptions (B1).

Corollary 3.4. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy one of the equivalent general position assumptions (B1) or (B2). Then the number of cones in the Weyl mosaic $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ of type $B_{n}$ is given by

$$
D^{B}(n, d)=2(B(n, n-d+1)+B(n, n-d+3)+\ldots)
$$

Proof. This follows from Theorem 3.3 in the special case $k=d$.
Note that under the assumptions of Theorem 3.3, we may also write

$$
\sum_{F \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}}=2^{d-k}\binom{n}{d-k} \frac{n!}{(n-d+k)!} D^{B}(n-d+k, k)
$$

It is evident that Theorem 3.3 also carries the following probabilistic meaning.
Corollary 3.5. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy one of the equivalent general position assumptions (B1) or (B2). Let $Q^{B}$ be sampled randomly and uniformly among the $D^{B}(n, d)$ cones of $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$. Then the expected number of $k$-dimensional faces of $Q^{B}$ is given by

$$
\begin{aligned}
\mathbb{E} f_{k}\left(Q^{B}\right) & =\frac{1}{D^{B}(n, d)} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \sum_{F \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}} \\
& =2^{d-k}\binom{n}{d-k} \frac{n!}{(n-d+k)!} \frac{D^{B}(n-d+k, k)}{D^{B}(n, d)}
\end{aligned}
$$

3.3. Characterizing the faces of the Weyl tessellation of type $\boldsymbol{B}_{\boldsymbol{n}}$. Before we are able to prove Theorem 3.3 , it is necessary to consider the faces of the Weyl tessellation more closely. At first, we introduce helpful notation. For $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$, a collection of indices $1 \leq l_{1}<\ldots<l_{n-d+k} \leq n$, a vector of signs $\varepsilon \in\{ \pm 1\}^{n}$ and a permutation $\sigma \in \mathcal{S}_{n}$, we define

$$
\begin{align*}
F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right):=\left\{v \in \mathbb{R}^{d}\right. & : \varepsilon_{1} f_{\sigma(1)}=\ldots=\varepsilon_{l_{1}} f_{\sigma\left(l_{1}\right)} \leq \varepsilon_{l_{1}+1} f_{\sigma\left(l_{1}+1\right)}=\ldots=\varepsilon_{l_{2}} f_{\sigma\left(l_{2}\right)} \\
& \leq \ldots \leq \varepsilon_{l_{n-d+k-1}+1} f_{\sigma\left(l_{n-d+k-1}+1\right)}=\ldots=\varepsilon_{l_{n-d+k}} f_{\sigma\left(l_{n-d+k}\right)}  \tag{3.5}\\
& \left.\leq f_{\sigma\left(l_{n-d+k}+1\right)}=\ldots=f_{\sigma(n)}=0\right\}
\end{align*}
$$

where the functionals $f_{i}$ are defined by $f_{i}=f_{i}(v):=\left\langle v, y_{i}\right\rangle, i=1, \ldots, n$. If $l_{n-d+k}=n$, no $f_{i}$ 's are required to be 0 . These cones will represent the $k$-faces of the Weyl tessellation, according to the following proposition.

Proposition 3.6. Let $1 \leq k \leq d$ and let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy the general position assumption (B1). Then it holds:
(i) For every $F \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)$ there exist a collection of indices $1 \leq l_{1}<\ldots<l_{n-d+k} \leq n$, a vector of signs $\varepsilon \in\{ \pm 1\}^{n}$ and a permutation $\sigma \in \mathcal{S}_{n}$, such that $F=F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right)$.
(ii) Let $1 \leq l_{1}<\ldots<l_{n-d+k} \leq n$ and $\varepsilon \in\{ \pm 1\}^{n}$, $\sigma \in \mathcal{S}_{n}$. If $F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) \neq\{0\}$, then $F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)$.

Proof. We start by proving (i). Let $F \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)$. Then there exists a Weyl cone $D \in$ $\mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)$, such that $D=D_{\varepsilon, \sigma}^{B}$ and $F \in \mathcal{F}_{k}^{B}(D)$ for suitable $\varepsilon \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$. Every face of a polyhedral cone is obtained by replacing some of the half-spaces, whose intersection defines the cone, by their boundaries, or in this case equivalently, replacing some of the inequalities in the defining condition of $D_{\varepsilon, \sigma}^{B}$ by equalities. Thus there exist a number $1 \leq m \leq n$ and a collection of indices $1 \leq l_{1}<\ldots<l_{m} \leq n$, such that $F=F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{m}\right)$. It is left to show that $m=n-d+k$. We have

$$
\begin{gathered}
F \subseteq L_{m}:=\left\{v \in \mathbb{R}^{d}: \varepsilon_{1} f_{\sigma(1)}=\cdots=\varepsilon_{l_{1}} f_{\sigma\left(l_{1}\right)}, \ldots, \varepsilon_{l_{m-1}+1} f_{\sigma\left(l_{m-1}+1\right)}=\cdots=\varepsilon_{l_{m}} f_{\sigma\left(l_{m}\right)},\right. \\
\left.f_{\sigma\left(l_{m}+1\right)}=\cdots=f_{\sigma(n)}=0\right\} .
\end{gathered}
$$

Note that the condition which defines $L_{m}$ effectively consists of $n-m$ equations. Thus, the general position assumption (B1) implies $\operatorname{dim}\left(L_{m}\right)=\max \{0, d-n+m\}$. Since $\operatorname{dim} F=k \geq 1$, it is obvious that $\operatorname{dim} L_{m}=d-n+m$. Now, we want to show that the dimensions of $F$ and $L_{m}$ are equal. Due to (B1), $L_{m}$ is in general position to the arrangement

$$
\mathcal{A}_{m}:=\left\{\left(\varepsilon_{l_{1}} y_{\sigma\left(l_{1}\right)}-\varepsilon_{l_{1}+1} y_{\sigma\left(l_{1}+1\right)}\right)^{\perp}, \ldots,\left(\varepsilon_{l_{m}} y_{\sigma\left(l_{m}\right)}-\varepsilon_{l_{m}+1} y_{\sigma\left(l_{m}+1\right)}\right)^{\perp}\right\}
$$

where $\varepsilon_{l_{m}+1}=0$ for $l_{m}=n$, and additionally, the hyperplanes of $\mathcal{A}_{m}$ are itself in general position. Thus, the hyperplanes in the induced arrangement $\mathcal{A}_{m} \mid L_{m}=\left\{H \cap L_{m}: H \in \mathcal{A}_{m}\right\}$ are in general position in $L_{m}$ and generate a mosaic of $(d-n+m)$-dimensional cones in $L_{m}$, following (2.8). Since the cones in the induced mosaic are obtained by intersecting the cones of $\overline{\mathcal{R}}\left(\mathcal{A}_{m}\right)$ with $L_{m}$ and $F=D \cap L_{m}$ is such a cone, $F \neq\{0\}$ implies that $\operatorname{dim} F=d-n+m$. On the other hand, $F$ is a $k$-dimensional face, thus $k=d-n+m$ holds true.

The proof of (ii) is similar. Obviously $F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right)$ is a face of the Weyl tessellation $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ for all $1 \leq l_{1}<\ldots<l_{n-d+k} \leq n$ and $\varepsilon \in\{ \pm 1\}^{n}, \sigma \in \mathcal{S}_{n}$. If not $\{0\}$, then it is already a $k$-dimensional face, due to the general position arguments we stated above.

To conclude this section, we want to evaluate the number of Weyl cones $C \in \mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ that contain a $k$-face $F=F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)$, which will be necessary for the proof of Theorem 3.3. In order to avoid heavy notation, we consider an example from which the general case should become evident.

Example 3.7. Consider the case $n=7, d=6, k=2$ and the face of the Weyl tessellation $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{7}\right)$ in $\mathbb{R}^{6}$ given by

$$
F=\{v \in \mathbb{R}^{6}: \underbrace{-f_{5}=f_{2}}_{\text {group 1 }} \leq \underbrace{-f_{3}}_{\text {group 2 }} \leq \underbrace{f_{4}=f_{1}}_{\text {group 3 }} \leq \underbrace{f_{6}=f_{7}=0}_{\text {group 4 }}\} .
$$

Assume that $F \neq\{0\}$. Under assumption (B1), the cone $F$ is a 2 -dimensional face of the Weyl tessellation of type $B_{7}$, due to Proposition 3.6. In particular, it is a 2 -face of the Weyl cone

$$
\begin{equation*}
\left\{v \in \mathbb{R}^{6}:-f_{5} \leq f_{2} \leq-f_{3} \leq f_{4} \leq f_{1} \leq f_{6} \leq f_{7} \leq 0\right\} \tag{3.6}
\end{equation*}
$$

However, it is also a 2 -face of

$$
\left\{v \in \mathbb{R}^{6}: f_{2} \leq-f_{5} \leq-f_{3} \leq f_{4} \leq f_{1} \leq-f_{7} \leq f_{6} \leq 0\right\}
$$

and, more generally any number of cones obtained from (3.6) by permuting the $f$ 's inside the groups $\left(-f_{5}, f_{2}\right),\left(-f_{3}\right),\left(f_{4}, f_{1}\right),\left(f_{6}, f_{7}\right)$, and by changing any number of signs in the last group. The total number of cones obtained in this way is $2!1!2!2!2^{2}$.

The question arises, if there are any other Weyl cones that contain $F$. We will show that the answer is "no". Indeed, if we change the sign of any $f_{i}$ that is not in the last group (for example, $f_{1}$ ), we see that $F$ is not contained in this cone any longer, e.g.

$$
F \nsubseteq\left\{v \in \mathbb{R}^{6}:-f_{5} \leq f_{2} \leq-f_{3} \leq f_{4} \leq-f_{1} \leq f_{6} \leq f_{7} \leq 0\right\} .
$$

Otherwise, $F$ would be contained in the hyperplanes $\left\{f_{1} \leq 0\right\}$ and $\left\{-f_{1} \leq 0\right\}$, and thus, $F \subseteq\left\{f_{1}=\right.$ $0\}$. This implies

$$
F=\left\{v \in \mathbb{R}^{d}:-f_{5}=f_{2} \leq-f_{3} \leq f_{4}=f_{1}=f_{6}=f_{7}=0\right\} .
$$

The number of groups in this representation is strictly smaller than in the original one because $f_{1}$ was not in the last group. In fact, the cone on the right-hand side is a 1 -face of the Weyl tessellation, due to Proposition 3.6 under the general position assumption (B1). This means that any cone where we altered a sign of any $f_{i}$, which is not in the last group, does not contain $F$.

From now on, we can consider only the Weyl cones in whose representations the signs of all $f_{i}$ 's are the same as in the original representation of $F$, except for the $f_{i}$ 's in the last group. Take such a cone and assume that in its representation we have an inequality $\pm f_{j} \leq \pm f_{i}$, while in the representation of $F$ we have the converse inequality $\pm f_{i} \leq \pm f_{j}$. For example take the cone

$$
\left\{v \in \mathbb{R}^{d}:-f_{5}=f_{2} \leq-f_{3} \leq f_{4}=f_{6} \leq f_{1}=f_{7}=0\right\}
$$

which satisfies $f_{6} \leq f_{1}$, while in the representation of $F$ we have $f_{1} \leq f_{6}$. We claim that $F$ is not contained in this cone. Indeed, otherwise, $F$ would be contained in the hyperplane $\left\{f_{1}=f_{6}\right\}$, which implies that

$$
F=\left\{v \in \mathbb{R}^{6}:-f_{5}=f_{2} \leq-f_{3} \leq f_{4}=f_{1}=f_{6}=f_{7}=0\right\} .
$$

Again, the number of groups in this representation is strictly smaller than in the original representation of $F$. In fact, the cone on the right-hand side is a 1 -face, similar to the previous case. That is a contradiction, since $F$ is 2 -dimensional. This means that there are no other Weyl cones containing $F$. Generalizing this argument, yields the following proposition.
Proposition 3.8. Let $1 \leq k \leq d$ and let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy the general position assumption (B1). Then, each $k$-face $\bar{F}_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)$ belongs to exactly

$$
l_{1}!\left(l_{2}-l_{1}\right)!\cdot \ldots \cdot\left(n-l_{n-d+k}\right)!2^{n-l_{n-d+k}}
$$

cones $C \in \mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$.
The same argument proves also the following proposition stating that there is a one-to-one correspondence between the $k$-faces of the Weyl mosaic and those combinatorial representations leading to a non-trivial face.
Proposition 3.9. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy the general position assumption (B1). Let furthermore $F=F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right)$ and $G=F_{\delta, \pi}^{B}\left(i_{1}, \ldots, i_{n-d+m}\right)$ be such that $\bar{F} \neq\{0\}$, with some $\varepsilon, \delta \in\{ \pm 1\}^{n}, \sigma, \pi \in \mathcal{S}_{n}$ and $1 \leq k \leq d, 1 \leq m \leq d$ and $1 \leq l_{1}<\ldots<l_{n-d+k} \leq n$, $1 \leq i_{1}<\ldots<i_{n-d+m} \leq n$. If $F=G$, then $\varepsilon=\delta, \sigma=\pi, k=m$, and $l_{j}=i_{j}$ for all admissible $j$.
3.4. Counting the faces of Weyl tessellations of type $B_{n}$. Now, the question arises if we can evaluate the total number of $k$-faces in the Weyl tessellation $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$.
Theorem 3.10. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy one of the equivalent general position assumptions (B1) or (B2). Then the number of $k$-faces in the Weyl mosaic of type $B_{n}$ is given by

$$
\# \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)=T(n, n-d+k) D^{B}(n-d+k, k)
$$

for $k \in\{1, \ldots, d\}$, where the $T(n, k)$ 's are given by

$$
T(n, k)=\sum_{r=0}^{n-k}\binom{n}{r}\left\{\begin{array}{c}
n-r \\
k
\end{array}\right\} 2^{n-r-k}
$$

Here, $\left\{\begin{array}{l}n \\ k\end{array}\right\}$ is the Stirling number of second kind, that is the number of partitions of an n-element set into $k$ non-empty subsets.

Remark 3.11. The numbers $T(n, k)$ are known as the $B$-analogons of Stirling numbers of the second kind 18 and appear as Entry A039755 in 17. The $A$-analogons of the Stirling numbers of the second kind are the usual Stirling numbers $\left\{\begin{array}{l}n \\ k\end{array}\right\}$. The generating functions of both sequences are given by

$$
\sum_{n=0}^{\infty} \sum_{k=0}^{n} T(n, k) \frac{x^{n}}{n!} y^{k}=e^{x} \exp \left(\frac{y}{2}\left(e^{2 x}-1\right)\right), \quad \sum_{n=0}^{\infty} \sum_{k=0}^{n}\left\{\begin{array}{l}
n \\
k
\end{array}\right\} \frac{x^{n}}{n!} y^{k}=\exp \left(y\left(e^{x}-1\right)\right)
$$

The numbers $T(n, k)$ and $\left\{\begin{array}{l}n \\ k\end{array}\right\}$ appear as the coefficients in the formulas
$t^{n}=\sum_{k=0}^{n}(-1)^{n-k} T(n, k)(t+1)(t+3) \ldots(t+2 k-1), \quad t^{n}=\sum_{k=0}^{n}(-1)^{n-k}\left\{\begin{array}{l}n \\ k\end{array}\right\} t(t+1)(t+2) \ldots(t+k-1) ;$
see Entry A039755 in [17]. This should be compared to the following formulas for the Stirling numbers of the first kind $\left[\begin{array}{l}n \\ k\end{array}\right]$ and their $B$-analogues $B(n, k)$ :

$$
(t+1)(t+3) \cdot \ldots \cdot(t+2 n-1)=\sum_{k=0}^{n} B(n, k) t^{k}, \quad t(t+1) \cdot \ldots \cdot(t+n-1)=\sum_{k=1}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right] t^{k}
$$

Proof of Theorem 3.10. Due to Proposition 3.6 (i), each $k$-face $F \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)$ is contained in a $k$-dimensional linear subspace of the form

$$
\begin{aligned}
L(l, \varepsilon, \sigma):=\left\{v \in \mathbb{R}^{d}:\right. & \varepsilon_{1} f_{\sigma(1)}=\ldots=\varepsilon_{l_{1}} f_{\sigma\left(l_{1}\right)}, \ldots \\
& \varepsilon_{l_{n-d+k-1}+1} f_{\sigma\left(l_{n-d+k-1}+1\right)}=\ldots=\varepsilon_{l_{n-d+k}} f_{\sigma\left(l_{n-d+k}\right)} \\
& \left.f_{\sigma\left(l_{n-d+k}+1\right)}=\ldots=f_{\sigma(n)}=0\right\}
\end{aligned}
$$

for $1 \leq l_{1}<\ldots<l_{n-d+k} \leq n, l=\left(l_{1}, \ldots, l_{n-d+k}\right), \varepsilon \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$. At first, we want to evaluate the number of distinct subspaces of this form. For each fixed number of elements $r \in\{0, \ldots, d-k\}$ in the last group of equations there are $\binom{n}{r}$ possibilities to choose its elements among $\left\{f_{1}, \ldots, f_{n}\right\}$. Then, we are left with a set of $n-r$ elements, which we want to partition in $n-d+k$ non-empty sets. Thus, there are $\left\{\begin{array}{c}n-r \\ n-d+k\end{array}\right\}$ possibilities to choose the partition. Furthermore, we can choose the signs of the $f_{i}$ 's in the first $n-d+k$ groups arbitrarily, for which there are $2^{n-r}$ possibilities. But since we obtain the same subspace if we multiply any group of equations by -1 , we have to divide the $2^{n-r}$ possibilities by $2^{n-d+k}$. This yields a total of

$$
\sum_{r=0}^{d-k}\binom{n}{r}\left\{\begin{array}{c}
n-r \\
n-d+k
\end{array}\right\} \frac{2^{n-r}}{2^{n-d+k}}=\sum_{r=0}^{d-k}\binom{n}{r}\left\{\begin{array}{c}
n-r \\
n-d+k
\end{array}\right\} 2^{d-k-r}
$$

possible subspaces of the form $L(l, \varepsilon, \sigma)$. All these subspaces are pairwise different, which can be shown in the same way as in Example 3.7 and relies on the general position assumption (B1).

Now, we want to show that the $k$-faces of $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ contained in $L(l, \varepsilon, \sigma)$ form a Weyl mosaic in $L(l, \varepsilon, \sigma)$ and that the number of these $k$-faces is $D^{B}(n-d+k, k)$. To simplify the notation, we consider the special case $\varepsilon_{i}=1$ and $\sigma(i)=i$, for all $i=1, \ldots, n$, and define

$$
L:=\left\{v \in \mathbb{R}^{d}: f_{1}=\cdots=f_{l_{1}}, \ldots, f_{l_{n-d+k-1}+1}=\ldots=f_{l_{n-d+k}}, f_{l_{n-d+k}+1}=\ldots=f_{n}=0\right\} .
$$

Now, we show that the projections $\Pi_{L}\left(y_{l_{1}}\right), \ldots, \Pi_{L}\left(y_{l_{n-d+k}}\right)$ satisfy the general position assumption (B1) in $L$, and thus, induce a mosaic of type $B_{n}$ in $L$. Corollary 3.4 would then imply that the number of these $k$-dimensional cones is $D^{B}(n-d+k, k)$. Take some $\delta \in\{ \pm 1\}^{n-d+k}$ and $\pi \in \mathcal{S}_{n-d+k}$. Due to (B1), the hyperplanes

$$
\begin{aligned}
& \left\{\left(y_{1}-y_{2}\right)^{\perp}, \ldots,\left(y_{l_{1}-1}-y_{l_{1}}\right)^{\perp}, \ldots,\left(y_{l_{n-d+k-1}+1}-y_{l_{n-d+k-1}+2}\right)^{\perp}, \ldots,\left(y_{l_{n-d+k}-1}-y_{l_{n-d+k}}\right)^{\perp},\right. \\
& \\
& \left(y_{l_{n-d+k}+1}-y_{l_{n-d+k}+2}\right)^{\perp}, \ldots,\left(y_{n-1}-y_{n}\right)^{\perp}, y_{n}^{\perp}, \\
& \\
& \left.\left(\delta_{1} y_{l_{\pi(1)}}-\delta_{2} y_{l_{\pi(2)}}\right)^{\perp}, \ldots,\left(\delta_{n-d+k} y_{l_{\pi(n-d+k)}}-\delta_{n-d+k+1} y_{l_{\pi(n-d+k+1)}}\right)^{\perp}\right\}
\end{aligned}
$$

are in general position. Therefore, $L$ (being the intersection of the hyperplanes in the first two lines) is in general position with the hyperplanes constituting the third line. Thus, by Remark 2.9 , the hyperplanes in $L$ given by

$$
L \cap\left(\delta_{1} y_{l_{\pi(1)}}-\delta_{2} y_{l_{\pi(2)}}\right)^{\perp}, \ldots, L \cap\left(\delta_{n-d+k} y_{l_{\pi(n-d+k)}}-\delta_{n-d+k+1} y_{l_{\pi(n-d+k+1)}}\right)^{\perp}
$$

are in general position in $L$. It follows from the definition of $L$ that the representation of the last hyperplane in this list can be simplified as follows

$$
L \cap\left(\delta_{n-d+k} y_{l_{\pi(n-d+k)}}-\delta_{n-d+k+1} y_{l_{\pi(n-d+k+1)}}\right)^{\perp}=L \cap\left(\delta_{n-d+k} y_{l_{\pi(n-d+k)}}\right)^{\perp} .
$$

It follows that the normal vectors of the hyperplanes from the above list (taken inside $L$ ) are in general positions. So,

$$
\begin{aligned}
\delta_{1} \Pi_{L}\left(y_{l_{\pi(1)}}\right)-\delta_{2} \Pi_{L}\left(y_{l_{\pi(2)}}\right), \ldots, \delta_{n-d+k-1} \Pi_{L}\left(y_{l_{\pi(n-d+k-1)}}\right)-\delta_{n-d+k} \Pi_{L}\left(y_{l_{\pi(n-d+k)}}\right), \\
\delta_{n-d+k} \Pi_{L}\left(y_{l_{\pi(n-d+k)}}\right)
\end{aligned}
$$

are in general position in $L$, for all $\delta \in\{ \pm 1\}^{n-d+k}$ and $\pi \in \mathcal{S}_{n-d+k}$, which proves (B1) for the projected vectors $\Pi_{L}\left(y_{l_{1}}\right), \ldots, \Pi_{L}\left(y_{l_{n-d+k}}\right)$.

Thus, the orthogonal complements of the vectors $\Pi_{L}\left(y_{l_{1}}\right), \ldots, \Pi_{L}\left(y_{l_{n-d+k}}\right)$ induce in the $k$ dimensional linear space $L$ a Weyl mosaic consisting of $D^{B}(n-d+k, k) k$-dimensional cones. These are the cones different from $\{0\}$ of the form

$$
\begin{aligned}
&\left\{v \in L: \delta_{1}\left\langle v, \Pi_{L}\left(y_{l_{\pi(1)}}\right)\right\rangle \leq \ldots \leq \delta_{n-d+k}\left\langle v, \Pi_{L}\left(y_{l_{\pi(n-d+k)}}\right)\right\rangle \leq 0\right\} \\
&=\left\{v \in L: \delta_{1} f_{l_{\pi(1)}} \leq \ldots \leq \delta_{n-d+k} f_{l_{\pi(n-d+k)}} \leq 0\right\} \\
&=\left\{v \in \mathbb{R}^{d}: \delta_{1} f_{l_{\pi(1)-1}+1}=\ldots=\delta_{1} f_{l_{\pi(1)}} \leq \delta_{2} f_{l_{\pi(2)-1}+1}=\ldots=\delta_{2} f_{l_{\pi(2)}}\right. \\
&\left.\quad \leq \ldots \leq \delta_{n-d+k} f_{l_{\pi(n-d+k)-1}+1}=\ldots=\delta_{n-d+k} f_{l_{\pi(n-d+k)}} \leq f_{l_{n-d+k}+1}=\ldots=f_{n}=0\right\},
\end{aligned}
$$

where in the first equality we used that $\left\langle v, \Pi_{L}\left(y_{l_{\pi(i)}}\right)\right\rangle=\left\langle v, y_{l_{\pi(i)}}\right\rangle$, for all $v \in L$ and $i=1, \ldots, n-$ $d+k$. The second equality follows from the definition of $L$. The last representation basically says that we keep the groups of equations from $L$ (except for the last one), permute them according to $\pi$ and change the signs the groups according to $\delta$. Since we are interested only in cones different from $\{0\}$, the above representations define the $k$-faces of $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ due to Proposition 3.6 (ii). Since the cones different from $\{0\}$ cover $L$, these are already all of the $k$-faces contained $L$. The same arguments, with $y_{i}$ replaced by $\varepsilon_{i} y_{\sigma(i)}$, are valid for the general case of a subspace $L(l, \varepsilon, \sigma)$.

In summary, we know that every $k$-face of $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ is contained in a unique subspace of the form $L(l, \varepsilon, \sigma)$ and every such subspace contains $D^{B}(n-d+k, k)$ faces of dimension $k$. This yields a total of

$$
\sum_{r=0}^{d-k}\binom{n}{r}\left\{\begin{array}{c}
n-r \\
n-d+k
\end{array}\right\} 2^{d-k-r} D^{B}(n-d+k, k)=T(n, n-d+k) D^{B}(n-d+k, k)
$$

$k$-faces of $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$.
3.5. Proof of Theorem 3.3. In this section, we are finally going to prove Theorem 3.3. We do this in a separate section, since the proof requires a lot of results we need to establish first. These results will explain the connection between the Weyl tessellation and the Weyl chambers of type $B_{n}$. But first, we need to prove a lemma stating a useful result on vectors in general position, which we will need for the proof.
Lemma 3.12. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ be in general position. Then $\operatorname{pos}\left\{y_{1}, \ldots, y_{n}\right\}=\mathbb{R}^{d}$ holds if and only if there exists an $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{R}_{\geq 0}^{n} \backslash\{0\}$, such that $\alpha_{1} y_{1}+\cdots+\alpha_{n} y_{n}=0$.

Proof. Suppose $\operatorname{pos}\left\{y_{1}, \ldots, y_{n}\right\}=\mathbb{R}^{d}$. Let $x \in \mathbb{R}^{d} \backslash\{0\}$, thus also $\pm x \in \operatorname{pos}\left\{y_{1}, \ldots, y_{n}\right\} \backslash\{0\}$. It follows that we can find a $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{R}_{\geq 0}^{n} \backslash\{0\}$, such that

$$
x=\beta_{1} y_{1}+\cdots+\beta_{n} y_{n} .
$$

Moreover, there exists a $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in \mathbb{R}_{\geq 0}^{n} \backslash\{0\}$, such that

$$
-x=\gamma_{1} y_{1}+\ldots+\gamma_{n} y_{n}
$$

Then

$$
0=x-x=\left(\beta_{1}+\gamma_{1}\right) y_{1}+\ldots+\left(\beta_{n}+\gamma_{n}\right) y_{n} .
$$

We define $\alpha_{i}=\beta_{i}+\gamma_{i} \geq 0$ for $i=1, \ldots, n$ and observe that $\alpha_{i}>0$ has to hold true for at least one $i \in\{1, \ldots, n\}$.

To prove the other direction, let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{R}_{\geq 0}^{n} \backslash\{0\}$ satisfying $\alpha_{1} y_{1}+\ldots+\alpha_{n} y_{n}=0$. Since $y_{1}, \ldots, y_{n}$ are in general position, $\alpha_{i}>0$ holds true for at least $d+1$ indices $i \in\{1, \ldots, n\}$. That is easily seen by considering the contraposition. If there is a $k \in\{1, \ldots, d\}$ and indices $1 \leq i_{1}<\ldots<i_{k} \leq n$, such that $\alpha_{i_{1}}, \ldots, \alpha_{i_{k}}>0$ and $\alpha_{j}=0$ for all $j \in\{1, \ldots, n\} \backslash\left\{i_{1}, \ldots, i_{k}\right\}$, then

$$
\alpha_{i_{1}} y_{i_{1}}+\ldots+\alpha_{i_{k}} y_{i_{k}}=0
$$

But since $y_{i_{1}}, \ldots, y_{i_{k}}$ are linearly independent by the general position assumption, $\alpha_{i_{1}}, \ldots, \alpha_{i_{k}}$ are also required to be 0 , which is a contradiction.

Additionally, suppose $\operatorname{pos}\left\{y_{1}, \ldots, y_{n}\right\} \neq \mathbb{R}^{d}$, then $\bigcap_{i=1}^{n} y_{i}^{-}=\operatorname{pos}\left\{y_{1}, \ldots, y_{n}\right\}^{\circ} \neq\{0\}$. That is, there exists a $w \in \mathbb{R}^{d} \backslash\{0\}$, such that

$$
\left\langle w, y_{i}\right\rangle \leq 0, \quad i=1, \ldots, n
$$

We claim that $\left\langle w, y_{i}\right\rangle=0$ holds true for at most $d-1$ indices $i \in\{1, \ldots, n\}$. To see this, observe that there is a $k \geq d$ and indices $1 \leq i_{1}<\ldots<i_{k} \leq n$ satisfying $\left\langle w, y_{i_{r}}\right\rangle=0$ for all $r=1, \ldots, k$, then $y_{i_{1}}, \ldots, y_{i_{k}} \in w^{\perp} \in G(d, d-1)$. But this is a contradiction to the general position of $y_{1}, \ldots, y_{n}$.

Taking these results into consideration, we have

$$
0=\langle w, 0\rangle=\left\langle w, \alpha_{1} y_{1}+\cdots+\alpha_{n} y_{n}\right\rangle=\alpha_{1}\left\langle w, y_{1}\right\rangle+\cdots+\alpha_{n}\left\langle w, y_{n}\right\rangle<0,
$$

since all summands are non-positive, $\alpha_{i}>0$ holds at least $d+1$ times and $\left\langle w, y_{i}\right\rangle=0$ at most $d-1$ times, thus at least two summands $\alpha_{i}\left\langle w, y_{i}\right\rangle$ are negative. That is a contradiction, yielding $\operatorname{pos}\left\{y_{1}, \ldots, y_{n}\right\}=\mathbb{R}^{d}$.

The main ingredient in the proof of Theorem 3.3 is the following result on the number of $k$-faces of Weyl chambers of type $B_{n}$ intersecting a linear subspace only in a trivial way. It was proven in [12, Theorem 2.1] in a probabilistic version.

Theorem 3.13. Let $L_{d} \in G(n, d)$ be a deterministic d-dimensional subspace of $\mathbb{R}^{n}$ in general position with respect to the reflection arrangement $\mathcal{A}\left(B_{n}\right)$. Then

$$
\sum_{\varepsilon \in\{ \pm 1\}^{n}} \sum_{\sigma \in \mathcal{S}_{n}} \sum_{F \in \mathcal{F}_{k}\left(C_{\varepsilon, \sigma}^{B}\right)} \mathbb{1}_{\left\{F \cap L_{d}=\{0\}\right\}}=2^{n-k+1}\binom{n}{k} \frac{n!}{k!}(B(k, n-d-1)+B(k, n-d-3)+\ldots),
$$

where the $B(k, j)$ 's are defined in Theorem 3.3.
Recall that the cones $C_{\varepsilon, \sigma}^{B}:=\left\{\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}: \varepsilon_{1} \beta_{\sigma(1)} \leq \ldots \leq \varepsilon_{n} \beta_{\sigma(n)} \leq 0\right\}$ denote the Weyl chambers of type $B_{n}$ as introduced in Section 3.1.

Remark 3.14. We can easily derive the analogous result for the faces that do intersect the subspace $L_{d}$ in a non-trivial way. By taking $t= \pm 1$ in (3.4) we get

$$
B(k, 1)+B(k, 3)+\ldots=B(k, 0)+B(k, 2)+\ldots=2^{k-1} k!
$$

Under the assumptions of Theorem 3.13, it follows that

$$
\begin{aligned}
\sum_{\varepsilon \in\{ \pm 1\}^{n}} \sum_{\sigma \in \mathcal{S}_{n}} \sum_{F \in \mathcal{F}_{k}\left(C_{\varepsilon, \sigma}^{B}\right)} \mathbb{1}_{\left\{F \cap L_{d} \neq\{0\}\right\}}= & 2^{n} n!\binom{n}{k}-\sum_{\varepsilon \in\{ \pm 1\}^{n}} \sum_{\sigma \in \mathcal{S}_{n}} \sum_{F \in \mathcal{F}_{k}\left(C_{\varepsilon, \sigma}^{B}\right)} \mathbb{1}_{\left\{F \cap L_{d}=\{0\}\right\}} \\
& =2^{n-k+1}\binom{n}{k} \frac{n!}{k!}(B(k, n-d+1)+B(k, n-d+3)+\ldots) \\
& =2^{n-k}\binom{n}{k} \frac{n!}{k!} D^{B}(k, d-n+k),
\end{aligned}
$$

where we used in the first step that the number of Weyl chambers is $2^{n} n!$ and each chamber has $\binom{n}{k}$ faces of dimension $k$.

To make use of Theorem 3.13, we will derive a connection between the faces of the Weyl tessellation $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$ and the faces of the Weyl chambers in $\mathbb{R}^{n}$ of type $B_{n}$. Recall the notation $F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right)$ for the $k$-faces of the Weyl mosaic of type $B_{n}$ from (3.5) and the notation $C_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{k}\right)$ for the $k$-faces of the Weyl chambers of type $B_{n}$ in $\mathbb{R}^{n}$ from (3.2).
Lemma 3.15. Let $1 \leq k \leq d$ and let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy one of the equivalent general position assumptions (B1) or (B2). For $L=\left\{\beta \in \mathbb{R}^{n}: \beta_{1} y_{1}+\ldots+\beta_{n} y_{n}=0\right\}$ the equivalence

$$
\begin{equation*}
F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right)=\{0\} \Leftrightarrow C_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) \cap L^{\perp}=\{0\} \tag{3.7}
\end{equation*}
$$

holds true for all $1 \leq l_{1}<\ldots<l_{n-d+k} \leq n, \varepsilon \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$.
Before we prove this lemma, we want to state separately the special case $\varepsilon_{i}=+1, \sigma(i)=i$ and $k=d$. In this case the lemma states that

$$
\left\{v \in \mathbb{R}^{d}:\left\langle v, y_{1}\right\rangle \leq \ldots \leq\left\langle v, y_{n}\right\rangle \leq 0\right\}=\{0\} \Leftrightarrow\left\{\beta \in \mathbb{R}^{n}: \beta_{1} \leq \ldots \leq \beta_{n} \leq 0\right\} \cap L^{\perp}=\{0\} .
$$

This means that the Weyl cone on the left hand side is degenerate, i.e. equal to $\{0\}$, if and only if the corresponding Weyl chamber, having the same arrangement of inequalities, intersects $L^{\perp}$ only in a trivial way. Thus, using this lemma, we can count the number of faces of the Weyl chambers intersected by $L^{\perp}$ in a non-trivial way, which is already done in Theorem 3.13, instead of counting the faces of the Weyl mosaic. That is the basic idea behind the proof of Theorem 3.3.

Proof of Lemma 3.15. For the sake of simplicity, we first derive a result for the special case $\sigma(i)=i$ and $\varepsilon_{i}=1$, for all $i=1, \ldots, n$. For $1 \leq l_{1}<\ldots<l_{n-d+k} \leq n$ we define

$$
F:=\left\{v \in \mathbb{R}^{d}: f_{1}=\ldots=f_{l_{1}} \leq f_{l_{1}+1}=\ldots=f_{l_{2}} \leq \ldots \leq f_{l_{n-d+k}+1}=\ldots=f_{n}=0\right\}
$$

which is just a shorthand notation for $F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right)$ in the special case $\varepsilon_{i}=1$ and $\sigma(i)=i$. Note that we the linear functionals $f_{i}$ are defined by $f_{i}=f_{i}(v):=\left\langle v, y_{i}\right\rangle$ as above. We already saw in Proposition 3.6 that if $F$ is not $\{0\}$, it is a $k$-face of the Weyl mosaic $\mathcal{W}^{B}\left(y_{1}, \ldots, y_{n}\right)$, due to the general position assumption (B1). Then, the linear span of $F$ is given by

$$
\operatorname{lin} F=\left\{v \in \mathbb{R}^{d}: f_{1}=\ldots=f_{l_{1}}, f_{l_{1}+1}=\ldots=f_{l_{2}}, \ldots, f_{l_{n-d+k}+1}=\ldots=f_{n}=0\right\}
$$

since the condition of lin $F$ consists of $d-k$ equations, and therefore, the general position assumption (B1) implies that $\operatorname{dim}(\operatorname{lin} F)=d-(d-k)=k$ holds true. Using the duality properties (2.1) and (2.7), we get

$$
\begin{aligned}
F^{\circ} & =\left(\operatorname{lin} F \cap \bigcap_{i=1}^{n-d+k}\left(y_{l_{i}}-y_{l_{i}+1}\right)^{-}\right)^{\circ}=(\operatorname{lin} F)^{\circ}+\left(\bigcap_{i=1}^{n-d+k}\left(y_{l_{i}}-y_{l_{i}+1}\right)^{-}\right)^{\circ} \\
& =(\operatorname{lin} F)^{\perp}+\operatorname{pos}\left\{y_{l_{1}}-y_{l_{1}+1}, \ldots, y_{l_{n-d+k}}-y_{l_{n-d+k}+1}\right\}
\end{aligned}
$$

where we set $y_{n+1}=0$. Thus, we get

$$
F^{\circ} \cap \operatorname{lin} F=\operatorname{pos}\left\{\Pi\left(y_{l_{1}}-y_{l_{1}+1}\right), \ldots, \Pi\left(y_{l_{n-d+k}}-y_{l_{n-d+k}+1}\right)\right\},
$$

where $\Pi: \mathbb{R}^{d} \rightarrow \operatorname{lin}(F)$ is the orthogonal projection onto $\operatorname{lin}(F)$. In order to prove this equation, we can represent the vectors $y_{l_{i}}-y_{l_{i}+1}$ as $\left(z_{i}, x_{i}\right)$, where $z_{i}$ is the projection on $\operatorname{lin} F$, and $x_{i}$ is the projection on $(\operatorname{lin} F)^{\perp}$. Thus, the vectors in $F^{\circ}=(\operatorname{lin} F)^{\perp}+\operatorname{pos}\left\{y_{l_{1}}-y_{l_{1}+1}, \ldots, y_{l_{n-d+k}}-y_{l_{n-d+k}+1}\right\}$ take the form

$$
\binom{\alpha_{1} z_{1}+\ldots+\alpha_{n-d+k} z_{n-d+k}}{v+\alpha_{1} x_{1}+\ldots+\alpha_{n-d+k} x_{n-d+k}}
$$

for $\alpha_{1}, \ldots, \alpha_{n-d+k} \geq 0$ and $v \in(\operatorname{lin} F)^{\perp}$. Here, the first entry denotes the component in $\operatorname{lin} F$ and the second entry denotes the component in $(\operatorname{lin} F)^{\perp}$. Such a vector is contained in $\operatorname{lin} F$ if and only if the second component is 0 , that is, $-v=\alpha_{1} x_{1}+\ldots+\alpha_{n-d+k} x_{n-d+k}$. Therefore, $F^{\circ} \cap \operatorname{lin} F=\operatorname{pos}\left(z_{1}, \ldots, z_{n-d+k}\right)$.

Taking all of that into consideration, we obtain

$$
\begin{aligned}
F=\{0\} & \Leftrightarrow F^{\circ}=\mathbb{R}^{d} \\
& \Leftrightarrow F^{\circ} \cap \operatorname{lin} F=\operatorname{lin} F \\
& \Leftrightarrow \operatorname{pos}\left\{\Pi\left(y_{l_{1}}-y_{l_{1}+1}\right), \ldots, \Pi\left(y_{l_{n-d+k}}-y_{l_{n-d+k}+1}\right)\right\}=\operatorname{lin} F .
\end{aligned}
$$

Note that we used the decomposition $F^{\circ}=(\operatorname{lin} F)^{\perp}+\left(F^{\circ} \cap \operatorname{lin} F\right)$ for the second equivalence. Applying Lemma 3.12 to the $k$-dimensional linear subspace lin $F$, we have that $\operatorname{lin} F=\operatorname{pos}\left\{\Pi\left(y_{l_{1}}-\right.\right.$
$\left.\left.y_{l_{1}+1}\right), \ldots, \Pi\left(y_{l_{n-d+k}}-y_{l_{n-d+k}+1}\right)\right\}$ if and only if there exist $\alpha_{l_{1}}, \ldots \alpha_{l_{n-d+k}} \geq 0$ that do not vanish simultaneously and such that

$$
\begin{aligned}
0 & =\alpha_{l_{1}} \Pi\left(y_{l_{1}}-y_{l_{1}+1}\right)+\ldots+\alpha_{l_{n-d+k}} \Pi\left(y_{l_{n-d+k}}-y_{l_{n-d+k}+1}\right) \\
& =\Pi\left(\alpha_{l_{1}}\left(y_{l_{1}}-y_{l_{1}+1}\right)+\ldots+\alpha_{l_{n-d+k}}\left(y_{l_{n-d+k}}-y_{l_{n-d+k}+1}\right)\right) .
\end{aligned}
$$

This holds if and only if there exists an $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{R}^{n}$ with $\alpha_{l_{1}}, \ldots, \alpha_{l_{n-d+k}} \geq 0$ not all being 0 , such that

$$
0=\alpha_{1}\left(y_{1}-y_{2}\right)+\ldots+\alpha_{n-1}\left(y_{n-1}-y_{n}\right)+\alpha_{n} y_{n}
$$

After regrouping the terms, the condition is of the form

$$
0=\alpha_{1} y_{1}+\left(\alpha_{2}-\alpha_{1}\right) y_{2}+\ldots+\left(\alpha_{n}-\alpha_{n-1}\right) y_{n}
$$

since $(\operatorname{lin}(F))^{\perp}=\operatorname{lin}\left\{y_{i}-y_{i+1}: i \in\{1, \ldots, n\} \backslash\left\{l_{1}, \ldots, l_{n-d+k}\right\}\right\}, y_{n+1}:=0$. By defining $\beta_{1}=\alpha_{1}$, $\beta_{i}=\alpha_{i}-\alpha_{i-1}$ for $i=2, \ldots, n$, we see that this is equivalent to the existence of a vector $\beta \in \mathbb{R}^{n}$ with $\beta_{1}+\ldots+\beta_{l_{1}} \geq 0, \beta_{1}+\ldots+\beta_{l_{2}} \geq 0, \ldots, \beta_{1}+\cdots+\beta_{l_{n-d+k}} \geq 0$, where at least one inequality is strict, such that

$$
0=\beta_{1} y_{1}+\cdots+\beta_{l_{n}} y_{l_{n}} .
$$

By defining $M:=\left\{\beta \in \mathbb{R}^{n}: \beta_{1}+\ldots+\beta_{l_{1}} \geq 0, \ldots, \beta_{1}+\cdots+\beta_{l_{n-d+k}} \geq 0\right\}$, recalling $L=\left\{\beta \in \mathbb{R}^{n}\right.$ : $\left.\beta_{1} y_{1}+\ldots+\beta_{n} y_{n}=0\right\}$ and taking the previous results into account, we get

$$
F=\{0\} \Leftrightarrow M \cap L \nsubseteq \operatorname{linsp}(M),
$$

since linsp $M:=M \cap(-M)=\left\{\beta \in \mathbb{R}^{n}: \beta_{1}+\ldots+\beta_{l_{1}}=0, \ldots, \beta_{1}+\ldots+\beta_{l_{n-d+k}}=0\right\}$ is the lineality space of $M$. Using Lemma 2.3, we get

$$
M \cap L \nsubseteq \operatorname{linsp}(M) \Leftrightarrow \operatorname{relint}\left(M^{\circ}\right) \cap L^{\perp}=\emptyset
$$

For the dual cone of $M$, the following holds:

$$
\begin{aligned}
M^{\circ} & =(\{\beta \in \mathbb{R}^{n}:\langle(\overbrace{1, \ldots, 1}^{l_{1}}, 0, \ldots, 0)^{T}, \beta\rangle \geq 0, \ldots,\langle(\overbrace{1, \ldots, 1}^{l_{n-d+k}}, 0 \ldots, 0)^{T}, \beta\rangle \geq 0\})^{\circ} \\
& =-\operatorname{pos}\left\{(1, \ldots, 1,0, \ldots, 0)^{T}, \ldots,(1, \ldots, 1,0 \ldots, 0)^{T}\right\} \\
& =\left\{x \in \mathbb{R}^{n}: x_{1}=\ldots=x_{l_{1}} \leq x_{l_{1}+1}=\ldots=x_{l_{2}} \leq \ldots \leq x_{l_{n-d+k}+1}=\ldots=x_{n}=0\right\} \\
& =: G,
\end{aligned}
$$

where $G$ is just a shorthand notation for the $(n-d+k)$-dimensional face $C_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right)$ of the Weyl chambers of type $B_{n}$ in the special case $\varepsilon_{i}=1$ and $\sigma(i)=i$. Taking all equivalences into consideration, applying Lemma 2.12 and using (B2), we get

$$
F=\{0\} \Leftrightarrow \operatorname{relint}(G) \cap L^{\perp}=\emptyset \Leftrightarrow G \cap L^{\perp}=\{0\},
$$

which is the special case $\varepsilon_{i}=1$ and $\sigma(i)=i$ of the equivalence (3.7).
Now we return to the general case and apply this equivalence, replacing $y_{1}, \ldots, y_{n}$ by the vectors $\varepsilon_{1} y_{\sigma(1)}, \ldots, \varepsilon_{n} y_{\sigma(n)}$ for $\varepsilon \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$. It follows

$$
F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right)=\{0\} \Leftrightarrow G \cap\left(L_{\epsilon, \sigma}\right)^{\perp}=\{0\},
$$

where $L_{\varepsilon, \sigma}:=\left\{\beta \in \mathbb{R}^{n}: \beta_{1} \epsilon_{1} y_{\sigma(1)}+\ldots+\beta_{l_{n-d+k}} \varepsilon_{l_{n-d+k}} y_{\sigma\left(l_{n-d+k}\right)}+\beta_{l_{n-d+k}+1} y_{\sigma\left(l_{n-d+k}+1\right)}+\ldots+\right.$ $\left.\beta_{n} y_{\sigma(n)}=0\right\}$.

Now, it is left to show that

$$
G \cap\left(L_{\epsilon, \sigma}\right)^{\perp}=\{0\} \Leftrightarrow C_{\epsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) \cap L^{\perp}=\{0\}
$$

holds for every $\varepsilon \in\{ \pm 1\}^{n}, \sigma \in \mathcal{S}_{n}$. At first, we see that for any rotation $\vartheta \in S O_{d}$ and linear subspace $U$

$$
\begin{aligned}
(\vartheta U)^{\perp} & =\left\{x \in \mathbb{R}^{d}:\langle\vartheta u, x\rangle=0 \forall u \in U\right\}=\left\{x \in \mathbb{R}^{d}:\left\langle u, \vartheta^{-1} x\right\rangle=0 \forall u \in U\right\} \\
& =\left\{\vartheta x \in \mathbb{R}^{d}:\langle u, x\rangle=0 \forall u \in U\right\}=\vartheta U^{\perp}
\end{aligned}
$$

holds true. Moreover, we can see that

$$
\begin{aligned}
L_{\varepsilon, \sigma}=\left\{\beta \in \mathbb{R}^{d}:\right. & \beta_{\sigma^{-1}(1)} \varepsilon_{\sigma^{-1}(1)} y_{1}+\ldots+\beta_{\sigma^{-1}\left(l_{n-d+k}\right)} \varepsilon_{\sigma^{-1}\left(l_{n-d+k}\right)} y_{l_{n-d+k}} \\
& \left.+\beta_{\sigma^{-1}\left(l_{n-d+k}+1\right)} y_{l_{n-d+k}+1}+\ldots+\beta_{\sigma^{-1}(n)} y_{n}=0\right\} \\
= & \left\{\beta \in \mathbb{R}^{n}: \gamma_{1} y_{1}+\ldots+\gamma_{n} y_{n}=0\right\}
\end{aligned}
$$

for $\gamma_{i}=\beta_{\sigma^{-1}(i)} \varepsilon_{\sigma^{-1}(i)}, i \in\left\{1, \ldots, l_{n-d+k}\right\}$ and $\gamma_{i}=\beta_{\sigma^{-1}(i)}, i \in\left\{l_{n-d+k}+1, \ldots, n\right\}$. Now we choose the unique $g \in \mathcal{G}\left(B_{n}\right)$ satisfying $\beta=g \gamma$, that is

$$
g:\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\varepsilon_{1} x_{\sigma(1)}, \ldots, \varepsilon_{l_{n-d+k}} x_{\sigma\left(l_{n-d+k}\right)}, x_{\sigma\left(l_{n-d+k}+1\right)}, \ldots, x_{\sigma(n)}\right),
$$

and we get

$$
L_{\varepsilon, \sigma}=\left\{g \gamma \in \mathbb{R}^{n}: \gamma_{1} y_{1}+\cdots+\gamma_{n} y_{n}=0\right\}=g L .
$$

It follows that

$$
\begin{aligned}
G \cap L_{\epsilon, \sigma}^{\perp}=\{0\} & \Leftrightarrow G \cap g L^{\perp}=\{0\} \\
& \Leftrightarrow g^{-1} G \cap L^{\perp}=\{0\} \\
& \Leftrightarrow C_{\epsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) \cap L^{\perp}=\{0\},
\end{aligned}
$$

since $g^{-1}$ is defined by

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\varepsilon_{\sigma^{-1}(1)} x_{\sigma^{-1}(1)}, \ldots, \varepsilon_{\sigma^{-1}\left(l_{n-d+k}\right)} x_{\sigma^{-1}\left(l_{n-d+k}\right)}, x_{\sigma^{-1}\left(l_{n-d+k}+1\right)}, \ldots, x_{\sigma^{-1}(n)}\right)
$$

and therefore it is easy to check that

$$
g^{-1} G=C_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) .
$$

Taking all into consideration this yields

$$
F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right)=\{0\} \Leftrightarrow C_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) \cap L^{\perp}=\{0\},
$$

which completes the proof.
Finally, we are able to prove Theorem 3.3.
Proof of Theorem 3.3. Let $1 \leq k \leq d$ and let $y_{1}, \ldots, y_{n}$ satisfy one of the equivalent general position assumptions (B1) or (B2). We want to evaluate the number of $k$-faces of $F \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)$, each face counted with the multiplicity equal to the number of $d$-dimensional cones $C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)$ containing it. We define $\Omega_{n}(l):=\left\{\varepsilon \in\{ \pm 1\}^{n}: \varepsilon_{l_{n-d+k}+1}=\ldots=\varepsilon_{n}=1\right\}$ and use Proposition 3.6 and Proposition 3.8 to obtain

$$
\begin{aligned}
& \sum_{F \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}} \\
& =\sum_{1 \leq l_{1}<\ldots<l_{n-d+k} \leq n} l_{1}!\left(l_{2}-l_{1}\right)!\cdots\left(n-l_{n-d+k}\right)!2^{n-l_{n-d+k}} \sum_{\varepsilon \in \Omega_{n}(l)} \sum_{\sigma \in \mathcal{S}_{n}} \mathbb{1}_{\left\{F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) \neq\{0\}\right\}}
\end{aligned}
$$

$$
=\sum_{1 \leq l_{1}<\ldots<l_{n-d+k} \leq n} l_{1}!\left(l_{2}-l_{1}\right)!\cdots\left(n-l_{n-d+k}\right)!2^{n-l_{n-d+k}} \sum_{\varepsilon \in \Omega_{n}(l)} \sum_{\sigma \in \mathcal{S}_{n}} \mathbb{1}_{\left\{C_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right) \cap L^{\perp} \neq\{0\}\right\}} .
$$

Note that we applied the equivalence (3.7) from Lemma 3.15 in the last equation. Now, we use that each face $C_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-d+k}\right)$ is contained in exactly $l_{1}!\left(l_{2}-l_{1}\right)!\cdots\left(n-l_{n-d+k}\right)!2^{n-l_{n-d+k}}$ Weyl chambers $C_{\varepsilon, \sigma}^{B}$ of type $B_{n}$. For this fact, we refer to [12, Proof of Theorem 2.1]. Furthermore $L^{\perp}$ is a $d$-dimensional subspace and in general position with respect to the reflection arrangement $\mathcal{A}\left(B_{n}\right)$, due to (B2). Thus, we can apply Theorem 3.13, or rather Remark 3.14, replace $k$ by $n-d+k$ and get

$$
\begin{aligned}
& \sum_{F \in \mathcal{F}_{k}^{B}\left(y_{1}, \ldots, y_{n}\right)} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}} \\
= & \sum_{\varepsilon \in\{ \pm 1\}^{n}} \sum_{\sigma \in \mathcal{S}_{n}} \sum_{F \in \mathcal{F}_{n-d+k}\left(C_{\varepsilon, \sigma}^{B}\right)} \mathbb{1}_{\left\{F \cap L^{\perp} \neq\{0\}\right\}} \\
= & 2^{d-k+1}\binom{n}{d-k} \frac{n!}{(n-d+k)!}(B(n-d+k, n-d+1)+B(n-d+k, n-d+3)+\ldots),
\end{aligned}
$$

which completes the proof.

## 4. Conical tessellations and Weyl chambers of type $A_{n-1}$

4.1. The reflection arrangement and Weyl chambers of type $\boldsymbol{A}_{\boldsymbol{n}-1}$. Our calculations for the Weyl chambers and the Weyl tesselation of type $B_{n}$ suggest that we should be able to prove similar results for the Weyl chambers of type $A_{n-1}$. We introduce the necessary notation, which is taken from [12, Section 2.5]. In this section, we always assume that $n \geq d+1$.

We call $\mathcal{G}\left(A_{n-1}\right)$ the reflection group of type $A_{n-1}$, which acts on $\mathbb{R}^{n}$ by permuting the coordinates in an arbitrary way. This means that the $n$ ! elements of $\mathcal{G}\left(B_{n}\right)$ are the linear mappings

$$
g_{\sigma}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \quad\left(\beta_{1}, \ldots, \beta_{n}\right) \mapsto\left(\beta_{\sigma(1)}, \ldots, \beta_{\sigma(n)}\right),
$$

where $\sigma \in \mathcal{S}_{n}$.
The closed Weyl chambers of type $A_{n-1}$ are the cones of the conical tessellation induced by the hyperplane arrangement $\mathcal{A}\left(A_{n-1}\right)$ consisting of the hyperplanes given by

$$
\begin{equation*}
\left\{\beta \in \mathbb{R}^{n}: \beta_{i}=\beta_{j}\right\} \quad(1 \leq i<j \leq n) . \tag{4.1}
\end{equation*}
$$

It is called the reflection arrangement of type $A_{n-1}$. Thus, the closed Weyl chambers of type $A_{n-1}$ are given by

$$
C_{\sigma}^{A}:=\left\{\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}: \beta_{\sigma(1)} \leq \ldots \leq \beta_{\sigma(n)}\right\},
$$

where $\sigma \in \mathcal{S}_{n}$. The superscript $A$ indicates the type of the Weyl chamber. Similar to the $B_{n}$-case, the the Weyl chambers of type $A_{n-1}$ may equivalently be defined as the reflections $g \mathcal{C}\left(A_{n-1}\right)$, $g \in \mathcal{G}\left(A_{n-1}\right)$, of the fundamental Weyl chamber of type $A_{n-1}$ given by

$$
\mathcal{C}\left(A_{n-1}\right)=\left\{\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}: \beta_{1} \leq \ldots \leq \beta_{n}\right\} .
$$

The $k$-dimensional faces of the Weyl chambers $C_{\sigma}^{A}$ are determined by the collection of indices $1 \leq l_{1}<\ldots<l_{k-1} \leq n-1$ and have the form

$$
\begin{align*}
& C_{\sigma}^{A}\left(l_{1}, \ldots, l_{k-1}\right)  \tag{4.2}\\
& \quad:=\left\{\beta \in \mathbb{R}^{n}: \beta_{\sigma(1)}=\ldots=\beta_{\sigma\left(l_{1}\right)} \leq \beta_{\sigma\left(l_{1}+1\right)}=\ldots=\beta_{\sigma\left(l_{2}\right)} \leq \ldots \leq \beta_{\sigma\left(l_{k-1}+1\right)}=\ldots=\beta_{\sigma(n)}\right\} .
\end{align*}
$$

For this fact, we refer to [12, Section 2.7]. Thus, the number of $k$-faces of $C_{\sigma}^{A}$ is given by $\# \mathcal{F}_{k}\left(C_{\sigma}^{A}\right)=$ $\binom{n-1}{k-1}$.
4.2. Weyl tessellation of type $\boldsymbol{A}_{\boldsymbol{n}-\boldsymbol{1}}$. The definition of the Weyl tessellation of type $A_{n-1}$ is somewhat simpler than for tessellations of type $B_{n}$.
Definition 4.1. (Weyl tessellation of type $A_{n-1}$ ) Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ and let the hyperplane arrangement $\mathcal{A}^{A}\left(y_{1}, \ldots, y_{n}\right)$ consist of the hyperplanes given by

$$
\begin{equation*}
\left(y_{i}-y_{j}\right)^{\perp}, \quad 1 \leq i<j \leq n . \tag{4.3}
\end{equation*}
$$

Then the Weyl tessellation of type $A_{n-1}$ or Weyl mosaic of type $A_{n-1}$ is defined as the conical tessellation generated by $\mathcal{A}^{A}\left(y_{1}, \ldots, y_{n}\right)$ and is denoted by $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$. We denote the number of cones in $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$ by

$$
D^{A}(n, d):=\# \mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)
$$

Similarly, the set of $k$-faces of $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$ is denoted by $\mathcal{F}_{k}^{A}\left(y_{1}, \ldots, y_{n}\right)$, where $\mathcal{F}_{d}^{A}\left(y_{1}, \ldots, y_{n}\right)=$ $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$.

We will show in Corollary 4.4 that $D^{A}(n, d)$ is constant under certain mild conditions on $y_{1}, \ldots, y_{n}$. The cones in $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$ are the cones different from $\{0\}$ of the form

$$
D_{\sigma}^{A}:=\left\{v \in \mathbb{R}^{d}:\left\langle v, y_{\sigma(1)}\right\rangle \leq \cdots \leq\left\langle v, y_{\sigma(n)}\right\rangle\right\}, \quad \sigma \in \mathcal{S}_{n}
$$

Again, we will refer to these cones as Weyl cones of type $A_{n}$ or just Weyl cones.
Since the definition of the Weyl chambers and Weyl cones of type $A_{n-1}$ is similar and even somewhat simpler than that of type $B_{n}$, it suggests that we can prove similar results on the number of Weyl cones and Weyl faces of type $A_{n-1}$. We will state the results but will not give each proof in full detail. At first, we need assumptions on $y_{1}, \ldots, y_{n}$ similar to (B1) and (B2).

Theorem 4.2. For arbitrary $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ the following conditions (A1) and (A2) are equivalent:
(A1) For every $\sigma \in \mathcal{S}_{n}$ the vectors $y_{\sigma(1)}-y_{\sigma(2)}, y_{\sigma(2)}-y_{\sigma(3)}, \ldots, y_{\sigma(n-1)}-y_{\sigma(n)}$ are in general position.
(A2) The linear subspace $L^{\perp}$ has dimension $d$ and is in general position with respect to the hyperplane arrangement $\mathcal{A}\left(A_{n-1}\right)$, where $L:=\left\{\beta \in \mathbb{R}^{n}: \beta_{1} y_{1}+\cdots+\beta_{n} y_{n}=0\right\}$.
We will prove this theorem in Section 6. Note that the general position assumption (B1) implies (A1), and (B2) implies (A2), since $\mathcal{A}\left(A_{n-1}\right) \subseteq \mathcal{A}\left(B_{n}\right)$. The analogue to Theorem 3.3 is as follows.

Theorem 4.3. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy one of the equivalent general position assumptions (A1) or (A2). For $1 \leq k \leq d$, we have

$$
\sum_{F \in \mathcal{F}_{k}^{A}\left(y_{1}, \ldots, y_{n}\right)} \sum_{C \in \mathcal{F}_{d}^{A}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}}=2\binom{n-1}{d-k} \frac{n!}{(n-d+k)!}\left(\left[\begin{array}{l}
n-d+k \\
n-d+1
\end{array}\right]+\left[\begin{array}{l}
n-d+k \\
n-d+3
\end{array}\right]+\ldots\right) .
$$

Recall that $\left[\begin{array}{l}n \\ k\end{array}\right]$ are the Stirling numbers of first kind defined by the formula

$$
t(t+1) \cdot \cdots \cdot(t+n-1)=\sum_{k=1}^{n}\left[\begin{array}{l}
n  \tag{4.4}\\
k
\end{array}\right] t^{k}
$$

and, by convention, $\left[\begin{array}{l}n \\ k\end{array}\right]=0$ for $k \notin\{1, \ldots n\}$.

We postpone the proof Theorem 4.3 to Section 4.4. Again, we are able to compute the number of cones in the Weyl tessellation $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$ of type $A_{n-1}$ under one of the conditions (A1) or (A2).
Corollary 4.4. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy one of the equivalent general position assumptions (A1) or (A2). Then the number of cones in the Weyl mosaic $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$ of type $A_{n-1}$ is given by

$$
D^{A}(n, d)=2\left(\left[\begin{array}{c}
n \\
n-d+1
\end{array}\right]+\left[\begin{array}{c}
n \\
n-d+3
\end{array}\right]+\ldots\right)
$$

Proof. This follows from Theorem 4.3 in the special case $k=d$.
Note that we may rewrite the claim of Theorem 4.3 as follows:

$$
\sum_{F \in \mathcal{F}_{k}^{A}\left(y_{1}, \ldots, y_{n}\right)} \sum_{C \in \mathcal{F}_{d}^{A}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}}=\binom{n-1}{d-k} \frac{n!}{(n-d+k)!} D^{A}(n-d+k, k)
$$

Again, we can state the probabilistic version of Theorem 4.3.
Corollary 4.5. Let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy one of the equivalent general position assumptions (A1) or (A2). Let $Q^{A}$ be sampled randomly and uniformly among the $D^{A}(n, d)$ cones of $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$. Then the expected number of $k$-dimensional faces of $Q^{A}$ is given by

$$
\begin{aligned}
\mathbb{E} f_{k}\left(Q^{A}\right) & =\frac{1}{D^{A}(n, d)} \sum_{C \in \mathcal{F}_{d}^{A}\left(y_{1}, \ldots, y_{n}\right)} \sum_{F \in \mathcal{F}_{k}^{A}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}} \\
& =\binom{n-1}{d-k} \frac{n!}{(n-d+k)!} \frac{D^{A}(n-d+k, k)}{D^{A}(n, d)}
\end{aligned}
$$

4.3. Faces of the Weyl tessellation of type $\boldsymbol{A}_{\boldsymbol{n}-1}$. For $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$, a collection of indices $1 \leq l_{1}<\ldots<l_{n-d+k-1} \leq n-1$ and $\sigma \in \mathcal{S}_{n}$, we define

$$
\begin{align*}
& F_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right)  \tag{4.5}\\
& \quad:=\left\{v \in \mathbb{R}^{d}: f_{\sigma(1)}=\ldots=f_{\sigma\left(l_{1}\right)} \leq f_{\sigma\left(l_{1}+1\right)}=\ldots=f_{\sigma\left(l_{2}\right)} \leq \ldots \leq f_{\sigma\left(l_{n-d+k-1}+1\right)}=\ldots=f_{\sigma(n)}\right\}
\end{align*}
$$

where the functionals $f_{i}$ are defined by $f_{i}=f_{i}(v):=\left\langle v, y_{i}\right\rangle, i=1, \ldots, n$. These cones will, similarly to the $B_{n}$-case, represent the $k$-faces of the Weyl tessellation of type $A_{n-1}$. The next result is an analogue to Propositions 3.6 and 3.8 . Therefore, we omit the proof.

Proposition 4.6. Let $1 \leq k \leq d$ and let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy the general position assumption (A1). Then it holds:
(i) For every $F \in \mathcal{F}_{k}^{A}\left(y_{1}, \ldots, y_{n}\right)$ there are a collection of indices $1 \leq l_{1}<\ldots<l_{n-d+k-1} \leq$ $n-1$ and a permutation $\sigma \in \mathcal{S}_{n}$, such that $F=F_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right)$.
(ii) Let $1 \leq l_{1}<\ldots<l_{n-d+k-1} \leq n-1$ and $\sigma \in \mathcal{S}_{n}$. If $F_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right) \neq\{0\}$, then $F_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right) \in \mathcal{F}_{k}^{A}\left(y_{1}, \ldots, y_{n}\right)$.
(iii) Every $k$-face $F_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right) \in \mathcal{F}_{k}^{A}\left(y_{1}, \ldots, y_{n}\right)$ is contained in exactly

$$
l_{1}!\left(l_{2}-l_{1}\right)!\cdot \ldots \cdot\left(n-l_{n-d+k-1}\right)!
$$

cones $C \in \mathcal{F}_{d}^{A}\left(y_{1}, \ldots, y_{n}\right)$.

Theorem 4.7. Let $y_{1}, \ldots, y_{n}$ satisfy one of the equivalent general position assumptions (A1) or (A2). Then the number of $k$-faces in the Weyl mosaic of type $A_{n-1}$ is given by

$$
\# \mathcal{F}_{k}^{A}\left(y_{1}, \ldots, y_{n}\right)=\left\{\begin{array}{c}
n \\
n-d+k
\end{array}\right\} D^{A}(n-d+k, k)
$$

for all $k \in\{1, \ldots, d\}$.
Proof. This is proven similar to Theorem 3.10. Due to Proposition 4.6(i), each $k$-face of $F \in$ $\mathcal{F}_{k}^{A}\left(y_{1}, \ldots, y_{n}\right)$ is contained in a subspace of the form

$$
L(l, \sigma):=\left\{v \in \mathbb{R}^{d}: f_{\sigma(1)}=\ldots=f_{\sigma\left(l_{1}\right)}, \ldots, f_{\sigma\left(l_{n-d+k-1}+1\right)}=\ldots=f_{\sigma(n)}\right\}
$$

for suitable $1 \leq l_{1}<\ldots<l_{n-d+k-1} \leq n-1$ and $\sigma \in \mathcal{S}_{n}$. There are a total of $\left\{\begin{array}{c}n \\ n-d+k\end{array}\right\}$ distinct subspaces of the given form, since these are in one-to-one correspondence with partitions of the set $\{1, \ldots, n\}$ into $n-d+k$ non-empty sets.

Now, it is left to prove that every subspace $L(l, \sigma)$ contains exactly $D^{A}(n-d+k, k) k$-faces of $\mathcal{W}^{A}\left(y_{1}, \ldots, y_{n}\right)$. Again, consider only the case $L:=L(l, \sigma)$ for $\sigma(i)=i, i=1, \ldots, n$. For this, we need to show that $\Pi_{L}\left(y_{l_{1}}\right), \ldots, \Pi_{L}\left(y_{l_{n-d+k-1}}\right), \Pi_{L}\left(y_{n}\right)$ satisfy the general position assumption (A1) in $L$, which is shown in the same way as in Theorem 3.10. This completes the proof.
4.4. Proof of Theorem 4.3. The proof of Theorem 4.3 is similar to that of Theorem 3.3. Again, the main ingredient is a result on the number of $k$-faces of Weyl chambers of type $A_{n-1}$ intersecting a linear subspace in a trivial way. It was proven in [12, Theorem 2.8] in a probabilistic version, and we will state it as follows.

Theorem 4.8. Let $L_{d} \in G(n, d)$ be a deterministic d-dimensional subspace of $\mathbb{R}^{n}$ in general position with respect to the reflection arrangement $\mathcal{A}\left(A_{n-1}\right)$. Then

$$
\sum_{\sigma \in \mathcal{S}_{n}} \sum_{F \in \mathcal{F}_{k}\left(C_{\sigma}^{A}\right)} \mathbb{1}_{\left\{F \cap L_{d}=\{0\}\right\}}=\frac{2 n!}{k!}\binom{n-1}{k-1}\left(\left[\begin{array}{c}
k \\
n-d-1
\end{array}\right]+\left[\begin{array}{c}
k \\
n-d-3
\end{array}\right]+\ldots\right)
$$

where the $\left[\begin{array}{l}n \\ k\end{array}\right]$ 's are defined as in Theorem 4.3.
Recall that the cones $C_{\sigma}^{A}:=\left\{\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}: \beta_{\sigma(1)} \leq \ldots \leq \beta_{\sigma(n)}\right\}$ denote the Weyl chambers of type $A_{n-1}$ as introduced in Section 4.1.
Remark 4.9. Similar to the case of $B_{n}$, we can easily derive the analogous result for the faces that intersect the subspace $L_{d}$ in a non-trivial way. By taking $t= \pm 1$ in (4.4) we get

$$
\left[\begin{array}{c}
n \\
1
\end{array}\right]+\left[\begin{array}{c}
n \\
3
\end{array}\right]+\ldots=\left[\begin{array}{l}
n \\
2
\end{array}\right]+\left[\begin{array}{l}
n \\
4
\end{array}\right]+\ldots=\frac{n!}{2} .
$$

It follows that under the assumptions of Theorem 4.8

$$
\begin{aligned}
\sum_{\sigma \in \mathcal{S}_{n}} \sum_{F \in \mathcal{F}_{k}\left(C_{\sigma}^{A}\right)} \mathbb{1}_{\left\{F \cap L_{d} \neq\{0\}\right\}} & =n!\binom{n-1}{k-1}-\sum_{\sigma \in \mathcal{S}_{n}} \sum_{F \in \mathcal{F}_{k}\left(C_{\sigma}^{A}\right)} \mathbb{1}_{\left\{F \cap L_{d}=\{0\}\right\}} \\
& =\frac{2 n!}{k!}\binom{n-1}{k-1}\left(\left[\begin{array}{c}
k \\
n-d+1
\end{array}\right]+\left[\begin{array}{c}
k \\
n-d+3
\end{array}\right]+\ldots\right) \\
& =\frac{n!}{k!}\binom{n-1}{k-1} D^{A}(k, n-d+k),
\end{aligned}
$$

where we used in the first step that the number of Weyl chambers is $n$ ! and each chamber has $\binom{n-1}{k-1}$ $k$-faces.

The following lemma is an analogue to Lemma 3.15. Recall the notation $F_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right)$ for the $k$-faces of the Weyl mosaic of type $A_{n-1}$ from (4.5), and the notation $C_{\sigma}^{A}\left(l_{1}, \ldots, l_{k-1}\right)$ for the $k$-faces of the Weyl chambers of type $A_{n-1}$ in $\mathbb{R}^{n}$ from (4.2).
Lemma 4.10. Let $1 \leq k \leq d$ and let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy one of the equivalent general position assumptions (A1) or (A2). For $L=\left\{\beta \in \mathbb{R}^{n}: \beta_{1} y_{1}+\ldots+\beta_{n} y_{n}=0\right\}$ the equivalence

$$
F_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right)=\{0\} \Leftrightarrow C_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right) \cap L^{\perp}=\{0\}
$$

holds true for all $1 \leq l_{1}<\ldots<l_{n-d+k-1} \leq n-1$ and $\sigma \in \mathcal{S}_{n}$.
Proof. The proof is similar to that of Lemma 3.15 and we will not explain each argument in full detail. Let $1 \leq l_{1}<\ldots<l_{n-d+k-1} \leq n-1$. We start with the special case $\sigma(i)=i$ for all $i \in\{1, \ldots, n\}$. Define

$$
F=\left\{v \in \mathbb{R}^{d}: f_{1}=\ldots=f_{l_{1}} \leq f_{l_{1}+1}=\ldots=f_{l_{2}} \leq \ldots \leq f_{l_{n-d+k-1}+1}=\ldots=f_{n}\right\},
$$

where the $f_{i}$ 's are the functionals defined by $f_{i}=f_{i}(v):=\left\langle v, y_{i}\right\rangle$. Then, we have

$$
\begin{aligned}
F=\{0\} & \Leftrightarrow F^{\circ} \cap \operatorname{lin} F=\operatorname{lin} F \\
& \Leftrightarrow \operatorname{pos}\left\{\Pi\left(y_{l_{1}}-y_{l_{1}+1}\right), \ldots, \Pi\left(y_{l_{n-d+k-1}}-y_{l_{n-d+k-1}+1}\right)\right\}=\operatorname{lin} F,
\end{aligned}
$$

where $\Pi$ denotes the orthogonal projection onto $\operatorname{lin} F$. Using Lemma 3.12 and the general position assumption (A1), this is equivalent to the fact that there are $\alpha_{l_{1}}, \ldots \alpha_{l_{n-d+k-1}} \geq 0$ that do not vanish simultaneously and satisfy

$$
0=\Pi\left(\alpha_{l_{1}}\left(y_{l_{1}}-y_{l_{1}+1}\right)+\ldots+\alpha_{l_{n-d+k-1}}\left(y_{l_{n-d+k-1}}-y_{l_{n-d+k-1}+1}\right)\right) .
$$

Since

$$
\begin{aligned}
&(\operatorname{lin} F)^{\perp}=\operatorname{lin}\left\{y_{1}-y_{2}, \ldots, y_{l_{1}-1}-y_{l_{1}}, y_{l_{1}+1}-y_{l_{1}+2}, \ldots, y_{l_{2}-1}-y_{l_{2}}\right. \\
&\left.\ldots, y_{l_{n-d+k-1}+1}-y_{l_{n-d+k-1}+2}, \ldots, y_{n-1}-y_{n}\right\}
\end{aligned}
$$

the above is equivalent to the existence of a vector $\left(\alpha_{1}, \ldots, \alpha_{n-1}\right) \in \mathbb{R}^{n-1}$, where $\alpha_{l_{1}}, \ldots, \alpha_{l_{n-d+k-1}} \geq$ 0 do not vanish simultaneously, such that

$$
0=\alpha_{1}\left(y_{1}-y_{2}\right)+\ldots+\alpha_{n-1}\left(y_{n-1}-y_{n}\right) .
$$

After regrouping the terms, the condition takes the form

$$
0=\alpha_{1} y_{1}+\left(\alpha_{2}-\alpha_{1}\right) y_{2}+\ldots+\left(\alpha_{n-1}-\alpha_{n-2}\right) y_{n-1}+\left(-\alpha_{n-1}\right) y_{n}
$$

By setting $\beta_{1}:=\alpha_{1}, \beta_{i}:=\alpha_{i}-\alpha_{i-1}, 2 \leq i \leq n-1$ and $\beta_{n}:=-\alpha_{n-1}=-\left(\beta_{1}+\ldots+\beta_{n-1}\right)$, this is equivalent to the fact that there exists a vector $\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}$ satisfying $\beta_{1}+\ldots+\beta_{n}=0$ and

$$
\beta_{1}+\ldots+\beta_{l_{1}} \geq 0, \beta_{1}+\ldots+\beta_{l_{2}} \geq 0, \ldots, \beta_{1}+\ldots+\beta_{l_{n-d+k-1}} \geq 0
$$

where at least one inequality is strict, such that $\beta_{1} y_{1}+\ldots+\beta_{n} y_{n}=0$. Similarly to the proof of Lemma 3.15, we define $M:=\left\{\beta \in \mathbb{R}^{n}: \beta_{1}+\ldots+\beta_{l_{1}} \geq 0, \ldots, \beta_{1}+\cdots+\beta_{l_{n-d+k-1}} \geq 0, \beta_{1}+\ldots+\beta_{n}=\right.$ $0\}$ and obtain

$$
F=\{0\} \Leftrightarrow L \cap M \nsubseteq \operatorname{linsp}(M) \Leftrightarrow \operatorname{relint}\left(M^{\circ}\right) \cap L^{\perp}=\emptyset,
$$

where

$$
\begin{aligned}
M^{\circ}=\left(\left\{\beta \in \mathbb{R}^{n}:\right.\right. & \langle(\overbrace{1, \ldots, 1}^{l_{1}}, 0, \ldots, 0)^{T}, \beta\rangle \geq 0, \ldots,\langle(\overbrace{1, \ldots, 1}^{l_{n-d+k-1}}, 0 \ldots, 0)^{T}, \beta\rangle \geq 0, \\
& \left.\left.\left\langle(1, \ldots, 1)^{T}, \beta\right\rangle \geq 0,\left\langle(1, \ldots, 1)^{T}, \beta\right\rangle \leq 0\right\}\right)^{\circ}
\end{aligned}
$$

$$
\begin{aligned}
& =-\operatorname{pos}\left\{(1, \ldots, 1,0, \ldots, 0)^{T}, \ldots,(1, \ldots, 1,0 \ldots, 0)^{T},(1, \ldots, 1)^{T},(-1, \cdots-1)^{T}\right\} \\
& =\left\{x \in \mathbb{R}^{d}: x_{1}=\ldots=x_{l_{1}} \leq x_{l_{1}+1}=\ldots=x_{l_{2}} \leq \ldots \leq x_{l_{n-d+k-1}+1}=\ldots=x_{n}\right\} \\
& =: G
\end{aligned}
$$

Note that $G$ is just a shorthand notation for the $k$-face $D_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right)$ of the Weyl tessellation of type $A_{n-1}$, in the special case $\sigma(i)=i$. Using Lemma 2.12 and (A2), we get

$$
\begin{equation*}
F=\{0\} \Leftrightarrow \operatorname{relint}(G) \cap L^{\perp}=\emptyset \Leftrightarrow G \cap L^{\perp}=\{0\} \tag{4.6}
\end{equation*}
$$

which is the special case $\sigma(i)=i$ of Lemma 4.10. The general case is obtained in the same way as in the proof of Lemma 3.15. We can replace $y_{1}, \ldots, y_{n}$ by $y_{\sigma(1)}, \ldots, y_{\sigma(n)}$ in 4.6) for $\sigma \in \mathcal{S}_{n}$ and get

$$
F_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right)=\{0\} \Leftrightarrow G \cap\left(L_{\sigma}\right)^{\perp}=\{0\},
$$

where $L_{\sigma}:=\left\{\beta \in \mathbb{R}^{n}: \beta_{1} y_{\sigma(1)}+\ldots+\beta_{n} y_{\sigma(n)}=0\right\}$. In the same way, we are able to derive that

$$
G \cap\left(L_{\sigma}\right)^{\perp}=\{0\} \Leftrightarrow g^{-1} G \cap L^{\perp}=\{0\} \Leftrightarrow C_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right) \cap L^{\perp}=\{0\}
$$

for the transformation $g=g_{\sigma} \in \mathcal{G}\left(A_{n-1}\right)$, and thus, $g^{-1}=g_{\sigma^{-1}}$.
Proof of Theorem 4.3. Let $1 \leq k \leq d$ let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy one of the equivalent general position assumptions (A1) or (A2). The proof follows that of Theorem 3.3. Using Proposition 4.6 and Lemma 4.10, we get

$$
\begin{aligned}
& \sum_{F \in \mathcal{F}_{k}^{A}\left(y_{1}, \ldots, y_{n}\right)} \sum_{C \in \mathcal{F}_{d}^{A}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}} \\
= & \sum_{1 \leq l_{1}<\ldots<l_{n-d+k-1} \leq n-1} l_{1}!\left(l_{2}-l_{1}\right)!\cdots\left(n-l_{n-d+k-1}\right)!\sum_{\sigma \in \mathcal{S}_{n}} \mathbb{1}_{\left\{F_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right) \neq\{0\}\right\}} \\
= & \sum_{1 \leq l_{1}<\ldots<l_{n-d+k-1} \leq n-1} l_{1}!\left(l_{2}-l_{1}\right)!\cdots\left(n-l_{n-d+k-1}\right)!\sum_{\sigma \in \mathcal{S}_{n}} \mathbb{1}_{\left\{C_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right) \cap L^{\perp} \neq\{0\}\right\}} \\
= & \sum_{\sigma \in \mathcal{S}_{n}} \sum_{F \in \mathcal{F}_{n-d+k}\left(C_{e, \sigma}^{B}\right)} \mathbb{1}_{\left\{F \cap L^{\perp} \neq\{0\}\right\}} \\
= & \binom{n-1}{d-k} \frac{n!}{(n-d+k)!}\left(\left[\begin{array}{l}
n-d+k \\
n-d+1
\end{array}\right]+\left[\begin{array}{l}
n-d+k \\
n-d+3
\end{array}\right]+\ldots\right)
\end{aligned}
$$

which completes the proof. Here, we used that each face $C_{\sigma}^{A}\left(l_{1}, \ldots, l_{n-d+k-1}\right)$ is contained in exactly $l_{1}!\left(l_{2}-l_{1}\right)!\cdots\left(n-l_{n-d+k-1}\right)$ ! Weyl chambers $C_{\sigma}^{A}$. For this fact, we refer to [12, Proof of Theorem 2.8]. Since (A2) is satisfied, we were able to apply Theorem4.8.

## 5. Expectations for random Weyl cones

In this section, we will formally define the random Weyl cones $\mathcal{D}_{n}^{B}$ and $\mathcal{D}_{n}^{A}$, whose definitions was already sketched in the introduction. Furthermore, we want to evaluate the expected size functionals $Y_{k, j}$ of $\mathcal{D}_{n}^{B}$ and $\mathcal{D}_{n}^{A}$, like Hug and Schneider did in [5, Theorem 4.1] for the Random Schlfli cone, and thus, derive results for the expected geometric functionals, which we introduced in Section 2.3 .
5.1. Random Weyl cones. In this Section, we will define the random cones chosen from the Weyl tessellations we introduced in the Sections 3 and 4.

Type $B_{n}$. At first, we consider the $B_{n}$-case.
Definition 5.1 (Random Weyl cone of type $B_{n}$ ). Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ that satisfy one of the equivalent general position assumptions (B1) or (B2) a.s. Then the random Weyl cone $\mathcal{D}_{n}^{B}$ of type $B_{n}$ is obtained as follows: Among the cones of the random Weyl tessellation $\mathcal{W}^{B}\left(Y_{1}, \ldots, Y_{n}\right)$ we pick one uniformly at random.

Due to Corollary 3.4, the number of Weyl cones in the induced tessellation $\mathcal{W}^{B}\left(Y_{1}, \ldots, Y_{n}\right)$ is a.s. constant and the distribution of $\mathcal{D}_{n}^{B}$ is therefore given by

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{D}_{n}^{B} \in B\right)=\int_{\left(\mathbb{R}^{d}\right)^{n}} \frac{1}{D^{B}(n, d)} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{B}(C) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) \tag{5.1}
\end{equation*}
$$

for $B \in \mathcal{B}\left(\mathcal{P C}^{d}\right)$, where $\mathbb{P}_{Y}$ here and from now on denotes the joint probability law of $\left(Y_{1}, \ldots, Y_{n}\right)$ on $\left(\mathbb{R}^{d}\right)^{n}$. The following lemma states that under some mild assumptions on the distribution of $\left(Y_{1}, \ldots, Y_{n}\right)$ the general position assumptions (B1) and (B2) are a.s. satisfied. We will postpone the proof to Section 6.2.
Lemma 5.2. Let $\mu$ be a $\sigma$-finite Borel measure on $\mathbb{R}^{d}$ that assigns measure zero to each affine hyperplane, i.e. each $(d-1)$-dimensional affine subspace. Furthermore, let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ having a joint $\mu^{n}$-density on $\left(\mathbb{R}^{d}\right)^{n}$. Then $Y_{1}, \ldots, Y_{n}$ satisfy the general position assumptions (B1) and (B2) almost surely.
Remark 5.3. Special cases of the measure $\mu$ are the Lebesgue measure $\lambda \lambda^{d}$ on $\mathbb{R}^{d}$ and the spherical Lebesgue measure $\sigma_{d-1}$ on $\mathbb{S}^{d-1}$, since both assign measure zero to affine hyperplanes. Thus, in the interesting case where $Y_{1}, \ldots, Y_{n}$ have a joint $\left(\lambda \lambda^{d}\right)^{n}$ - or a joint $\left(\sigma_{d-1}\right)^{n}$-density, the general position assumptions (B1) and (B2) are a.s. satisfied. This includes the case where $Y_{1}, \ldots, Y_{n}$ are independent and uniformly distributed on the unit sphere $\mathbb{S}^{d-1}$.

If we additionally assume $Y_{1}, \ldots, Y_{n}$ to be symmetrically exchangeable, that is

$$
\left(Y_{1}, \ldots, Y_{n}\right) \stackrel{d}{=}\left(\varepsilon_{1} Y_{\sigma(1)}, \ldots, \varepsilon_{n} Y_{\sigma(n)}\right)
$$

for every $\varepsilon \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$, we can find an equivalent Definition of $\mathcal{D}_{n}^{B}$. At first, we need the following proposition, which is an analogue to Theorem 8.2.1 in [16], going back to the results of Wendel in [20].
Proposition 5.4. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$, which are symmetrically exchangeable and satisfy one of the equivalent general position assumptions (B1) or (B2) a.s. Then

$$
q_{n}^{(d)}:=\mathbb{P}\left(\left\{v \in \mathbb{R}^{d}:\left\langle v, Y_{1}\right\rangle \leq \ldots \leq\left\langle v, Y_{n}\right\rangle \leq 0\right\} \neq\{0\}\right)=\frac{D^{B}(n, d)}{2^{n} n!}
$$

Proof. Since the random vector $\left(Y_{1}, \ldots, Y_{n}\right)$ is symmetrically exchangeable, we get

$$
\begin{aligned}
q_{n}^{(d)} & =\int_{\left(\mathbb{R}^{d}\right)^{n}} \mathbb{1}_{\left\{\left\{v \in \mathbb{R}^{d}:\left(v, y_{1}\right\rangle \leq \ldots \leq\left\langle v, y_{n}\right\rangle \leq 0\right\} \neq\{0\}\right\}} \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) \\
& =\int_{\left(\mathbb{R}^{d}\right)^{n}} \frac{1}{2^{n} n!} \sum_{(\varepsilon, \sigma) \in\{ \pm 1\}^{n} \times \mathcal{S}_{n}} \mathbb{1}_{\left\{D_{\varepsilon, \sigma}^{B} \neq\{0\}\right\}} \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) \\
& =\frac{D^{B}(n, d)}{2^{n} n!} .
\end{aligned}
$$

We used Corollary 3.4 in last equation, which holds for $\mathbb{P}_{Y}$-a.e. $\left(y_{1}, \ldots, y_{n}\right)$.

Proposition 5.5. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$, which are symmetrically exchangeable satisfy one of the equivalent general position assumptions (B1) or (B2) a.s. Let $\mathcal{G}$ be defined as the random cone whose distribution is that of $\left\{v \in \mathbb{R}^{d}:\left\langle v, Y_{1}\right\rangle \leq \cdots \leq\left\langle v, Y_{n}\right\rangle \leq 0\right\}$ conditioned on the event that $\left\{v \in \mathbb{R}^{d}:\left\langle v, Y_{1}\right\rangle \leq \cdots \leq\left\langle v, Y_{n}\right\rangle \leq 0\right\}$ is different from $\{0\}$. Then

$$
\mathcal{G} \stackrel{d}{=} \mathcal{D}_{n}^{B} .
$$

Proof. Thus, $\mathcal{G}$ is a random cone with distribution given by $\mathbb{P}(\mathcal{G}=\{0\})=0$ and for $B \in \mathcal{B}\left(\mathcal{P} \mathcal{C}^{d} \backslash\right.$ $\{\{0\}\}$ ) by

$$
\begin{aligned}
\mathbb{P}(\mathcal{G} \in B) & =\frac{1}{q_{n}^{(d)}} \mathbb{P}\left(\left\{v \in \mathbb{R}^{d}:\left\langle v, Y_{1}\right\rangle \leq \cdots \leq\left\langle v, Y_{n}\right\rangle \leq 0\right\} \in B\right) \\
& \left.=\frac{2^{n} n!}{D^{B}(n, d)} \int_{\left(\mathbb{R}^{d}\right)^{n}} \mathbb{1}_{B}\left(\left\{v \in \mathbb{R}^{d}:\left\langle v, y_{1}\right\rangle \leq \ldots \leq\left\langle v, y_{n}\right\rangle \leq 0\right\}\right) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right)\right) \\
& =\frac{2^{n} n!}{D^{B}(n, d)} \int_{\left(\mathbb{R}^{d}\right)^{n}} \frac{1}{2^{n} n!} \sum_{(\varepsilon, \sigma) \in\{ \pm 1\}^{n} \times \mathcal{S}_{n}} \mathbb{1}_{B}\left(D_{\varepsilon, \sigma}^{B}\right) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) \\
& =\int_{\left(\mathbb{R}^{d}\right)^{n}} \frac{1}{D^{B}(n, d)} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{B}(C) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) \\
& =\mathbb{P}\left(\mathcal{D}_{n}^{B} \in B\right) .
\end{aligned}
$$

Note that we used the symmetrical exchangeability of $\left(Y_{1}, \ldots, Y_{n}\right)$.
Similar to the Cover-Efron cone in [5], we may define the cone, which is dual to $\mathcal{D}_{n}^{B}$ in distribution.

Definition 5.6. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$, which are symmetrically exchangeable and satisfy one of the equivalent general position assumptions (B1) or (B2). Then the random cone $\mathcal{C}_{n}^{B}$ is defined as the cone whose distribution is that of $\operatorname{pos}\left\{Y_{1}-Y_{2}, \ldots, Y_{n-1}-Y_{n}, Y_{n}\right\}$ conditioned on the event that $\operatorname{pos}\left\{Y_{1}-Y_{2}, \ldots, Y_{n-1}-Y_{n}, Y_{n}\right\}$ is not equal to $\mathbb{R}^{d}$.
Proposition 5.7. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$, which are symmetrically exchangeable and satisfy one of the equivalent general position assumptions (B1) or (B2) a.s. Then

$$
\mathcal{C}_{n}^{B} \stackrel{d}{=}\left(\mathcal{D}_{n}^{B}\right)^{\circ} .
$$

Proof. The distribution of $\mathcal{C}_{n}^{B}$ satisfies $\mathbb{P}\left(\mathcal{C}_{n}^{B}=\mathbb{R}^{d}\right)=0=\mathbb{P}\left(\mathcal{D}_{n}^{B}=\{0\}\right)=\mathbb{P}\left(\left(\mathcal{D}_{n}^{B}\right)^{\circ}=\mathbb{R}^{d}\right)$. Moreover, for $B \in \mathcal{B}\left(\mathcal{P} \mathcal{C}^{d} \backslash\{\{0\}\}\right)$, we have

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{C}_{n}^{B} \in B\right)= & \frac{\mathbb{P}\left(\operatorname{pos}\left\{Y_{1}-Y_{2}, \ldots, Y_{n-1}-Y_{n}, Y_{n}\right\} \in B\right)}{\mathbb{P}\left(\operatorname{pos}\left\{Y_{1}-Y_{2}, \ldots, Y_{n-1}-Y_{n}, Y_{n}\right\} \neq \mathbb{R}^{d}\right)} \\
= & \frac{1}{q_{n}^{(d)}} \int_{\left(\mathbb{R}^{d}\right)^{n}} \mathbb{1}_{B}\left(\operatorname{pos}\left\{y_{1},-y_{2}, \ldots, y_{n-1}-y_{n}, y_{n}\right\}\right) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) \\
= & \frac{2^{n} n!}{D^{B}(n, d)} \int_{\left(\mathbb{R}^{d}\right)^{n}} \frac{1}{2^{n} n!} \sum_{(\varepsilon, \sigma) \in \mathcal{S}_{n} \times\{ \pm 1\}^{n}} \mathbb{1}_{B}\left(\operatorname{pos}\left\{\varepsilon_{1} y_{\sigma(1)}-\varepsilon_{2} y_{\sigma(2)}, \ldots, \varepsilon_{n} y_{\sigma(n)}\right\}\right) \\
& \times \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) \\
= & \int_{\left(\mathbb{R}^{d}\right)^{n}} \frac{1}{D^{B}(n, d)} \sum_{(\varepsilon, \sigma) \in \mathcal{S}_{n} \times\{ \pm 1\}^{n}} \mathbb{1}_{B}\left(\left(D_{\varepsilon, \sigma}^{B}\right)^{\circ}\right) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{\left(\mathbb{R}^{d}\right)^{n}} \frac{1}{D^{B}(n, d)} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{B}\left(C^{\circ}\right) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) \\
& =\mathbb{P}\left(\left(\mathcal{D}_{n}^{B}\right)^{\circ} \in B\right),
\end{aligned}
$$

where we used (2.7) and the symmetric exchangeability. The last equation follows from (5.1).
Type $A_{n-1}$. Now, we introduce the analogous random cones chosen from the Weyl tessellation of type $A_{n-1}$, which we defined in Section 4.2.
Definition 5.8 (Random Weyl cone of type $A_{n-1}$ ). Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ that satisfy one of the equivalent general position assumptions (A1) or (A2) a.s. Then the random Weyl cone $\mathcal{D}_{n}^{A}$ of type $A_{n-1}$ is obtained as follows: Among the cones of the random Weyl tessellation $\mathcal{W}^{A}\left(Y_{1}, \ldots, Y_{n}\right)$ we pick one uniformly at random.

Due to Corollary 4.4 the number of Weyl cones in the induced tessellation $\mathcal{W}^{A}\left(Y_{1}, \ldots, Y_{n}\right)$ is a.s. constant. Then, the distribution of $\mathcal{D}_{n}^{A}$ is given by

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{D}_{n}^{A} \in B\right)=\int_{\left(\mathbb{R}^{d}\right)^{n}} \frac{1}{D^{A}(n, d)} \sum_{C \in \mathcal{F}_{d}^{A}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{B}(C) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) \tag{5.2}
\end{equation*}
$$

for $B \in \mathcal{B}\left(\mathcal{P C}^{d}\right)$. The following lemma states that the same mild conditions on the distribution of $\left(Y_{1}, \ldots, Y_{n}\right)$ imply that (A1) and (A2) are a.s. satisfied.
Lemma 5.9. Let $\mu$ be a $\sigma$-finite Borel measure on $\mathbb{R}^{d}$ that assigns measure zero to each affine hyperplane. Furthermore, let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ having a joint $\mu^{n}$-density on $\left(\mathbb{R}^{d}\right)^{n}$. Then $Y_{1}, \ldots, Y_{n}$ satisfy the general position assumptions (A1) and (A2) almost surely.
Proof. This follows from Lemma 5.2, since (B1) implies (A1) and (B2) implies (A2).
If we additionally assume $Y_{1}, \ldots, Y_{n}$ to be exchangeable, that is

$$
\left(Y_{1}, \ldots, Y_{n}\right) \stackrel{d}{=}\left(Y_{\sigma(1)}, \ldots, Y_{\sigma(n)}\right)
$$

for every $\sigma \in \mathcal{S}_{n}$, we can provide the following equivalent construction of $\mathcal{D}_{n}^{A}$.
Proposition 5.10. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$, which are exchangeable and satisfy one of the equivalent general position assumptions (A1) or (A2) a.s. Let $\mathcal{G}$ be defined as the random cone whose distribution is that of $\left\{v \in \mathbb{R}^{d}:\left\langle v, Y_{1}\right\rangle \leq \cdots \leq\left\langle v, Y_{n}\right\rangle\right\}$ conditioned on the event that $\left\{v \in \mathbb{R}^{d}:\left\langle v, Y_{1}\right\rangle \leq \cdots \leq\left\langle v, Y_{n}\right\rangle\right\}$ is different from $\{0\}$. Then,

$$
\mathcal{G} \stackrel{d}{=} \mathcal{D}_{n}^{A} .
$$

The equivalence is proven in the same way as Proposition 5.5. Note that under the assumptions of Proposition 5.10 we have

$$
\mathbb{P}\left(\left\{v \in \mathbb{R}^{d}:\left\langle v, Y_{1}\right\rangle \leq \ldots \leq\left\langle v, Y_{n}\right\rangle\right\} \neq\{0\}\right)=\frac{D^{A}(n, d)}{n!}
$$

Again, we may define the cone, which is dual to $\mathcal{D}_{n}^{A}$ in distribution.
Definition 5.11. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$, which are exchangeable and satisfy one of the equivalent general position assumptions (A1) or (A2) a.s. Then the random cone $\mathcal{C}_{n}^{A}$ is defined as the cone whose distribution is that of $\operatorname{pos}\left\{Y_{1}-Y_{2}, \ldots, Y_{n-1}-Y_{n}\right\}$ conditioned on the event that $\operatorname{pos}\left\{Y_{1}-Y_{2}, \ldots, Y_{n-1}-Y_{n}\right\}$ it is not equal to $\mathbb{R}^{d}$.

Proposition 5.12. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$, which are exchangeable and satisfy one of the equivalent general position assumptions (A1) or (A2) a.s. Then

$$
\mathcal{C}_{n}^{A} \stackrel{d}{=}\left(\mathcal{D}_{n}^{A}\right)^{\circ} .
$$

Proof. The proof is similar to the proof of Proposition 5.7 and is left to the reader.
5.2. Expected size functionals of random Weyl cones. In this section, we want to prove our main results on the expected size functionals of the random Weyl cones, which we already stated in the introduction as Theorem 1.3 and Theorem 1.4 Again, we divide this section into the results for type $B_{n}$ and the results for type $A_{n-1}$.

Type $B_{n}$. At first, we need to state a result on the faces of the Weyl mosaic, induced in a linear subspace. For this, we introduce the following notation. Let $U \subseteq \mathbb{R}^{d}$ be a $k$-dimensional linear subspace in $\mathbb{R}^{d}$. Recall from Section 2.4 that the hyperplane arrangement induced by $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$ in $U$ is defined as $\left.\mathcal{A}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)=\left\{H \cap U: H \in \mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)\right\}$. The induced arrangement $\left.\mathcal{A}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$ is explicitly given by the following hyperplanes in $U$ :

$$
\begin{array}{cl}
\left(\Pi_{U}\left(y_{i}\right)+\Pi_{U}\left(y_{j}\right)\right)^{\perp} \cap U, & 1 \leq i<j \leq n, \\
\left(\Pi_{U}\left(y_{i}\right)-\Pi_{U}\left(y_{j}\right)\right)^{\perp} \cap U, & 1 \leq i<j \leq n, \\
\Pi_{U}\left(y_{i}\right)^{\perp} \cap U, & 1 \leq i \leq n .
\end{array}
$$

By definition, the induced Weyl tessellation in $U$, which we will denote by $\left.\mathcal{W}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$, consists of the cones of the conical tessellation in $U$ generated by the hyperplane arrangement $\left.\mathcal{A}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$. We denote the set of $j$-faces of $\left.\mathcal{W}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$ by $\left.\mathcal{F}_{j}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$. To state an explicit representation of these faces, we define the cones

$$
\left.F_{\varepsilon, \sigma}^{B}\right|_{U}\left(l_{1}, \ldots, l_{n-k+j}\right):=F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-k+j}\right) \cap U,
$$

where $\varepsilon \in\{ \pm 1\}^{n}, \sigma \in \mathcal{S}_{n}, 1 \leq j \leq k \leq d$, and $1 \leq l_{1}<\ldots<l_{n-k+j} \leq n$. Let $f_{i}^{\prime}$ be the linear functionals on $U$ given by $f_{i}^{\prime}=f_{i}^{\prime}(v):=\left\langle v, \Pi_{U}\left(y_{i}\right)\right\rangle$ for $i=1, \ldots, n$. Since

$$
f_{i}(v)=\left\langle v, y_{i}\right\rangle=\left\langle v, \Pi_{U}\left(y_{i}\right)\right\rangle+\left\langle v, y_{i}-\Pi_{U}\left(y_{i}\right)\right\rangle=\left\langle v, \Pi_{U}\left(y_{i}\right)\right\rangle=f_{i}^{\prime}(v)
$$

holds for all $v \in U$, we have the explicit representation

$$
\begin{align*}
\left.F_{\varepsilon, \sigma}^{B}\right|_{U}\left(l_{1}, \ldots, l_{n-k+j}\right)=\{v \in U: & \varepsilon_{1} f_{\sigma(1)}^{\prime}=\ldots=\varepsilon_{l_{1}} f_{\sigma\left(l_{1}\right)}^{\prime} \leq \varepsilon_{l_{1}+1} f_{\sigma\left(l_{1}+1\right)}^{\prime}=\ldots=\varepsilon_{l_{2}} f_{\sigma\left(l_{2}\right)}^{\prime} \\
& \leq \ldots \leq \varepsilon_{l_{n-k+j-1}+1} f_{\sigma\left(l_{n-k+j-1}+1\right)}^{\prime}=\ldots=\varepsilon_{l_{n-k+j}} f_{\sigma\left(l_{n-k+j}\right)}^{\prime}  \tag{5.3}\\
& \left.\leq f_{\sigma\left(l_{n-k+j}+1\right)}^{\prime}=\ldots=f_{\sigma(n)}^{\prime}=0\right\},
\end{align*}
$$

We shall see below that if not $\{0\}$, the cones $\left.F_{\varepsilon, \sigma}^{B}\right|_{U}\left(l_{1}, \ldots, l_{n-k+j}\right)$ are the $j$-faces of the induced Weyl mosaic $\left.\mathcal{W}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$.
Lemma 5.13. Let $1 \leq j \leq k \leq d$ and let $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy the general position assumption (B1). Furthermore, let $U \in G(d, k)$ be in general position with respect to the hyperplane arrangement $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$. Then the following holds:
(i) For every $j$-face $\left.F_{j} \in \mathcal{F}_{j}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$ of the tessellation $\left.\mathcal{W}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$ there is a unique $(d-k+j)$-face $F \in \mathcal{F}_{d-k+j}^{B}\left(y_{1}, \ldots, y_{n}\right)$ containing $F_{j}$ and satisfying $F_{j}=F \cap U$.
(ii) If $F \in \mathcal{F}_{d-k+j}^{B}\left(y_{1}, \ldots, y_{n}\right)$ and $F \cap U \neq\{0\}$, then $\left.F \cap U \in \mathcal{F}_{j}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$.

Proof. At first, we show that the projections $\Pi_{U}\left(y_{1}\right), \ldots, \Pi_{U}\left(y_{n}\right)$ satisfy the general position assumption (B1). Take some $\varepsilon \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$. Condition (B1) implies that

$$
\left(\varepsilon_{1} y_{\sigma(1)}-\varepsilon_{2} y_{\sigma(2)}\right)^{\perp}, \ldots,\left(\varepsilon_{n-1} y_{\sigma(n-1)}-\varepsilon_{n} y_{\sigma(n)}\right)^{\perp},\left(\varepsilon_{n} y_{\sigma(n)}\right)^{\perp}
$$

are in general position. Since $U$ is in general position with respect to the arrangement $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$ containing these hyperplanes, we have that the following hyperplanes in $U$

$$
U \cap\left(\varepsilon_{1} y_{\sigma(1)}-\varepsilon_{2} y_{\sigma(2)}\right)^{\perp}, \ldots, U \cap\left(\varepsilon_{n-1} y_{\sigma(n-1)}-\varepsilon_{n} y_{\sigma(n)}\right)^{\perp}, U \cap\left(\varepsilon_{n} y_{\sigma(n)}\right)^{\perp}
$$

are in general position in $U$. Since $U \cap\left(z^{\perp}\right)=\left(\Pi_{U}(z)\right)^{\perp} \cap U$ for every $z \in \mathbb{R}^{d}$, it follows that
$\left(\varepsilon_{1} \Pi_{U}\left(y_{\sigma(1)}\right)-\varepsilon_{2} \Pi_{U}\left(y_{\sigma(2)}\right)\right)^{\perp} \cap U, \ldots,\left(\varepsilon_{n-1} \Pi_{U}\left(y_{\sigma(n-1)}\right)-\varepsilon_{n} \Pi_{U}\left(y_{\sigma(n)}\right)\right)^{\perp} \cap U,\left(\varepsilon_{n} \Pi_{U}\left(y_{\sigma(n)}\right)\right)^{\perp} \cap U$
are in general position in $U$. Equivalently, the vectors

$$
\varepsilon_{1} \Pi_{U}\left(y_{\sigma(1)}\right)-\varepsilon_{2} \Pi_{U}\left(y_{\sigma(2)}\right), \ldots, \varepsilon_{n-1} \Pi_{U}\left(y_{\sigma(n-1)}\right)-\varepsilon_{n} \Pi_{U}\left(y_{\sigma(n)}\right), \varepsilon_{n} \Pi_{U}\left(y_{\sigma(n)}\right)
$$

are in general position in $U$. This means that, under the given assumptions, (B1) is satisfied for $\Pi_{U}\left(y_{1}\right), \ldots, \Pi_{U}\left(y_{n}\right)$.

Now, we prove part (i). Let $\left.F_{j} \in \mathcal{F}_{j}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$. We can apply Proposition 3.6(i) in the ambient linear subspace $U$ to the projections $\Pi_{U}\left(y_{1}\right), \ldots, \Pi_{U}\left(y_{n}\right)$. It follows from this proposition and the representation (5.3) that there are $1 \leq l_{1}<\ldots \leq l_{n-k+j} \leq n$ and $\varepsilon \in\{ \pm 1\}^{n}, \sigma \in \mathcal{S}_{n}$, such that

$$
F_{j}=\left.F_{\varepsilon, \sigma}^{B}\right|_{U}\left(l_{1}, \ldots, l_{n-k+j}\right)=F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-k+j}\right) \cap U .
$$

Now, we define $F:=F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-k+j}\right)$. Note that $F \neq\{0\}$ because $F_{j} \neq\{0\}$. Since (B1) is satisfied for $y_{1}, \ldots, y_{n}$, Proposition 3.6(ii) yields that $F \in \mathcal{F}_{d-k+j}^{B}\left(y_{1}, \ldots, y_{n}\right)$. It follows from the construction that $F \cap U=F_{j}$.

The uniqueness of $F \in \mathcal{F}_{d-k+j}^{B}\left(y_{1}, \ldots, y_{n}\right)$ such that $F \cap U=F_{j}$ follows from our general position assumptions or rather from the fact that the projections $\Pi_{U}\left(y_{1}\right), \ldots, \Pi_{U}\left(y_{n}\right)$ satisfy the assumption (B1) in $U$. We will sketch the idea of the proof. Suppose there is another face $G \in$ $\mathcal{F}_{d-k+j}^{B}\left(y_{1}, \ldots, y_{n}\right)$ with $G \cap U=F_{j}$. By Proposition 3.6(i) this means that there are $1 \leq i_{1}<$ $\ldots<i_{n-k+j} \leq n$ and $\delta \in\{ \pm 1\}^{n}, \pi \in \mathcal{S}_{n}$, such that $G=F_{\delta, \pi}^{B}\left(i_{1}, \ldots, i_{n-k+j}\right)$. It follows that

$$
F_{\delta, \pi}^{B}\left(i_{1}, \ldots, i_{n-k+j}\right) \cap U=F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-k+j}\right) \cap U=F_{j} .
$$

Consequently,

$$
\left.F_{\delta, \pi}^{B}\right|_{U}\left(i_{1}, \ldots, i_{n-k+j}\right)=\left.F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-k+j}\right)\right|_{U}=F_{j} \neq\{0\} .
$$

Applying Proposition 3.9 in the ambient space $U$ to the projected vectors $\Pi_{U}\left(y_{1}\right), \ldots, \Pi_{U}\left(y_{n}\right)$, we get $\varepsilon=\delta, \sigma=\pi$, and $l_{j}=i_{j}$ for all admissible $j$. But this implies that $F=G$. This proves (i).

Now we will prove part (ii). Suppose $F \in \mathcal{F}_{d-k+j}^{B}\left(y_{1}, \ldots, y_{n}\right)$ satisfying $F \cap U \neq\{0\}$. Proposition 3.6 (i) implies that there are $1 \leq l_{1}<\ldots<l_{n-k+j} \leq n$ and $\varepsilon \in\{ \pm 1\}^{n}, \sigma \in \mathcal{S}_{n}$, such that $F=\overline{F_{\varepsilon, \sigma}^{B}}\left(l_{1}, \ldots, l_{n-k+j}\right)$. As we have seen in (5.3) above, it follows

$$
\{0\} \neq F \cap U=\left.F_{\varepsilon, \sigma}^{B}\right|_{U}\left(l_{1}, \ldots, l_{n-k+j}\right) .
$$

Since $\Pi_{U}\left(y_{1}\right), \ldots, \Pi_{U}\left(y_{n}\right)$ satisfy the condition (B1) in $U$, we can apply Proposition 3.6 (ii) in the linear subspace $U$, which yields that $F \cap U$ is $j$-face of the induced Weyl mosaic $\left.\mathcal{W}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)$.

The next theorem is our main result and gives a formula for the expected size functionals $Y_{k, j}$ of a random Weyl cone $\mathcal{D}_{n}^{B}$. We stated it as Theorem 1.3 in the introduction and will restate it here.

Theorem 5.14. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ that satisfy one of the equivalent general position assumptions (B1) or (B2) a.s. Let $\mathcal{D}_{n}^{B}$ be a random Weyl cone of type $B_{n}$ in $\mathbb{R}^{d}$ as defined in Section 5.1, Then

$$
\begin{equation*}
\mathbb{E} Y_{d-k+j, d-k}\left(\mathcal{D}_{n}^{B}\right)=\frac{2^{k-j}\binom{n}{k-j} D^{B}(n-k+j, j)}{2 D^{B}(n, d)} \frac{n!}{(n-k+j)!} \tag{5.4}
\end{equation*}
$$

holds for all $1 \leq j \leq k \leq d$.
Proof. Suppose $1 \leq j \leq k \leq d$. Let $\mathbb{P}_{Y}$ be the joint probability law of $\left(Y_{1}, \ldots, Y_{n}\right)$ on $\left(\mathbb{R}^{d}\right)^{n}$. Using the definition of the size functional and (5.1), we get

$$
\begin{aligned}
\mathbb{E} Y_{d-k+j, k-j}\left(\mathcal{D}_{n}^{B}\right) & =\mathbb{E} \sum_{F \in \mathcal{F}_{d-k+j}\left(\mathcal{D}_{n}^{B}\right)} U_{d-k}(F) \\
& =\int_{\left(\mathbb{R}^{d}\right)^{n}} \frac{1}{D^{B}(n, d)} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \sum_{F \in \mathcal{F}_{d-k+j}^{B}(C)} U_{d-k}(F) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right)
\end{aligned}
$$

In order to apply the definition 2.2 of the quermassintegral $U_{d-k}$ we need to verify that the $(d-k+j)$-faces $F \in \mathcal{F}_{d-k+j}^{B}\left(y_{1}, \ldots, y_{n}\right)$ are a.s. no linear subspaces. Proposition 3.6 (i) yields that every such $(d-k+j)$-face can be represented in the form $F=F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-k+j}\right)$ for suitable $\varepsilon \in\{ \pm 1\}^{n}, \sigma \in \mathcal{S}_{n}$ and $1 \leq l_{1}<\ldots<l_{n-k+j} \leq n$ (see (3.5)). As we have seen several times before, assumption (B1) implies that the linear hull of $F$ is a $(d-k+j)$-dimensional subspace and is given by

$$
L_{d-k+j}:=\left\{v \in \mathbb{R}^{d}: \varepsilon_{1} f_{\sigma(1)}=\ldots=\varepsilon_{l_{1}} f_{\sigma\left(l_{1}\right)}, \ldots, \varepsilon_{l_{n-k+j}+1} f_{\sigma\left(l_{n-k+j}+1\right)}=\ldots=\varepsilon_{n} f_{\sigma(n)}=0\right\} .
$$

Note that the assumptions $n \geq d$ and $1 \leq j \leq k \leq d$ imply that $n>k-j$, and thus, $n-k+j \geq 1$. Therefore, there are at least two groups of equations in the defining condition of $\operatorname{lin} F$ (In the special case $l_{1}=n$, the last group of equations is empty, but the following argument still holds). Suppose that $F$ is a linear subspace, then we have $F_{\varepsilon, \sigma}^{B}\left(l_{1}, \ldots, l_{n-k+j}\right)=L_{d-k+j}$. Due to the form of the representation of $F$, this implies

$$
L_{d-k+j} \subseteq\left(\varepsilon_{l_{1}} y_{\sigma\left(l_{1}\right)}-\varepsilon_{l_{1}+1} y_{\sigma\left(l_{1}+1\right)}\right)^{-}
$$

and therefore even

$$
L_{d-k+j} \subseteq\left(\varepsilon_{l_{1}} y_{\sigma\left(l_{1}\right)}-\varepsilon_{l_{1}+1} y_{\sigma\left(l_{1}+1\right)}\right)^{\perp}
$$

Then, we have

$$
L_{d-k+j} \cap\left(\varepsilon_{l_{1}} y_{\sigma\left(l_{1}\right)}-\varepsilon_{l_{1}+1} y_{\sigma\left(l_{1}+1\right)}\right)^{\perp}=L_{d-k+j}
$$

but assumption (B1) implies that the left-hand side is a subspace of dimension $d-k+j-1$, which is a contradiction. Note that in the case $l_{1}=n$, we may replace $\varepsilon_{l_{1}} y_{\sigma\left(l_{1}\right)}-\varepsilon_{l_{1}+1} y_{\sigma\left(l_{1}+1\right)}$ by $\varepsilon_{l_{1}} y_{\sigma\left(l_{1}\right)}$ in the argument above, which leads to the same result.

Now, we can apply (2.2) and then interchange the integral and the sums. This yields

$$
\mathbb{E} Y_{d-k+j, k-j}\left(\mathcal{D}_{n}^{B}\right)=\frac{1}{2 D^{B}(n, d)} \int_{\left(\mathbb{R}^{d}\right)^{n}} \sum_{F \in \mathcal{F}_{d-k+j}^{B}\left(y_{1}, \ldots, y_{n}\right)} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}}
$$

$$
\begin{align*}
& \times \int_{G(d, k)} \mathbb{1}_{\{F \cap U \neq\{0\}\}} \nu_{k}(\mathrm{~d} U) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) \\
= & \frac{1}{2 D^{B}(n, d)} \int_{\left(\mathbb{R}^{d}\right)^{n}} \int_{G(d, k)} \sum_{F \in \mathcal{F}_{d-k+j}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \cap U \neq\{0\}\}} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}} \\
& \times \nu_{k}(\mathrm{~d} U) \mathbb{P}_{Y}\left(\mathrm{~d}\left(y_{1}, \ldots, y_{n}\right)\right) . \tag{5.5}
\end{align*}
$$

Our goal is to show that the sums inside the integrals are constant for $\nu_{k}$-almost every $U \in G(d, k)$ and $\mathbb{P}_{Y}$-almost every $\left(y_{1}, \ldots, y_{n}\right) \in\left(\mathbb{R}^{d}\right)^{n}$. Using Lemma 5.13, we obtain

$$
\begin{equation*}
\sum_{F \in \mathcal{F}_{d-k+j}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \cap U \neq\{0\}\}} \sum_{C \in \mathcal{F}_{d}^{B}\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\{F \subseteq C\}}=\sum_{\left.F_{j} \in \mathcal{F}_{j}^{B}\right|_{U}\left(y_{1}, \ldots, y_{n}\right)} \sum_{D \in \mathcal{F}_{k}^{B} \mid U\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\left\{F_{j} \subseteq D\right\}} \tag{5.6}
\end{equation*}
$$

for almost every $U \in G(d, k)$ and $\mathbb{P}_{Y}$-almost every $\left(y_{1}, \ldots, y_{n}\right)$. Indeed, by Lemma 5.13 there is a one-to-one correspondence between the pairs $F \subseteq C$ such that $F \cap U \neq\{0\}$ and the pairs $F_{j} \subseteq D$ as above. Note that Lemma 5.13 was applicable, since $\nu_{k}$-almost every $U \in G(d, k)$ is in general position with respect to the arrangement $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$, due to Remark 2.15, and almost every set of vectors $\left(y_{1}, \ldots, y_{n}\right)$ satisfies the general position assumption (B1).

Applying Theorem 3.3 to the ambient linear subspace $U$ instead of $\mathbb{R}^{d}$ and the projections $\Pi_{U}\left(y_{1}\right), \ldots, \Pi_{U}\left(y_{n}\right)$ instead of $y_{1}, \ldots, y_{n}$, we obtain

$$
\begin{equation*}
\sum_{\left.F_{j} \in \mathcal{F}_{j}^{B}\right|_{U\left(y_{1}, \ldots, y_{n}\right)}} \sum_{D \in \mathcal{F}_{k}^{B} \mid U\left(y_{1}, \ldots, y_{n}\right)} \mathbb{1}_{\left\{F_{j} \subseteq D\right\}}=2^{k-j}\binom{n}{k-j} \frac{n!}{(n-k+j)!} D^{B}(n-k+j, j) . \tag{5.7}
\end{equation*}
$$

To see that Theorem 3.3 is applicable, note that $\nu_{k}$-a.e. $U$ is in general position with respect to the arrangement $\mathcal{A}^{B}\left(y_{1}, \ldots, y_{n}\right)$ and hence the projections $\Pi_{U}\left(y_{1}\right), \ldots, \Pi_{U}\left(y_{n}\right)$ satisfy assumption (B1) as we have shown in the proof of Lemma 5.13.

Inserting (5.7) and (5.6) into (5.5), we arrive at

$$
\mathbb{E} Y_{d-k+j, k-j}\left(\mathcal{D}_{n}^{B}\right)=\frac{1}{2 D^{B}(n, d)} \cdot 2^{k-j}\binom{n}{k-j} \frac{n!}{(n-k+j)!} D^{B}(n-k+j, j),
$$

which completes the proof.
This theorem yields the expected number of faces, the expected quermassintegral and the expected intrinsic volumes of a random Weyl cone $\mathcal{D}_{n}^{B}$, as mentioned in the introduction. We will restate the results here. Under the additional assumption that $Y_{1}, \ldots, Y_{n}$ are symmetrically exchangeable, we obtain the same properties for the cone $\mathcal{C}_{n}^{B}$ defined in Definition 5.6, which is dual to $\mathcal{D}_{n}^{B}$ in distribution.
Corollary 5.15. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ that satisfy (B1) or (B2) a.s. For $j=$ $1, \ldots, d$, the expected number of $j$-faces of the random Weyl cone $\mathcal{D}_{n}^{B}$ of type $B_{n}$ is given by

$$
\begin{equation*}
\mathbb{E} f_{j}\left(\mathcal{D}_{n}^{B}\right)=\frac{2^{d-j}\binom{n}{d-j} D^{B}(n-d+j, j)}{D^{B}(n, d)} \frac{n!}{(n-d+j)!} . \tag{5.8}
\end{equation*}
$$

If, additionally, we assume $Y_{1}, \ldots, Y_{n}$ to be symmetrically exchangeable, the expected number of $j$-faces of $\mathcal{C}_{n}^{B}$ for $j=0, \ldots, d-1$ is given by

$$
\mathbb{E} f_{j}\left(\mathcal{C}_{n}^{B}\right)=\frac{2^{j}\binom{n}{j} D^{B}(n-j, d-j)}{D^{B}(n, d)} \frac{n!}{(n-j)!} .
$$

Note that (5.8) coincides with the formula derived in Corollary 3.5, which is not surprising. Proof. Every $j$-face $F \in \mathcal{F}_{j}^{B}\left(Y_{1}, \ldots, Y_{n}\right)$ is not a linear subspace a.s. Thus, the $j$-faces of $\mathcal{D}_{n}^{B}$ are a.s. not linear subspaces. Then we can use 2.6 and get

$$
\mathbb{E} f_{j}\left(\mathcal{D}_{n}^{B}\right)=2 \mathbb{E} Y_{j, 0}\left(\mathcal{D}_{n}^{B}\right)
$$

Using (5.4) with $k=d$, yields the desired formula.
The second property follows from $\mathbb{E} f_{j}\left(\mathcal{C}_{n}^{B}\right)=\mathbb{E} f_{j}\left(\left(\mathcal{D}_{n}^{B}\right)^{\circ}\right)$ and the 1:1-correspondence between the $j$-faces of a cone and the $(d-j)$-faces of its dual cone.

Corollary 5.16. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ that satisfy (B1) or (B2) a.s. Then, the expected conical quermassintegrals of the random Weyl cone $\mathcal{D}_{n}^{B}$ are given by

$$
\mathbb{E} U_{j}\left(\mathcal{D}_{n}^{B}\right)=\frac{D^{B}(n, d-j)}{2 D^{B}(n, d)} .
$$

for $j=0, \ldots, d-1$. For $\mathcal{C}_{n}^{B}$ and $j=1, \ldots, d$, it is given by

$$
\mathbb{E} U_{j}\left(\mathcal{C}_{n}^{B}\right)=\frac{D^{B}(n, d)-D^{B}(n, j)}{2 D^{B}(n, d)}
$$

if we additionally assume that $Y_{1}, \ldots, Y_{n}$ are symmetrically exchangeable.
Proof. Replacing $k$ and $j$ in (5.4) both by $d-j$, we obtain

$$
\mathbb{E} U_{j}\left(\mathcal{D}_{n}^{B}\right)=\mathbb{E} Y_{d, j}\left(\mathcal{D}_{n}^{B}\right)=\mathbb{E} Y_{d, d-(d-j)}\left(\mathcal{D}_{n}^{B}\right)=\frac{D^{B}(n, d-j)}{2 D^{B}(n, d)} .
$$

Using (2.3) and the fact that $\mathcal{C}_{n}^{B}$ is almost surely pointed, we get

$$
\mathbb{E} U_{j}\left(\mathcal{C}_{n}^{B}\right)=\frac{1}{2}-\mathbb{E} U_{d-j}\left(\mathcal{D}_{n}^{B}\right)=\mathbb{E} U_{j}\left(\mathcal{C}_{n}^{B}\right)=\frac{D^{B}(n, d)-D^{B}(n, j)}{2 D^{B}(n, d)}
$$

Corollary 5.17. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ that satisfy (B1) or (B2) a.s. For $j=$ $1, \ldots, d$, the expected conical intrinsic volumes of the random Weyl cone $\mathcal{D}_{n}^{B}$ are given by

$$
\mathbb{E} v_{j}\left(\mathcal{D}_{n}^{B}\right)=\frac{B(n, n-d+j)}{D^{B}(n, d)} .
$$

If we additionally assume $Y_{1}, \ldots, Y_{n}$ to be symmetrically exchangeable, then for $j=0, \ldots, d-1$ the expected intrinsic volumes for $\mathcal{C}_{n}^{B}$ are given by

$$
\mathbb{E} v_{j}\left(\mathcal{C}_{n}^{B}\right)=\frac{B(n, n-j)}{D^{B}(n, d)}
$$

and it holds that

$$
\mathbb{E} v_{0}\left(\mathcal{D}_{n}^{B}\right)=\mathbb{E} v_{d}\left(\mathcal{C}_{n}^{B}\right)=\frac{D^{B}(n, d)-D^{B}(n, d-1)}{2 D^{B}(n, d)} .
$$

Proof. We use the linear relation between the conical quermassintegrals and conical intrinsic volumes given in (2.4). For $j \in\{1, \ldots, d-2\}$, we obtain
$\mathbb{E} v_{j}\left(\mathcal{D}_{n}^{B}\right)=\mathbb{E} U_{j-1}\left(\mathcal{D}_{n}^{B}\right)-\mathbb{E} U_{j+1}\left(\mathcal{D}_{n}^{B}\right)=\frac{D^{B}(n, d-j+1)-D^{B}(n, d-j-1)}{2 D^{B}(n, d)}=\frac{B(n, n-d+j)}{D^{B}(n, d)}$.

For $j=d-1$ and $j=d$, we get

$$
\mathbb{E} v_{d-1}\left(\mathcal{D}_{n}^{B}\right)=\mathbb{E} U_{d-2}\left(\mathcal{D}_{n}^{B}\right)=\frac{D^{B}(n, 2)}{2 D^{B}(n, d)}=\frac{B(n, n-1)}{D^{B}(n, d)}
$$

and

$$
\mathbb{E} v_{d}\left(\mathcal{D}_{n}^{B}\right)=\mathbb{E} U_{d-1}\left(\mathcal{D}_{n}^{B}\right)=\frac{D^{B}(n, 1)}{2 D^{B}(n, d)}=\frac{1}{D^{B}(n, d)}=\frac{B(n, n)}{D^{B}(n, d)}
$$

In the case $j=0$, we get

$$
\mathbb{E} v_{0}\left(\mathcal{D}_{n}^{B}\right)=\mathbb{E} v_{d}\left(\mathcal{C}_{n}^{B}\right)=\mathbb{E} U_{d-1}\left(\mathcal{C}_{n}^{B}\right)=\frac{D^{B}(n, d)-D^{B}(n, d-1)}{2 D^{B}(n, d)}
$$

The expected intrinsic volumes for $\mathcal{C}_{n}^{B}$ then follow from (2.5).
In each of these corollaries we see a great similarity to the respective results on the expected geometric functionals of a random Schlfli cone and the random Cover-Efron cone, which Hug and Schneider stated in [5, Section 4]. Note that $v_{d}(C)=\sigma_{d-1}(C) / \omega_{d}$, thus the expected solid angle $\alpha$ of a random Weyl cone $\mathcal{D}_{n}^{B}$ is the special case $j=d$ of Corollary 5.17 and is given by

$$
\mathbb{E} \alpha\left(\mathcal{D}_{n}^{B}\right)=\mathbb{E} v_{d}\left(\mathcal{D}_{n}^{B}\right)=\frac{1}{D^{B}(n, d)}
$$

Type $A_{n-1}$. Similarly, we obtain the expected size functionals of random Weyl cone of type $A_{n-1}$. This is an analogue to Theorem 1.3.

Theorem 5.18. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ that satisfy one of the equivalent general postition assumptions (A1) or (A2) a.s. Let $\mathcal{D}_{n}^{A}$ be a random Weyl cone of type $A_{n-1}$ as defined in Section 5.1. Then

$$
\begin{equation*}
\mathbb{E} Y_{d-k+j, d-k}\left(\mathcal{D}_{n}^{A}\right)=\frac{\binom{n-1}{k-j} D^{A}(n-k+j, j)}{2 D^{A}(n, d)} \frac{n!}{(n-k+j)!} \tag{5.9}
\end{equation*}
$$

holds for all $1 \leq j \leq k \leq d$.
Proof. This is proven in the same way as Theorem 5.14 and uses the corresponding results for the Weyl tessellation of type $A_{n-1}$.

Thus, we can formulate the same corollaries for the random Weyl cone of type $A_{n-1}$. We omit the proofs, since they are analogous to the $B_{n}$-case. Recall that the random cone $\mathcal{C}_{n}^{A}$ is defined in Definition 5.11 and is dual in distribution to $\mathcal{D}_{n}^{A}$ if we additionally assume $Y_{1}, \ldots, Y_{n}$ to be exchangeable.
Corollary 5.19. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ that satisfy (A1) or (A2) a.s. For $j=$ $1, \ldots, d$, the expected number of $j$-faces of the random Weyl cone $\mathcal{D}_{n}^{A}$ of type $A_{n-1}$ is given by

$$
\mathbb{E} f_{j}\left(\mathcal{D}_{n}^{A}\right)=\frac{\binom{n-1}{d-j} D^{A}(n-d+j, j)}{2 D^{A}(n, d)} \frac{n!}{(n-d+j)!} .
$$

If we additionally assume $Y_{1}, \ldots, Y_{n}$ to be exchangeable, the expected number of $j$-faces of $\mathcal{C}_{n}^{A}$ for $j=0, \ldots, d-1$ is given by

$$
\mathbb{E} f_{j}\left(\mathcal{C}_{n}^{A}\right)=\frac{\binom{n-1}{j} D^{A}(n-j, d-j)}{2 D^{A}(n, d)} \frac{n!}{(n-j)!} .
$$

Corollary 5.20. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ that satisfy (A1) or (A2) a.s. The expected conical quermassintegrals of the random Weyl cone $\mathcal{D}_{n}^{A}$ are given by

$$
\mathbb{E} U_{j}\left(\mathcal{D}_{n}^{B}\right)=\frac{D^{A}(n, d-j)}{2 D^{A}(n, d)}
$$

for $j=0 \ldots, d-1$. For $\mathcal{C}_{n}^{A}$ and $j=1, \ldots, d$, it is given by

$$
\mathbb{E} U_{j}\left(\mathcal{C}_{n}^{A}\right)=\frac{D^{A}(n, d)-D^{A}(n, j)}{2 D^{A}(n, d)}
$$

if we additionally assume that $Y_{1}, \ldots, Y_{n}$ are exchangeable.
Corollary 5.21. Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ that satisfy (A1) or (A2) a.s. For $j=$ $1, \ldots, d$, the expected conical intrinsic volumes of the random Weyl cone $\mathcal{D}_{n}^{A}$ are given by

$$
\mathbb{E} v_{j}\left(\mathcal{D}_{n}^{A}\right)=\left[\begin{array}{c}
n \\
n-d+j
\end{array}\right] \frac{1}{D^{A}(n, d)} .
$$

If we additionally assume $Y_{1}, \ldots, Y_{n}$ to be exchangeable, then for $j=0, \ldots, d-1$ the expected intrinsic volumes for $\mathcal{C}_{n}^{A}$ are given by

$$
\mathbb{E} v_{j}\left(\mathcal{C}_{n}^{A}\right)=\left[\begin{array}{c}
n \\
n-j
\end{array}\right] \frac{1}{D^{A}(n, d)}
$$

and it holds that

$$
\mathbb{E} v_{0}\left(\mathcal{D}_{n}^{A}\right)=\mathbb{E} v_{d}\left(\mathcal{C}_{n}^{A}\right)=\frac{D^{A}(n, d)-D^{A}(n, d-1)}{2 D^{A}(n, d)}
$$

## 6. General Positon: Proofs of Theorems 3.2, 4.2 and Lemma 5.2

6.1. Equivalences of (B1) and (B2), (A1) and (A2), We will prove the equivalence of the general position assumptions. Recall that $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy (B1) and (B2) if the following holds true.
(B1) For every $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$ the vectors $\varepsilon_{1} y_{\sigma(1)}-\varepsilon_{2} y_{\sigma(2)}, \varepsilon_{2} y_{\sigma(2)}-$ $\varepsilon_{3} y_{\sigma(3)}, \ldots, \varepsilon_{n-1} y_{\sigma(n-1)}-\varepsilon_{n} y_{\sigma(n)}, \varepsilon_{n} y_{\sigma(n)}$ are in general position.
(B2) The linear subspace $L^{\perp}$ has dimension $d$ and is in general position with respect to the hyperplane arrangement $\mathcal{A}\left(B_{n}\right)$, where $L:=\left\{\beta \in \mathbb{R}^{n}: \beta_{1} y_{1}+\cdots+\beta_{n} y_{n}=0\right\}$.
Proof of Theorem [3.2. At first, we prove that (B2) implies (B1). Let (B2) hold true for $y_{1}, \ldots, y_{n} \in$ $\mathbb{R}^{d}$, but suppose (B1) is not satisfied. Then, there exist $\varepsilon \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$, such that

$$
\varepsilon_{1} y_{\sigma(1)}-\varepsilon_{2} y_{\sigma(2)}, \ldots, \varepsilon_{n-1} y_{\sigma(n-1)}-\varepsilon_{n} y_{\sigma(n)}, \varepsilon_{n} y_{\sigma(n)}
$$

are not in general position. For sake of simplicity, we first assume that $\varepsilon_{i}=1$ and $\sigma(i)=i$. Thus, $y_{1}-y_{2}, \ldots, y_{n-1}-y_{n}, y_{n}$ are not in general position. This means that there is a subset of $d$ or fewer linearly dependent vectors. In general, this set is of the form

$$
\underbrace{y_{1}-y_{2}, \ldots, y_{i_{1}-1}-y_{i_{1}}}_{\text {group } 1}, \underbrace{y_{i_{1}+1}-y_{i_{1}+2}, \ldots, y_{i_{2}-1}-y_{i_{2}}}_{\text {group } 2}, \ldots, \underbrace{y_{i_{k}+1}-y_{i_{k}+2}, \ldots, y_{n-1}-y_{n}, y_{n}}_{\text {group } k+1}
$$

for a $k \geq n-d$ and suitable indices $1 \leq i_{1}<i_{2}<\ldots<i_{k} \leq n$. Note that each of these groups may be empty and the set consists of $n-k \leq d$ vectors. This set is linearly dependent if and only if
there exist numbers $\lambda_{i}$ with $i \in\{1, \ldots, n\} \backslash\left\{i_{1}, \ldots, i_{k}\right\}$ that do not vanish simultaneously and such that

$$
\begin{aligned}
0= & \lambda_{1}\left(y_{1}-y_{2}\right)+\ldots+\lambda_{i_{1}-1}\left(y_{i_{1}-1}-y_{i_{1}}\right)+\lambda_{i_{1}+1}\left(y_{i_{1}+1}-y_{i_{1}+2}\right)+\ldots+\lambda_{i_{2}-1}\left(y_{i_{2}-1}-y_{i_{2}}\right) \\
& +\cdots+\lambda_{i_{k}+1}\left(y_{i_{k}+1}-y_{i_{k}+2}\right)+\ldots+\lambda_{n-1}\left(y_{n-1}-y_{n}\right)+\lambda_{n} y_{n}
\end{aligned}
$$

After regrouping the terms, the condition takes the form

$$
\begin{align*}
0= & \lambda_{1} y_{1}+\left(\lambda_{2}-\lambda_{1}\right) y_{2}+\ldots+\left(\lambda_{i_{1}-1}-\lambda_{i_{1}-2}\right) y_{i_{1}-1}+\left(-\lambda_{i_{1}-1}\right) y_{i_{1}} \\
& +\lambda_{i_{1}+1} y_{i_{1}+1}+\left(\lambda_{i_{1}+2}-\lambda_{i_{1}+1}\right) y_{i_{1}+2}+\ldots+\left(\lambda_{i_{2}-1}-\lambda_{i_{2}-2}\right) y_{i_{2}-1}+\left(-\lambda_{i_{2}-1}\right) y_{i_{2}}  \tag{6.1}\\
& +\cdots+\lambda_{i_{k}+1} y_{i_{k}+1}+\left(\lambda_{i_{k}+2}-\lambda_{i_{k}+1}\right) y_{i_{k}+2}+\ldots+\left(\lambda_{n}-\lambda_{n-1}\right) y_{n},
\end{align*}
$$

or equivalently,

$$
\begin{array}{r}
\left(\lambda_{1}, \lambda_{2}-\lambda_{1}, \ldots, \lambda_{i_{1}-1}-\lambda_{i_{1}-2},-\lambda_{i_{1}-1}, \lambda_{i_{1}+1}, \lambda_{i_{1}+2}-\lambda_{i_{1}+1}, \ldots, \lambda_{i_{2}-1}-\lambda_{i_{2}-2},-\lambda_{i_{2}-1}\right. \\
\left.\ldots, \lambda_{i_{k}+1}, \lambda_{i_{k}+2}-\lambda_{i_{k}+1}, \ldots, \lambda_{n}-\lambda_{n-1}\right) \in L
\end{array}
$$

where $L=\left\{\beta \in \mathbb{R}^{n}: \beta_{1} y_{1}+\ldots+\beta_{n} y_{n}=0\right\}$. If we denote by $e_{1}, \ldots, e_{n}$ the standard Euclidean basis in $\mathbb{R}^{n}$, this holds if and only if there exist numbers $\lambda_{i}$ with $i \in\{1, \ldots, n\} \backslash\left\{i_{1}, \ldots, i_{k}\right\}$ that do not vanish simultaneously and such that the vector

$$
\begin{aligned}
\lambda_{1}\left(e_{1}-e_{2}\right)+\ldots+\lambda_{i_{1}-1}\left(e_{i_{1}-1}-e_{i_{1}}\right) & +\lambda_{i_{1}+1}\left(e_{i_{1}+1}-e_{i_{1}+2}\right)+\ldots+\lambda_{i_{2}-1}\left(e_{i_{2}-1}-e_{i_{2}}\right)+ \\
& \cdots+\lambda_{i_{k}+1}\left(e_{i_{k}+1}-e_{i_{k}+2}\right)+\ldots+\lambda_{n-1}\left(e_{n-1}-e_{n}\right)+\lambda_{n} e_{n}
\end{aligned}
$$

lies in $L$. This is equivalent to

$$
\begin{aligned}
& \operatorname{lin}\left\{e_{1}-e_{2}, \ldots, e_{i_{1}-1}-e_{i_{1}}, e_{i_{1}+1}-e_{i_{1}+2}, \ldots, e_{i_{2}-1}-e_{i_{2}}\right. \\
& \\
& \left.\ldots, e_{i_{k}+1}-e_{i_{k}+2}, \ldots, e_{n-1}-e_{n}, e_{n}\right\} \cap L \neq\{0\} .
\end{aligned}
$$

This holds if and only if $K^{\perp} \cap L \neq\{0\}$, for the $k$-dimensional subspace

$$
\begin{aligned}
K & =\left\{\beta \in \mathbb{R}^{n}: \beta_{1}=\ldots=\beta_{i_{1}}, \ldots, \beta_{i_{k-1}+1}=\ldots=\beta_{i_{k}}, \beta_{i_{k}+1}=\ldots=\beta_{n}=0\right\} \\
& =\bigcap_{i \notin\left\{i_{1}, \ldots, i_{k}\right\}}\left(e_{i}-e_{i+1}\right)^{\perp},
\end{aligned}
$$

where $e_{n+1}:=0$. We observe that $K$ is the intersection of hyperplanes from the reflection arrangement $\mathcal{A}\left(B_{n}\right)$. Then, $K^{\perp} \cap L \neq\{0\}$ is equivalent to

$$
\operatorname{dim}\left(L^{\perp} \cap K\right)=n-\operatorname{dim}\left(L+K^{\perp}\right)=d-n+k-\operatorname{dim}\left(L \cap K^{\perp}\right) \neq d-n+k
$$

since $\operatorname{dim}(L)=n-d$. This means that $L^{\perp}$ is not in general position to $\mathcal{A}\left(B_{n}\right)$, which is a contradiction to (B2).

Now, we only need show that the general case follows from the previous results. If there are $\varepsilon \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$, such that $\varepsilon_{1} y_{\sigma(1)}-\varepsilon_{2} y_{\sigma(2)}, \ldots, \varepsilon_{n-1} y_{\sigma(n-1)}-\varepsilon_{n} y_{\sigma(n)}, \varepsilon_{n} y_{\sigma(n)}$ are not in general position, we can apply the above reasoning to $\varepsilon_{1} y_{\sigma(1)}, \ldots, \varepsilon_{n} y_{\sigma(n)}$ instead of $y_{1}, \ldots, y_{n}$. Thus, it follows that

$$
\operatorname{dim}\left(\left(L_{\varepsilon, \sigma}\right)^{\perp} \cap K\right) \neq d-n+k
$$

where $L_{\varepsilon, \sigma}=\left\{\beta \in \mathbb{R}^{n}: \varepsilon_{1} y_{\sigma(1)} \beta_{1}+\ldots+\varepsilon_{n} y_{\sigma(n)} \beta_{n}=0\right\}$. It is easy to see that $L_{\varepsilon, \sigma}=g_{\varepsilon, \sigma} L$ for the reflection $g_{\varepsilon, \sigma} \in \mathcal{G}\left(B_{n}\right)$ given by

$$
g_{\varepsilon, \sigma}:\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\varepsilon_{1} x_{\sigma(1)}, \ldots, \varepsilon_{n} x_{\sigma(n)}\right)
$$

Then, we have

$$
\operatorname{dim}\left(L^{\perp} \cap g_{\varepsilon, \sigma}^{-1} K\right)=\operatorname{dim}\left(g_{\varepsilon, \sigma} L^{\perp} \cap K\right) \neq d-n+k
$$

Since $g_{\varepsilon, \sigma}^{-1} K$ is also an intersection of hyperplanes from $\mathcal{A}\left(B_{n}\right)$, we obtain that $L^{\perp}$ is not in general position to $\mathcal{A}\left(B_{n}\right)$, which is a contradiction to (B2),

It is left to prove that (B1) implies (B2), Let (B1) hold true for $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$. This implies that $\operatorname{dim} L^{\perp}=d$. In order to prove this, it is enough to show that, for example, the set of $d$ vectors $y_{n-d+1}, \ldots, y_{n}$ is linearly independent. Suppose $\lambda_{n-d+1} y_{n-d+1}+\ldots+\lambda_{n} y_{n}=0$ holds for some $\lambda_{n-d+1}, \ldots, \lambda_{n} \in \mathbb{R}$. Representing the individual $y_{j}$ 's as telescope sums, this implies

$$
\begin{aligned}
0 & =\lambda_{n-d+1}\left(\left(y_{n-d+1}-y_{n-d+2}\right)+\ldots+\left(y_{n-1}-y_{n}\right)+y_{n}\right)+\ldots+\lambda_{n-1}\left(\left(y_{n-1}-y_{n}\right)+y_{n}\right)+\lambda_{n} y_{n} \\
& =\lambda_{n-d+1}\left(y_{n-d+1}-y_{n-d+2}\right)+\ldots+\left(\lambda_{n-d+1}+\ldots+\lambda_{n}\right) y_{n}
\end{aligned}
$$

Since $y_{n-d+1}-y_{n-d+2}, \ldots, y_{n-1}-y_{n}, y_{n}$ are linearly independent, due to (B1), it follows that $\lambda_{n-d+1}=\ldots=\lambda_{n}=0$, which proves the linear independence of $y_{n-d+1}, \ldots, y_{n}$. Then we obtain

$$
\operatorname{dim} L^{\perp}=n-\operatorname{dim} L=\operatorname{rank}\left(y_{1}, \ldots, y_{n}\right)=d .
$$

Now, suppose $L^{\perp}$ is not in general position to $\mathcal{A}\left(B_{n}\right)$. Therefore, it exists a $k$-dimensional subspace $K^{\prime}$ that can be represented as the intersections of hyperplanes from $\mathcal{A}\left(B_{n}\right)$, such that

$$
\operatorname{dim}\left(K^{\prime} \cap L^{\perp}\right) \neq \begin{cases}d-n+k & , k \geq n-d \\ 0 & , k<n-d\end{cases}
$$

The linear subspace $K^{\prime}$ is given by a set of equations of the following form. The coordinates $\beta_{1}, \ldots, \beta_{n}$ are decomposed into $k+1$ distinguishable groups. These groups are required to be non-empty except the last one. All coordinates in the last group must be 0 . For the remaining variables there is a unique choice of signs, which multiplies each variable by +1 or -1 , such that the sign-changed variables are equal inside every group, except the last one. Then, there is a suitable transformation $g_{\varepsilon, \sigma} \in \mathcal{G}\left(B_{n}\right)$, such that $g_{\varepsilon, \sigma} K^{\prime}$ is given by

$$
\begin{equation*}
\left\{\beta \in \mathbb{R}^{n}: \beta_{1}=\ldots=\beta_{i_{1}}, \ldots, \beta_{i_{k-1}+1}=\ldots=\beta_{i_{k}}, \beta_{i_{k}+1}=\ldots=\beta_{n}=0\right\} \tag{6.2}
\end{equation*}
$$

for some $1 \leq i_{1}<\ldots<i_{k} \leq n$, and thus, $g_{\varepsilon, \sigma} K^{\prime}$ coincides with the subspace $K$ mentioned in the above argument.

At first, suppose $k \geq n-d$. Then $\operatorname{dim}\left(K^{\prime} \cap L^{\perp}\right) \neq d-n+k$ implies that also

$$
\operatorname{dim}\left(g_{\varepsilon, \sigma} K^{\prime} \cap\left(L_{\varepsilon, \sigma}\right)^{\perp}\right)=\operatorname{dim}\left(g_{\varepsilon, \sigma} K^{\prime} \cap g_{\varepsilon, \sigma} L^{\perp}\right) \neq d-n+k
$$

holds true. Now we can use the same arguments like in the first part of the proof, since all the steps in the argument are equivalent. This implies that $\varepsilon_{1} y_{\sigma(1)}-\varepsilon_{2} y_{\sigma(2)}, \ldots, \varepsilon_{n-1} y_{\sigma(n-1)}-\varepsilon_{n} y_{\sigma(n)}, \varepsilon_{n} y_{\sigma(n)}$ are not in general position, and thus, (B1) is not satisfied. Note that the assumption $k \geq n-d$ was crucial for the arguments in the first part, since this implies that the resulting set of vectors consists of $n-k \leq d$ elements.

In the case $k \leq n-d$, we know that $\operatorname{dim}\left(K^{\prime} \cap L^{\perp}\right) \neq d-n+k$. Due to

$$
\operatorname{dim}\left(K^{\prime} \cap L^{\perp}\right)=\operatorname{dim}\left(K^{\prime}\right)+\operatorname{dim}\left(L^{\perp}\right)-\operatorname{dim}\left(K^{\prime}+L^{\perp}\right) \geq k+d-n,
$$

this implies even $\operatorname{dim}\left(K^{\prime} \cap L^{\perp}\right)>n-d+k$. Thus, there is a linear subspace $K^{\prime} \subseteq K^{\prime \prime}$ that can also be represented as the intersection of hyperplanes from $\mathcal{A}\left(B_{n}\right)$, such that $\operatorname{dim}\left(K^{\prime \prime}\right)=n-d$ and $\operatorname{dim}\left(K^{\prime \prime} \cap L^{\perp}\right) \neq\{0\}$. Note that this subspace $K^{\prime \prime}$ is obtained by deleting $k-(n-d)$ equations in the defining condition of $K^{\prime}$, e.g. in the condition in (6.2). The previous case yields that if such a subspace $K^{\prime \prime}$ exists, the general position assumption (B1) is not satisfied, which is contradiction.

The analogous result holds for the general position assumptions (A1) and (A2) of the $A_{n-1^{-}}$ case, which we will restate here. We say that $y_{1}, \ldots, y_{n} \in \mathbb{R}^{d}$ satisfy the general position assumptions (A1) or (A2) if the following holds.
(A1) For every $\sigma \in \mathcal{S}_{n}$ the vectors $y_{\sigma(1)}-y_{\sigma(2)}, y_{\sigma(2)}-y_{\sigma(3)}, \ldots, y_{\sigma(n-1)}-y_{\sigma(n)}$ are in general position.
(A2) The linear subspace $L^{\perp}$ has dimension $d$ and is in general position with respect to the hyperplane arrangement $\mathcal{A}\left(A_{n-1}\right)$, where $L:=\left\{\beta \in \mathbb{R}^{n}: \beta_{1} y_{1}+\cdots+\beta_{n} y_{n}=0\right\}$.
Proof of Theorem 4.2. This is proven in the same way as Theorem 3.2. Therefore we will only give a short sketch of the proof. Suppose (A1) is not satisfied, then there is a $\sigma \in \mathcal{S}_{n}$, such that $y_{\sigma(1)}-y_{\sigma(2)}, \ldots, y_{\sigma(n-1)}-y_{\sigma(n)}$ are not in general position. Consider the case $\sigma(i)=i$, for all $i=1, \ldots, n$. Following the proof of Theorem 3.2 and replacing $k$ by $k-1$, this implies that there is a linearly dependent subset of the form

$$
\underbrace{y_{1}-y_{2}, \ldots, y_{i_{1}-1}-y_{i_{1}}}_{\text {group } 1}, \underbrace{y_{i_{1}+1}-y_{i_{2}+1}, \ldots, y_{i_{2}-1}-y_{i_{2}}}_{\text {group } 2}, \ldots, \underbrace{y_{i_{k-1}+1}-y_{i_{k-1}+2}, \ldots, y_{n-1}-y_{n}}_{\operatorname{group} k}
$$

for a $k \geq n-d$ and suitable indices $1 \leq i_{1}<i_{2}<\ldots<i_{k-1}<n$. This holds if and only if $K^{\perp} \cap L \neq\{0\}$, for the $k$-dimensional subspace

$$
K=\left\{\beta \in \mathbb{R}^{n}: \beta_{1}=\ldots=\beta_{i_{1}}, \beta_{i_{1}+1}=\ldots=\beta_{i_{2}}, \ldots, \beta_{i_{k-1}+1}=\ldots=\beta_{n}\right\} .
$$

Since $K$ is the intersection of hyperplanes from the reflection arrangement $\mathcal{A}\left(A_{n-1}\right)$, this implies that $L^{\perp}$ is not in general position to $\mathcal{A}\left(A_{n-1}\right)$, which contradicts (A2). The general case $\sigma \in \mathcal{S}_{n}$ follows in the same way.

We already saw in the proof of Theorem 3.2 that (A1) implies $\operatorname{dim} L^{\perp}=d$. Now, suppose $L^{\perp}$ is not in general position to $\mathcal{A}\left(A_{n-1}\right)$. Then there is a $k$-dimensional linear subspace $K^{\prime}$ that can be represented as the intersection of hyperplanes from $\mathcal{A}\left(A_{n-1}\right)$, such that

$$
\begin{equation*}
\operatorname{dim}\left(K^{\prime} \cap L^{\perp}\right) \neq \max \{0, d-n+k\} . \tag{6.3}
\end{equation*}
$$

Since in the equation defining $K^{\prime}$ the coordinates $\beta_{1}, \ldots, \beta_{n}$ are decomposed into $k$ non-empty groups and are required to be equal inside each group, there is a suitable reflection $g_{\sigma} \in \mathcal{G}\left(A_{n-1}\right)$, such that $g_{\sigma} K^{\prime}$ is given by

$$
\left\{\beta \in \mathbb{R}^{n}: \beta_{1}=\ldots=\beta_{i_{1}}, \beta_{i_{1}+1}=\ldots=\beta_{i_{2}}, \ldots, \beta_{i_{k-1}+1}=\ldots=\beta_{n}\right\}
$$

for some $1 \leq i_{1}<\ldots<i_{k-1}<n$. In both cases, $k \leq n-d$ and $k>n-d$, (6.3) implies that $y_{\sigma(1)}-y_{\sigma(2)}, \ldots, y_{\sigma(n-1)}-y_{\sigma(n)}$ are not in general position, which contradicts (A1). This is proven in the same way as in the proof of Theorem 3.2.
6.2. Proof of Lemma 5.2, Let $Y_{1}, \ldots, Y_{n}$ be random vectors in $\mathbb{R}^{d}$ having a joint $\mu^{n}$-density $f$ on $\left(\mathbb{R}^{d}\right)^{n}$, where $\mu$ denotes a $\sigma$-finite measure on $\mathbb{R}^{d}$ that assigns measure zero to each affine hyperplane. Our aim is to prove that (B1) and (B2) are satisfied a.s.
Proof of Lemma 5.2. The conditions (B1) and (B2) are equivalent, thus, we only need to prove (B1). Since $Y_{1}, \ldots, Y_{n}$ have a joint density function with respect to $\mu^{n}$, so does $\varepsilon_{1} Y_{\sigma(1)}, \ldots, \varepsilon_{n} Y_{\sigma(n)}$, for each $\varepsilon \in\{ \pm 1\}^{n}$ and $\sigma \in \mathcal{S}_{n}$. Therefore, it suffices to prove that $Y_{1}-Y_{2}, \ldots, Y_{n-1}-Y_{n}, Y_{n}$ are in general position a.s., or equivalently, that they are not in general position with probability 0 . In order to do this, suppose there is a subset of $n-k \leq d$ linearly dependent vectors. Recalling the proof of Theorem 3.2, this set is of the form

$$
Y_{1}-Y_{2}, \ldots, Y_{i_{1}-1}-Y_{i_{1}}, Y_{i_{1}+1}-Y_{i_{1}+2}, \ldots, Y_{i_{2}-1}-Y_{i_{2}}, \ldots, Y_{i_{k}+1}-Y_{i_{k}+2}, \ldots, Y_{n-1}-Y_{n}, Y_{n}
$$

for suitable indices $1 \leq i_{1}<\ldots<i_{k} \leq n$. Thus, we are able to find numbers $\lambda_{i}$ with $i \in$ $\{1, \ldots, n\} \backslash\left\{i_{1}, \ldots, i_{k}\right\}$ that do not vanish simultaneously and such that

$$
\begin{align*}
\lambda_{1} Y_{1}= & \left(\lambda_{1}-\lambda_{2}\right) Y_{2}+\ldots+\left(\lambda_{i_{1}-2}-\lambda_{i_{1}-1}\right) Y_{i_{1}-1}+\lambda_{i_{1}-1} Y_{i_{1}} \\
& +\left(-\lambda_{i_{1}+1}\right) Y_{i_{1}+1}+\left(\lambda_{i_{1}+1}-\lambda_{i_{1}+2}\right) Y_{i_{1}+2}+\ldots+\left(\lambda_{i_{2}-2}-\lambda_{i_{2}-1}\right) Y_{i_{2}-1}+\lambda_{i_{2}-1} Y_{i_{2}}  \tag{6.4}\\
& +\cdots+\left(-\lambda_{i_{k}+1}\right) Y_{i_{k}+1}+\left(\lambda_{i_{k}+1}-\lambda_{i_{k}+2}\right) Y_{i_{k}+2}+\ldots+\left(\lambda_{n-1}-\lambda_{n}\right) Y_{n}
\end{align*}
$$

holds true (see (6.1) solved for $\lambda_{1} Y_{1}$ ). Without loss of generality, we may assume that $\lambda_{1} \neq 0$ (Otherwise, choose the smallest $i$, such that $\lambda_{i} \neq 0$ and solve for $\lambda_{i} Y_{i}$ ). Divide 6.4 by $\lambda_{1}$. The possible values of the first line coincide with the affine hull of $Y_{2}, \ldots, Y_{i_{1}}$ denoted by aff $\left\{Y_{2}, \ldots, Y_{i_{1}}\right\}$, since the coefficients of the $Y_{i}$ 's satisfy the relation

$$
\frac{\lambda_{1}-\lambda_{2}}{\lambda_{1}}+\ldots+\frac{\lambda_{i_{1}-2}-\lambda_{i_{1}-1}}{\lambda_{1}}+\frac{\lambda_{i_{1}-1}}{\lambda_{1}}=1 .
$$

The dimension of this affine subspace is at most $i_{1}-2$. The possible values of the second line of (6.4), divided by $\lambda_{1}$, define the linear subspace

$$
L_{1}:=\left\{\beta_{i_{1}+1} Y_{i_{1}+1}+\ldots+\beta_{i_{2}} Y_{i_{2}}: \beta_{i_{1}+1}+\ldots+\beta_{i_{2}}=0\right\},
$$

since the coefficients satisfy the relation

$$
\frac{-\lambda_{i_{1}+1}}{\lambda_{1}}+\frac{\lambda_{i_{1}+1}-\lambda_{i_{1}+2}}{\lambda_{1}}+\ldots+\frac{\lambda_{i_{2}-2}-\lambda_{i_{2}-1}}{\lambda_{1}}+\frac{\lambda_{i_{2}-1}}{\lambda_{1}}=0 .
$$

Similarly, the subsequent lines, except the last one, define linear subspaces $L_{2}, \ldots, L_{k-1}$. The dimension of the linear subspaces $L_{1}, \ldots, L_{k-1}$ is at most $i_{2}-i_{1}-1, \ldots, i_{k}-i_{k-1}-1$, respectively. Thus, (6.4) implies that

$$
Y_{1} \in L\left(Y_{2}, \ldots, Y_{n}\right):=\operatorname{aff}\left\{Y_{2}, \ldots, Y_{i_{1}}\right\}+L_{1}+\ldots+L_{k-1}+\operatorname{lin}\left\{Y_{i_{k}+1}, \ldots, Y_{n}\right\}
$$

and the dimension of the affine subspace $L\left(Y_{2}, \ldots, Y_{n}\right)$ is at most

$$
\left(i_{1}-2\right)+\left(i_{2}-i_{1}-1\right)+\ldots+\left(i_{k}-i_{k-1}-1\right)+\left(n-i_{k}\right)=n-k-1<d .
$$

It remains to show that the event $Y_{1} \in L\left(Y_{2}, \ldots, Y_{n}\right)$ has probability 0 . Now, since $\left(Y_{1}, \ldots, Y_{n}\right)$ has a joint $\mu^{n}$-density, the conditional $\mu$-density of $Y_{1}$ conditioned on the event that $\left(Y_{2}, \ldots, Y_{n}\right)=$ $\left(y_{2}, \ldots, y_{n}\right)$ exists and we will denote it by $f\left(y_{1} \mid y_{2}, \ldots, y_{n}\right)$. Following the above reasoning, we see that

$$
\begin{aligned}
& \mathbb{P}\left(Y_{1} \in L\left(Y_{2}, \ldots, Y_{n}\right)\right) \\
&=\int_{\left(\mathbb{R}^{d}\right)^{n-1}} \mathbb{P}\left(Y_{1} \in L\left(y_{2}, \ldots, y_{n}\right) \mid\left(Y_{2}, \ldots, Y_{n}\right)=\left(y_{2}, \ldots, y_{n}\right)\right) \mu^{n-1}\left(\mathrm{~d}\left(y_{2}, \ldots, y_{n}\right)\right) \\
& \quad=\int_{\left(\mathbb{R}^{d}\right)^{n-1}} \int_{L\left(y_{2}, \ldots, y_{n}\right)} f\left(y_{1} \mid y_{2}, \ldots, y_{n}\right) \mu\left(\mathrm{d} y_{1}\right) \mu^{n-1}\left(\mathrm{~d}\left(y_{2}, \ldots, y_{n}\right)\right) \\
& \quad=0,
\end{aligned}
$$

since $\operatorname{dim} L\left(y_{2}, \ldots, y_{n}\right)<d$ and $\mu$ assigns measure to each affine hyperplane.
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