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Abstract. We consider d-dimensional random vectors Y1, . . . , Yn that satisfy a mild general posi-
tion assumption a.s. The hyperplanes

(Yi + Yj)
⊥ (1 ≤ i < j ≤ n), (Yi − Yj)

⊥ (1 ≤ i < j ≤ n), Y ⊥i (1 ≤ i ≤ n)

generate a conical tessellation of the Euclidean d-space, which is closely related to the Weyl cham-
bers of type Bn. We determine the number of cones in this tessellation and show that it is a.s.
constant. For a random cone chosen uniformly at random from this random tessellation, we com-
pute expectations for a general series of geometric functionals. These include the face numbers,
as well as the conical intrinsic volumes and the conical quermassintegrals. Under the additional
assumption of symmetric exchangeability on Y1, . . . , Yn, the same is done for the dual random cones
which have the same distribution as the positive hull of Y1 − Y2, . . . , Yn−1 − Yn, Yn given that this
positive hull is not equal to Rd. All these expectations turn out to be distribution-free.
Similarly, we consider the conical tessellation induced by the hyperplanes

(Yi − Yj)
⊥ (1 ≤ i < j ≤ n).

This tessellation is closely related to the Weyl chambers of type An−1. We compute the number
of cones in this tessellation and the expectations of the same geometric functionals for the random
cones obtained from this random tessellation.
The main ingredient in the proofs is a connection between the number of faces of the tessellation
and the number of faces of the Weyl chambers of the corresponding type that are intersected by a
certain linear subspace in general position.

1. Introduction

Let {H1, . . . ,Hn} be a set of distinct hyperplanes in Rd passing through the origin. These
hyperplanes dissect Rd into finitely many polyhedral cones forming a conical tessellation of Rd.
More precisely, the set Rd \

⋃n
i=1Hi consists of open connected components whose closures define

the polyhedral cones of the tessellation. Under the condition that the hyperplanes satisfy some
minor assumption, which is referred to as general position, Schlfli [14] derived the well-known
formula for the number C(n, d) of cones induced by these hyperplanes:

C(n, d) = 2
d−1∑
i=0

(
n− 1

i

)
. (1.1)

For a simple inductive proof of this formula, see [16, Lemma 8.2.1].
If the hyperplanes H1, . . . ,Hn are chosen at random, for example independently and uniformly

on the space of all linear hyperplanes, we obtain a random conical tessellation. By intersecting the
cones of a conical tessellation with the unit sphere Sd−1 we obtain a tessellation of the unit sphere
by spherical polytopes; see Figure 1 for a sample realization in dimension d = 3. This tessellation
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has been studied by Cover and Efron [4] and Hug and Schneider [5]. For further results on this and
other types of random tessellations of the sphere we refer to [13, 2, 3, 15, 9, 6, 7, 8].

Figure 1. Tessellation of the unit sphere in R3 induced by n = 36 uniform and
independent hyperplanes.

In this paper we want to introduce two new classes of conical tessellations that are related
to reflection groups of types An−1 and Bn. Let us start with tessellations of type Bn. Take some
vectors y1, . . . , yn ∈ Rd, where n ≥ d. By definition, the hyperplane arrangement AB(y1, . . . , yn)
consists of the hyperplanes in Rd given by

(yi + yj)
⊥, 1 ≤ i < j ≤ n,

(yi − yj)⊥, 1 ≤ i < j ≤ n,

y⊥i , 1 ≤ i ≤ n,

where x⊥ = {y ∈ Rd : 〈x, y〉 = 0} denotes the orthogonal complement of a vector x ∈ Rd \ {0}
and 〈· , ·〉 denotes the standard Euclidean scalar product. For these hyperplane to be well-defined,
we assume that yi 6= ±yj and yi 6= 0 for all 1 ≤ i < j ≤ n. Then the Weyl tessellation of type
Bn, denoted by WB(y1, . . . , yn), is defined as the conical tessellation generated by the hyperplanes
from AB(y1, . . . , yn). Now, the natural question arises if we can evaluate the number of cones in
the Weyl tessellation of type Bn, which we denote by

DB(n, d) := #WB(y1, . . . , yn).

Note that DB(n, d) initially depends on the choice of vectors y1, . . . , yn. We will not indicate this
fact in the notation, since it turns out that DB(n, d) is constant, under certain mild conditions on
y1, . . . , yn which we will state in Theorem 1.1.

Denote the group of permutations of the set {1, . . . , n} by Sn. Our first result in analogy to
(1.1) is as follows.

Theorem 1.1. Let y1, . . . , yn ∈ Rd, where n ≥ d, satisfy the following assumption:

(B1) For every ε = (ε1, . . . , εn) ∈ {±1}n and every permutation σ ∈ Sn let any d or fewer of
the vectors ε1yσ(1)−ε2yσ(2), ε2yσ(2)−ε3yσ(3), . . . , εn−1yσ(n−1)−εnyσ(n), εnyσ(n) be linearly
independent.

Then the number of cones in the Weyl tessellation WB(y1, . . . , yn) is given by

DB(n, d) = 2
(
B(n, n− d+ 1) +B(n, n− d+ 3) + . . .

)
,
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Figure 2. Left: Weyl tessellation of type Bn of the unit sphere in R3 with n = 6.
Right: Weyl tessellation of type An−1 of the unit sphere in R3 with n = 9. Both
tessellations are generated by 36 hyperplanes. The vectors Y1, . . . , Yn (red points)
were sampled independently and uniformly on the unit sphere.

where B(n, k) are the coefficients of the polynomial

(t+ 1)(t+ 3) · . . . · (t+ 2n− 1) =
n∑
k=0

B(n, k)tk (1.2)

and, by convention, B(n, k) = 0 for k /∈ {0, . . . n}.

The assumption on y1, . . . , yn in Theorem 1.1 may seem very specific and unnatural, but in the
course of this paper we will show that, in certain random settings, it is satisfied with probability
1; see Lemma 5.2. Moreover, in Theorem 3.2 we will state an equivalent assumption, called (B2),
which allows to view (B1) from the larger perspective of general position.

We may also define a conical tessellation of type An−1. Take some pairwise distinct vectors
y1, . . . , yn ∈ Rd, where n ≥ d+1. By definition, the hyperplane arrangement AA(y1, . . . , yn) consists
of the hyperplanes given by

(yi − yj)⊥, 1 ≤ i < j ≤ n.

Then the Weyl tessellation of type An−1, denoted by WA(y1, . . . , yn), is defined as the conical
tessellation generated by the hyperplane arrangement AA(y1, . . . , yn). We denote the number of
cones in the Weyl tessellation of type An−1 by

DA(n, d) = #WA(y1, . . . , yn).

The next result is an analogue of Theorem 1.1.

Theorem 1.2. Let y1, . . . , yn ∈ Rd, where n ≥ d+ 1, satisfy the following assumption:

(A1) For every permutation σ ∈ Sn let any d or fewer of the vectors yσ(1)−yσ(2), . . . , yσ(n−1)−
yσ(n) be linearly independent.

Then the number of cones in the Weyl tessellation WA(y1, . . . , yn) of type An−1 is given by

DA(n, d) = 2

([
n

n− d+ 1

]
+

[
n

n− d+ 3

]
+ . . .

)
,
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where
[
n
k

]
are the Stirling numbers of first kind defined by the formula

t(t+ 1) · . . . · (t+ n− 1) =

n∑
k=1

[
n

k

]
tk (1.3)

and, by convention,
[
n
k

]
= 0 for k /∈ {1, . . . n}.

As a byproduct of the proofs of these and some more general theorems, we shall also compute
the total number of j-dimensional faces in the tessellationsWB(y1, . . . , yn) andWA(y1, . . . , yn); see
Theorems 3.10 and 4.7.

The Schlfli formula (1.1) has several probabilistic consequences [20, 4, 5]. For example, Hug
and Schneider [5] (who continued the work of Cover and Efron [4]) defined the random Schlfli
cone Sn as the random cone obtained by picking uniformly at random one of the cones induced by
random, independent linear hyperplanes H1, . . . ,Hn having a distribution satisfying some minor
condition (for example, the uniform distribution on the set of all hyperplanes). These authors
evaluated the expectations of a few geometric functionals like the expected number of j-faces of
Sn, which is given by

E fj(Sn) =
2d−j

(
n
d−j
)
C(n− d+ j, j)

C(n, d)
, (1.4)

for j = 1, . . . , d. Hug and Schneider [5] generalized these results by introducing a series of general
geometric functionals Yk,j , called the size functionals. In order to define them, we need to introduce
the conical quermassintegrals. For a cone C, which is not a linear subspace, the j-th conical
quermassintegral Uj(C) is defined as 1/2 times the probability that that the intersection of C with
a uniform random (d− j)-dimensional linear hyperplane is different from {0}. Then the functional
Yk,j(C) is defined as the sum of Uj(F ) over all k-faces F of C. In [5, Theorem 4.1], Hug and
Schneider derived a formula for the expected size functionals of Sn, namely

EYd−k+j, d−k(Sn) =
2k−j

(
n
k−j
)
C(n− k + j, j)

2C(n, d)
(1.5)

for 1 ≤ j ≤ k ≤ d and n > k − j. The quantities Yk,j are significant, since they comprise
a lot of important geometric functionals, such as the number of k-faces of C and the conical
quermassintegrals Uj(C) mentioned above, as special cases. Furthermore, the j-th conical intrinsic
volume υj(C), which is essentially defined as the probability that the projection of a standard

Gaussian vector in Rd onto C lies in the relative interior of a j-face of C, can be expressed through
the quermassintegrals.

Again, the natural question arises whether similar calculations are possible for a random cone
chosen from the Weyl tessellations. At first, we consider the type Bn. Let Y1, . . . , Yn be (possibly
dependent) random vectors in Rd with n ≥ d satisfying assumption (B1) a.s. For example, (B1)
is satisfied a.s. if (Y1, . . . , Yn) has a joint density function on (Rd)n with respect to µn, where µ is
a Lebesgue measure or, more generally, any σ-finite measure on Rd that assigns measure zero to
each affine hyperplane; see Lemma 5.2. Then the random Weyl cone DBn of type Bn is defined as
follows: Among the cones of the random Weyl tessellationWB(Y1, . . . , Yn) choose one uniformly at
random. For a realization of the random tessellationWB(Y1, . . . , Yn), see the left panel of Figure 2.
One of our main results is the following formula for the expected size functionals of DBn .
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Theorem 1.3. Let DBn be a random Weyl cone of type Bn in Rd defined as above. Then

EYd−k+j, d−k(DBn ) =
2k−j

(
n
k−j
)
DB(n− k + j, j)

2DB(n, d)

n!

(n− k + j)!

holds for all 1 ≤ j ≤ k ≤ d.

For type An−1, we can make similar calculations. Let Y1, . . . , Yn be random vectors in Rd,
where n ≥ d+ 1, which satisfy assumption (A1) a.s. Then the random Weyl cone DAn of type An−1

can be constructed as follows: Among the cones of the random Weyl tessellation WA(Y1, . . . , Yn)
choose one uniformly at random. For a realization of the random tessellation WA(Y1, . . . , Yn), see
the right panel of Figure 2. We can now state an analogue of Theorem 1.3.

Theorem 1.4. Let DAn be a random Weyl cone of type An−1. Then

EYd−k+j, d−k(DAn ) =

(
n−1
k−j
)
DA(n− k + j, j)

2DA(n, d)

n!

(n− k + j)!

holds for all 1 ≤ j ≤ k ≤ d.

The similarities to the analogous result (1.5) for Schlfli cones are obvious. From Theorems 1.3
and 1.4 we will derive the values of several interesting expected geometrical functionals as special
cases. In the following corollaries we assume that n ≥ d and (B1) holds a.s. (in the Bn case) or
that n ≥ d+ 1 and (A1) holds a.s. (in the An−1 case).

Corollary 1.5. For j = 1, . . . , d the expected numbers of j-faces of the random Weyl cones DBn
and DAn are given by

E fj(DBn ) =
2d−j

(
n
d−j
)
DB(n− d+ j, j)

DB(n, d)

n!

(n− d+ j)!
,

E fj(DAn ) =

(
n−1
d−j
)
DA(n− d+ j, j)

DA(n, d)

n!

(n− d+ j)!
.

Corollary 1.6. For j = 0, . . . , d − 1 the expected conical quermassintegrals of the random Weyl
cones DBn and DAn are given by

EUj(DBn ) =
DB(n, d− j)

2DB(n, d)
, EUj(DAn ) =

DA(n, d− j)
2DA(n, d)

.

Corollary 1.7. For j = 1, . . . , d the expected conical intrinsic volumes of the random Weyl cones
DBn and DAn are given by

E υj(DBn ) =
B(n, n− d+ j)

DB(n, d)
, E υj(DAn ) =

[
n

n− d+ j

]
1

DA(n, d)
.

The papers [11] and [10] studied convex hulls of the d-dimensional random walks (and bridges)
of the form Y1, Y1 + Y2, . . . , Y1 + . . . + Yn, where Y1, . . . , Yn are random vectors satisfying certain
exchangeability conditions; see also [19]. The main results of these works are formulas for the
probability that such convex hull contains the origin, as well as for the expected number of j-
faces of the convex hull. These formulas (which are distribution-free) also involve the numbers
DB(n, d) and DA(n, d). In the following, we shall describe the dual cones of DBn , respectively DAn .
Under natural exchangeability assumptions on Y1, . . . , Yn, these turn out to be the positive hulls of
Y1 − Y2, . . . , Yn−1 − Yn, Yn, respectively Y1 − Y2, . . . , Yn−1 − Yn; see Section 5.1. For these positive
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hulls, we are able to compute the expected values of the size functionals Yk,j , thus showing that
the differences of exchangeable random variables also exhibit a distribution-free behavior.

Let us finally mention that it is possible to extend the results of the present paper to Weyl
tessellations corresponding to the reflection groups of the product type Bn1 × . . .×Bnr ×Ak1−1 ×
. . .×Akl−1. These arrangements of product type are just unions of the arrangements corresponding
to the individual factors. In particular, Weyl tessellations of type Bn

1 coincide with the tessellations
studied by Cover and Efron [4] and Hug and Schneider [5]. Thus, their results become special cases
of this more general setting. We refrain from stating the results in the product type setting since
they require introducing heavy notation.

The rest of the paper is mostly devoted to the proofs.

2. Preliminaries

In this section we collect some notation and facts on polyhedral cones and integral geometry.
Let σd, d ∈ N, be the (d−1)-dimensional spherical Lebesgue measure on the unit sphere Sd−1. The
spherical content of Sd−1 is given by

ωd := σd−1(Sd−1) =
2πd/2

Γ(d/2)
.

2.1. Polyhedral cones. A polyhedral cone (or, for simplicity, just a cone) C ⊆ Rd is a finite
intersection of closed half-spaces whose boundaries pass through the origin. We denote the set of
polyhedral cones in Rd by PCd. A supporting hyperplane for a cone C is a linear hyperplane H,
such that C lies entirely in one of the closed half-spaces H+ and H− induced by H. If not explicitly
stated otherwise, all hyperplanes are assumed to be linear.

A face of C is a set of the form F = C ∩ H, for a supporting hyperplane H, or the cone
C itself. We denote by F(C) the set of all faces of C and by Fk(C) the set of all k-dimensional
faces of C. Note that the dimension of a cone C is defined as the dimension of its linear hull,
i.e. dimC = dim lin(C). Let fk(C) = #Fk(C) be the number of k-faces of C. Equivalently,
the faces of C are obtained by replacing some of the half-spaces, whose intersection defines the
polyhedral cone, by their boundaries and taking the intersection.

Furthermore, let linsp(C) = C ∩ (−C) denote the lineality space of C, which is the linear
subspace contained in C and having the maximal possible dimension. Additionally, linsp(C) is
contained in every face of C. A cone C is pointed if it does not contain a non-trivial linear
subspace, i.e. if {0} is a 0-dimensional face, or equivalently, if linsp(C) = {0}.

2.2. Duality. We will introduce the dual of a cone and state some useful results referring to [1,
Section 2.1] for the proofs.

The dual cone of a cone C ⊆ Rd is defined as

C◦ = {x ∈ Rd : 〈x, y〉 ≤ 0 ∀y ∈ C}.

If C = L is a linear subspace, then C◦ = L⊥ is its orthogonal complement. There is a one-to-one
correspondence between the k-faces Fk(C) and the (d− k)-faces Fd−k(C). The following theorem
is a conical version of the Hahn-Banach theorem.

Theorem 2.1 (Seperating hyperplane for cones). Let C,D be cones in Rd. Then relint(C) ∩
relint(D) = ∅ if and only if there exists a linear hyperplane H, not containing C ∪ D, such that
C ⊆ H+ and D ⊆ H−.
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Note that relintX denotes the interior of a set X relative to its linear hull and is called the
relative interior of X. The theorem implies that C◦◦ := (C◦)◦ = C, which was shown in Proposition
2.3 of [1]. The dual cone of the intersection of two cones C and D is given by

(C ∩D)◦ = C◦ +D◦, (2.1)

where C + D := {x + y : x ∈ C, y ∈ D} denotes the Minkowski sum. The following result is a
variation of Farkas’ Lemma for cones.

Lemma 2.2. Let C,D be cones in Rd. Then

relint(C) ∩D = ∅ ⇔ C◦ ∩ −D◦ 6= {0}.
In particular, if D = L is a linear subspace, then

relint(C) ∩ L = ∅ ⇔ C◦ ∩ L⊥ 6= {0}.

We are able to derive a related result, which will be of use in Section 3.5.

Lemma 2.3. Let C be a cone and L be a subspace in Rd. Then

C ∩ L * linsp(C)⇔ relint(C◦) ∩ L⊥ = ∅.

Proof. Suppose relint(C◦) ∩ L⊥ 6= ∅. Then, by Farkas’ Lemma 2.2, C ∩ L = {0}, which implies
C ∩ L ⊆ linsp(C).

To prove the other direction, assume relint(C◦) ∩ L⊥ = ∅. Note that (linsp(C))◦ = lin(C◦),
since linsp(C) is the subspace contained in C of maximal dimension, and thus, (linsp(C))◦ is the
subspace of smallest dimension containing C◦. Then, we also have

relint(C◦) ∩ (L⊥ ∩ lin(C◦)) = ∅.
Applying Theorem 2.1 in the ambient linear subspace lin(C◦), we can find a separating hyperplane
H in lin(C◦), such that C◦ ⊆ H− and L⊥ ∩ lin(C◦) ⊆ H+, where H−, H+ denote the closed half-
spaces in lin(C◦) defined by H. This implies that L⊥ ∩ lin(C◦) ⊆ H ⊆ H−, since L⊥ ∩ lin(C◦) is a
linear subspace. It follows that

C◦ + (L⊥ ∩ lin(C◦)) ⊆ H−,

which implies C◦ + (L⊥ ∩ lin(C◦)) + lin(C◦), and thus, C◦ + L⊥ + lin(C◦). This is equivalent to
C ∩ L * (lin(C◦))◦ = linsp(C), due to (2.1). �

2.3. Geometric functionals of convex cones. We will introduce the geometric functionals for
convex cones which we want to evaluate in Section 5. For general information regarding spherical
integral geometry we refer to [16, Section 6.5]. At first, we will define the conical quermassintegrals
and state some important properties. They are taken from [5, Section 2]. For k ∈ {0, . . . , d}
denote by G(d, k) the Grassmannian of k-dimensional linear subspaces in Rd, and let νk be its
normalized Haar measure, meaning the unique rotation invariant Borel probability measure on
G(d, k). Rotation invariance will always refer to the invariance with respect to the action of the
special orthogonal group SOd, which is the group of linear mappings ϑ : Rd → Rd that preserve
scalar product and orientation.

Definition 2.4. For a cone C ⊆ Rd that is not a linear subspace the conical quermassintegrals are
defined by

Uj(C) =
1

2

∫
G(d,d−j)

1{C∩L6={0}} νd−j(dL), j = 0, . . . , d. (2.2)



8 THOMAS GODLAND AND ZAKHAR KABLUCHKO

Hence, 2Uj(C) is the probability that a subspace, which is uniformly distributed on G(d, k),

intersects with C in a non-trivial way. By definition, if Lk ⊆ Rd is a k-dimensional linear subspace,
then

Uj(Lk) =

{
1 if k − j > 0 and odd,

0 if k − j ≤ 0 or even.

Note that the conical quermassintegrals may be defined in a unified way via the Euler characteristic,
see [5, (1)]. For a d-dimensional cone C ⊂ Rd, we have

Ud−1(C) =
σd−1(C ∩ Sd−1)

ωd
.

If the cone C is not a linear subspace, then we have the duality relation

Uj(C) + Ud−j(C
◦) =

1

2
, j = 0, . . . , d. (2.3)

Now, we define the conical intrinsic volumes. The definition and further properties are taken
from [1, Section 2.2] and [5, Section 2].

Definition 2.5. Let C be a polyhedral cone, and g be a d-dimensional standard Gaussian random
vector. Then

υk(C) :=
∑

F∈Fk(C)

υF (C)

defines the k-th conical intrinsic volume (or, for simplicity, just intrinsic volume) of C, where for
a face F ∈ F(C), we put

υF (C) := P(ΠC(g) ∈ relint(F )).

Here, ΠC denotes the orthogonal projection on C, that is ΠC(x) is the vector in C minimizing the
Euclidean distance to x ∈ Rd.

Again, for a d-dimensional cone C ⊂ Rd we have

υd(C) =
σd−1(C ∩ Sd−1)

ωd
.

In this case, υd(C) is also called the solid angle of C, denoted by α(C).
The conical intrinsic volumes and quermassintegrals are essentially different functionals, yet

there is a linear relation, which follows from a spherical integral-geometry formula of Crofton type
(see [16, (6.63)]):

Uj(C) =

b d−1−j
2
c∑

k=0

υj+2k+1(C),

for a cone C and j = 0, . . . , d− 1. This implies the relations
υj = Uj−1 − Uj+1 for j = 1, . . . d− 2,

υd−1 = Ud−2,

υd = Ud−1.

(2.4)

Using (2.4) and the duality relation (2.3) for the quermassintegrals, we have

υj(C) = υd−j(C
◦), j = 0, . . . , d. (2.5)
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Following Hug and Schneider [5], we will use the conical quermassintegrals to define a more
general series of functionals which comprises some interesting geometric functionals as special cases.

Definition 2.6. For a cone C, k = 1, . . . , d and j = 0, . . . , k− 1 define the size functionals Yk, j by

Yk, j(C) :=
∑

F∈Fk(C)

Uj(F ).

If we set k = dimC, we get the conical quermassintegrals

YdimC,j =
∑

F∈FdimC(C)

Uj(F ) = Uj(C), j < dimC.

Thus, using the relation (2.4), we obtain the conical intrinsic volumes as a suitable linear transfor-
mation of the size functionals. On the other hand, for j = 0 and k = 1, . . . , d, the size functional
yields the number of k-faces for a cone C whose k-faces are not linear subspaces, since

Yk,0(C) =
∑

F∈Fk(C)

U0(F ) =
1

2

∑
F∈Fk(C)

1{F 6={0}} =
1

2
fk(C). (2.6)

2.4. Results on general position. Before proceeding to the Weyl tessellations, we need to in-
troduce the definitions of general position in various contexts and state some results that will be
used throughout this paper. For a vector x ∈ Rd \ {0}, let

x⊥ = {y ∈ Rd : 〈y, x〉 = 0}, x− = {y ∈ Rd : 〈y, x〉 ≤ 0}.

We will make use of the duality relation

(pos{x1, . . . , xn})◦ =
n⋂
i=1

x−i , (2.7)

for all x1, . . . , xn ∈ Rd, where posX denotes the positive hull of a set X.

Definition 2.7. A set of vectors x1, . . . , xn ∈ Rd is said to be in general position if for any k ≤ d
and 1 ≤ i1 < . . . < ik ≤ n the set of vectors xi1 , . . . , xik is linearly independent. A set of hyperplanes
H1, . . . ,Hn ∈ G(d, d− 1) is said to be in general position if

dim(Hi1 ∩ . . . ∩Hik) = d− k

for any k ≤ d and 1 ≤ i1 < . . . < ik ≤ n.

It is easy to see that x1, . . . , xn are in general position if and only if the hyperplanes x⊥1 , . . . , x
⊥
n

are in general position. If this is the case, then

pos{x1, . . . , xn} 6= Rd ⇔
n⋂
i=1

x−i 6= {0} ⇔ dim

n⋂
i=1

x−i = d. (2.8)

We refer to [5, (14)] for the proof of the equivalences.
A hyperplane arrangement A in Rd is a finite set of distinct linear hyperplanes. The rank of

the arrangement A is defined as

rank(A) = d− dim
( ⋂
H∈A

H
)
,

where rank(∅) := 0.
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We already saw in the introduction that a hyperplane arrangement A induces a set of cones.
Denote by R(A) the set of open connected components (”regions” or ”chambers”) of the comple-
ment Rd \

⋃
H∈AH of the hyperplanes. Then, R(A) := {R̄ : R ∈ R(A)} is the conical tessellation

or the conical mosaic induced by A, where R̄ denotes the closure of R. The set of faces F(R(A))
of R(A) is defined as the union of the sets of faces of the polyhedral cones C ∈ R(A).

Thus, the conical mosaic R(A) for a hyperplane arrangement A consists precisely of the cones
of the form ⋂

H∈A
εHH

−, εH = ±1,

which have non-empty interior. Here, H− denotes one of the closed half-spaces induced by H.
For a lot of results, e.g. results on the faces of a conical tessellation, we need the concept of

general position of a linear subspace with respect to a hyperplane arrangement.

Definition 2.8. Let L ∈ G(d, k) be a linear subspace of dimension k ∈ {0, . . . , d − 1}. Then L is
said to be in general position with respect to A if for all finite subsets B ⊆ A

dim

( ⋂
H∈B

(H ∩ L)

)
= max{0, k − rank(B)}. (2.9)

If L ∈ G(d, k) is in general with respect to A = {H1, . . . ,Hn}, then it is easy to see that the
induced hyperplane arrangement A|L := {H ∩ L : H ∈ A} also consists of distinct hyperplanes in
L and thus induces a conical mosaic in L. And more importantly, the general position assumption
provides that the subspaces H∩L are hyperplanes in L, i.e. they have dimension k−1. If y1, . . . , yn
are the normal vectors to the hyperplanes H1, . . . ,Hn, respectively, then their orthogonal projec-
tions on L, denoted by ΠL(y1), . . . ,ΠL(yn), are the normal vectors of H1 ∩L, . . . ,Hn ∩L inside L,
respectively, since

〈v, yi〉 = 〈v, yi −ΠL(yi)〉+ 〈v,ΠL(yi)〉 = 〈v,ΠL(yi)〉
holds for all v ∈ L.

Remark 2.9. It is important to note the following result, which follows from the definition above.
If a hyperplane arrangement A consists of hyperplanes H1 = y⊥1 , . . . ,Hn = y⊥n in general position,
then the fact that a linear subspace L is in general position to A implies that the induced hyper-
planes H1 ∩ L, . . . ,Hn ∩ L are in general position in L, and thus, their respective normal vectors
ΠL(y1), . . . ,ΠL(yn) are also in general position in L.

Lemma 2.10. For a linear subspace L ⊆ Rd in general position with respect to a hyperplane
arrangement A, the closed chambers generated by the induced arrangement A|L are obtained by
intersecting the closed chambers of R(A) by L. Thus, we have

{C ∩ L : C ∈R(A), C ∩ L 6= {0}} =R(A|L).

Proof. Let A = {H1, . . . ,Hn}. Denote by y1, . . . , yn the normal vectors to hyperplanes H1, . . . ,Hn,
respectively. Then for all ε1, . . . , εn ∈ {±1}n

n⋂
i=1

εiy
−
i ∩ L =

n⋂
i=1

εiΠL(yi)
−,

where ΠL(yi)
− = {v ∈ L : 〈v,ΠL(yi)〉 ≤ 0}. Thus, if C ∈ R(A) satisfies C ∩ L 6= {0}, there are

ε1, . . . , εn ∈ {±1}n, such that C =
⋂n
i=1 ε1y

−
i . This means that {0} 6= C ∩ L =

⋂n
i=1 εiΠL(yi)

− ∈
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R(A|L). If otherwise D ∈ R(A|L), then D =
⋂n
i=1 εiΠL(yi)

− for some ε1, . . . , εn ∈ {±1}n. It follows
that {0} 6= D =

⋂n
i=1 εiy

−
i ∩ L, where

⋂n
i=1 εiy

−
i is obviously different from {0} and therefore a

cone in R(A). �

Lemma 2.11. Let A be a hyperplane arrangement in Rd and let L be a linear subspace in Rd. If
L is in general position with respect to A, then for all R ∈ R(A)

R̄ ∩ L 6= {0} ⇔ R ∩ L 6= ∅,
or equivalently

C ∩ L 6= {0} ⇔ relint(C) ∩ L 6= ∅

holds true for all C ∈R(A).

For the proof of this lemma, we refer to [12, Section 6.3]. A similar result can be proven for
the faces in a conical tessellation.

Lemma 2.12. Let A be a hyperplane arrangement in Rd and let L be a linear subspace in Rd. If
L is in general position with respect to A, then for all faces F ∈ F(R(A))

F ∩ L 6= {0} ⇔ relint(F ) ∩ L 6= ∅.

Proof. Let A = {H1, . . . ,Hn}. We define G(i) := Hi1 ∩ . . . ∩Hik for all k ≤ d and 1 ≤ i1 < . . . <
ik ≤ n. Then, the linear subspace L ∩ G(i) is in general position with respect to the hyperplane
arrangement {Hj ∩G(i) : j /∈ {i1, . . . , ik}} in G(i). This is a direct consequence of the definition of
general position in (2.9). Since every face F ∈ F(R(A)) is contained in such a subspace G(i) for a
suitable collection of indices and and is furthermore a cone of the induced tessellation R(A|G(i)),
Lemma 2.11 applied to the linear subspace G(i) yields

F ∩ L 6= {0} ⇔ F ∩ (L ∩G(i)) 6= {0} ⇔ relint(F ) ∩ (L ∩G(i)) 6= ∅ ⇔ relint(F ) ∩ L 6= ∅,
which completes the proof. �

Similarly, we can define the notion of general position for two arbitrary linear subspaces.

Definition 2.13. Linear subspaces L,L′ of Rd are in general position if

dim(L ∩ L′) = max{0,dimL+ dimL′ − d}.
This definition implies that a linear subspace L is in general position to a hyperplane arrange-

ment A if and only if L is in general position to each subspace K that can be represented as an
intersection of the hyperplanes from A.

Lemma 2.14. Let k ∈ {0, . . . , d} and let M ⊆ Rd be a linear subspace. Define B as the set of all
L ∈ G(d, k), for which L and M are not in general position. Then νk(B) = 0.

Proof. The result follows from [16, Lemma 13.2.1], since νk = ν◦β−1
k is defined as the image measure

of ν under the mapping βk : SOd → G(d, k), ϑ 7→ ϑLk for a fixed linear subspace Lk ∈ G(d, k).
Note that ν denotes the unique rotation invariant probability measure on the rotation group SOd.
Thus

νk(B) = ν
(
{ϑ ∈ SOd : M is not in general position to ϑLk) = 0.

�

Remark 2.15. Let L be a random k-dimensional subspace with distribution νk and let A be a
hyperplane arrangement. Then L is a.s. in general position with respect to A. This is a direct
consequence of Lemma 2.14 and (2.9).
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3. Conical tessellations and Weyl chambers of type Bn

In this section, we introduce the Weyl chambers in Rn of type Bn and a conical tessellation
of Rd, which is closely related to it. Our main result is a formula on the expected k-face number
of a cone chosen uniformly at random from this tessellation. We will state it in Theorem 3.3 and
Corollary 3.5. In the present section, we always assume n ≥ d.

3.1. The reflection arrangement and Weyl chambers of type Bn. At first, we consider
Weyl chambers of type Bn and introduce the necessary notation, taken from [12, Section 2.1]. We
call G(Bn) the reflection group of type Bn which acts on Rn by permuting the coordinates in an
arbitrary way and by multiplying any number of coordinates by −1. This means that the 2nn!
elements of G(Bn) are the linear mappings

gε,σ : Rn → Rn, (β1, . . . , βn) 7→ (ε1βσ(1), . . . , εnβσ(n)),

where σ ∈ Sn is a permutation of the set {1, . . . , n} and ε = (ε1, . . . , εn) ∈ {±1}n.
The closed Weyl chambers of type Bn are the cones of the conical tessellation induced by the

hyperplane arrangement A(Bn), which consists of the hyperplanes given by

{β ∈ Rn : βi = βj} (1 ≤ i < j ≤ n),

{β ∈ Rn : βi = −βj} (1 ≤ i < j ≤ n), (3.1)

{β ∈ Rn : βi = 0} (1 ≤ i ≤ n).

It is called the reflection arrangement of type Bn. The name is due to the fact that reflections with
respect to the hyperplanes of this arrangement generate the group G(Bn). Thus, it is easy to see
that the closed Weyl chambers of type Bn are given by

CBε,σ := {(β1, . . . , βn) ∈ Rn : ε1βσ(1) ≤ . . . ≤ εnβσ(n) ≤ 0}, σ ∈ Sn, ε ∈ {±1}n.
The superscript B indicates the type of the Weyl chamber. Equivalently, the Weyl chambers of
type Bn are defined as the reflections g C(Bn), g ∈ G(Bn), of the fundamental Weyl chamber of type
Bn given by

C(Bn) = {(β1, . . . , βn) ∈ Rn : 0 ≤ β1 ≤ . . . ≤ βn}.

The k-dimensional faces of the Weyl chamber CBε,σ are determined by the collection of indices
1 ≤ l1 < . . . < lk ≤ n and have the form

CBε,σ(l1, . . . , lk) := {β ∈ Rn : ε1βσ(1) = . . . = εl1βσ(l1) ≤ εl1+1βσ(l1+1) = . . . = εl2βσ(l2)

≤ . . . ≤ εlk−1+1βσ(lk−1+1) = . . . = εlkβσ(lk) (3.2)

≤ βσ(lk+1) = . . . = βσ(n) = 0}.

In the case ik = n, no βi’s are required to be 0. Thus, #Fk(CBε,σ) =
(
n
k

)
.

3.2. Weyl tessellation of type Bn. As mentioned in the introduction, we can define a conical
tessellation, which is closely related to the Weyl chambers of type Bn.

Definition 3.1. (Weyl tessellation of type Bn) Let y1, . . . , yn ∈ Rd and let the hyperplane arrange-
ment AB(y1, . . . , yn) consists of the hyperplanes given by

(yi + yj)
⊥, 1 ≤ i < j ≤ n,

(yi − yj)⊥, 1 ≤ i < j ≤ n, (3.3)

y⊥i , 1 ≤ i ≤ n.
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Then the Weyl tessellation of type Bn or Weyl mosaic of type Bn is defined as the conical tessellation
induced by AB(y1, . . . , yn) and is denoted by WB(y1, . . . , yn). We denote the number of cones in
WB(y1, . . . , yn) by

DB(n, d) := #WB(y1, . . . , yn).

The set of k-faces of WB(y1, . . . , yn) is denoted by

FBk (y1, . . . , yn) =
⋃

C∈WB(y1,...,yn)

Fk(C), FBd (y1, . . . , yn) =WB(y1, . . . , yn).

As mentioned in the introduction, we did not bother to indicate that DB(n, d) depends on
the choice of y1, . . . , yn, because we will show in Corollary 3.4 that it is constant under certain
conditions on y1, . . . , yn. It is easy to see that the cones in WB(y1, . . . , yn) are the cones different
from {0} of the form

DB
ε, σ := {v ∈ Rd : 〈v, ε1yσ(1)〉 ≤ · · · ≤ 〈v, εnyσ(n)〉 ≤ 0}, ε = (ε1, . . . , εn) ∈ {±1}n, σ ∈ Sn.

We will refer to these cones as Weyl cones of type Bn or just Weyl cones when the type we are
referring to is obvious from the context.

The initial problem we encounter is that the hyperplanes of AB(y1, . . . , yn) are not in general
position even if y1, . . . , yn are in general position. Thus, without further conditions on y1, . . . , yn, we
cannot say with certainty thatAB(y1, . . . , yn) is even a hyperplane arrangement, i.e. the hyperplanes
are distinct. Yet, we may formulate two equivalent conditions, under which we are able derive
general results on the faces and the number of cones in the Weyl tessellation of type Bn.

Theorem 3.2. For arbitrary y1, . . . , yn ∈ Rd the following conditions (B1) and (B2) are equivalent:

(B1) For every ε = (ε1, . . . , εn) ∈ {±1}n and σ ∈ Sn the vectors ε1yσ(1) − ε2yσ(2), ε2yσ(2) −
ε3yσ(3), . . . , εn−1yσ(n−1) − εnyσ(n), εnyσ(n) are in general position.

(B2) The linear subspace L⊥ has dimension d and is in general position with respect to the
hyperplane arrangement A(Bn), where L := {β ∈ Rn : β1y1 + · · ·+ βnyn = 0}.

We will often refer to these conditions as the general position assumptions (B1) and (B2). It
is not obvious that the conditions (B1) and (B2) are equivalent and the proof will be postponed
to Section 6. In some cases it is more natural to use condition (B1) and sometimes it will be more
convenient to use (B2).

Now, we state the main result of this section.

Theorem 3.3. Let y1, . . . , yn ∈ Rd satisfy one of the equivalent general position assumptions (B1)
or (B2). For 1 ≤ k ≤ d, we have∑

F∈FBk (y1,...,yn)

∑
C∈FBd (y1,...,yn)

1{F⊆C}

= 2d−k+1

(
n

d− k

)
n!

(n− d+ k)!
(B(n− d+ k, n− d+ 1) +B(n− d+ k, n− d+ 3) + . . . ).

Recall that the B(n, k)’s are the coefficients of the polynomial

(t+ 1)(t+ 3) · . . . · (t+ 2n− 1) =

n∑
k=0

B(n, k)tk (3.4)

and, by convention, B(n, k) = 0 for k /∈ {0, . . . n}.
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We will postpone the proof of Theorem 3.3 to Section 3.5 because we need to establish some
results on the faces of the Weyl tessellation first. As a special case of this theorem, we are able to
derive the number of cones in the Weyl tessellation WB(y1, . . . , yn) of type Bn under one of the
equivalent conditions (B1) or (B2). We introduced this result as Theorem 1.1 in the introduction
and will now restate it here as a corollary of Theorem 3.3. Note that the condition on y1, . . . , yn
stated in Theorem 1.1 coincides with the general position assumptions (B1).

Corollary 3.4. Let y1, . . . , yn ∈ Rd satisfy one of the equivalent general position assumptions (B1)
or (B2). Then the number of cones in the Weyl mosaic WB(y1, . . . , yn) of type Bn is given by

DB(n, d) = 2
(
B(n, n− d+ 1) +B(n, n− d+ 3) + . . .

)
.

Proof. This follows from Theorem 3.3 in the special case k = d. �

Note that under the assumptions of Theorem 3.3, we may also write∑
F∈FBk (y1,...,yn)

∑
C∈FBd (y1,...,yn)

1{F⊆C} = 2d−k
(

n

d− k

)
n!

(n− d+ k)!
DB(n− d+ k, k).

It is evident that Theorem 3.3 also carries the following probabilistic meaning.

Corollary 3.5. Let y1, . . . , yn ∈ Rd satisfy one of the equivalent general position assumptions (B1)
or (B2). Let QB be sampled randomly and uniformly among the DB(n, d) cones of WB(y1, . . . , yn).
Then the expected number of k-dimensional faces of QB is given by

E fk(QB) =
1

DB(n, d)

∑
C∈FBd (y1,...,yn)

∑
F∈FBk (y1,...,yn)

1{F⊆C}

= 2d−k
(

n

d− k

)
n!

(n− d+ k)!

DB(n− d+ k, k)

DB(n, d)
.

3.3. Characterizing the faces of the Weyl tessellation of type Bn. Before we are able to
prove Theorem 3.3, it is necessary to consider the faces of the Weyl tessellation more closely. At first,
we introduce helpful notation. For y1, . . . , yn ∈ Rd, a collection of indices 1 ≤ l1 < . . . < ln−d+k ≤ n,
a vector of signs ε ∈ {±1}n and a permutation σ ∈ Sn, we define

FBε, σ(l1, . . . , ln−d+k) := {v ∈ Rd : ε1fσ(1) = . . . = εl1fσ(l1) ≤ εl1+1fσ(l1+1) = . . . = εl2fσ(l2)

≤ . . . ≤ εln−d+k−1+1fσ(ln−d+k−1+1) = . . . = εln−d+kfσ(ln−d+k) (3.5)

≤ fσ(ln−d+k+1) = . . . = fσ(n) = 0},

where the functionals fi are defined by fi = fi(v) := 〈v, yi〉, i = 1, . . . , n. If ln−d+k = n, no fi’s are
required to be 0. These cones will represent the k-faces of the Weyl tessellation, according to the
following proposition.

Proposition 3.6. Let 1 ≤ k ≤ d and let y1, . . . , yn ∈ Rd satisfy the general position assumption
(B1). Then it holds:

(i) For every F ∈ FBk (y1, . . . , yn) there exist a collection of indices 1 ≤ l1 < . . . < ln−d+k ≤ n,

a vector of signs ε ∈ {±1}n and a permutation σ ∈ Sn, such that F = FBε, σ(l1, . . . , ln−d+k).

(ii) Let 1 ≤ l1 < . . . < ln−d+k ≤ n and ε ∈ {±1}n, σ ∈ Sn. If FBε, σ(l1, . . . , ln−d+k) 6= {0}, then

FBε, σ(l1, . . . , ln−d+k) ∈ FBk (y1, . . . , yn).



CONICAL TESSELLATIONS ASSOCIATED WITH WEYL CHAMBERS 15

Proof. We start by proving (i). Let F ∈ FBk (y1, . . . , yn). Then there exists a Weyl cone D ∈
FBd (y1, . . . , yn), such that D = DB

ε,σ and F ∈ FBk (D) for suitable ε ∈ {±1}n and σ ∈ Sn. Every
face of a polyhedral cone is obtained by replacing some of the half-spaces, whose intersection defines
the cone, by their boundaries, or in this case equivalently, replacing some of the inequalities in the
defining condition of DB

ε,σ by equalities. Thus there exist a number 1 ≤ m ≤ n and a collection of

indices 1 ≤ l1 < . . . < lm ≤ n, such that F = FBε,σ(l1, . . . , lm). It is left to show that m = n− d+ k.
We have

F ⊆ Lm := {v ∈ Rd : ε1fσ(1) = · · · = εl1fσ(l1), . . . , εlm−1+1fσ(lm−1+1) = · · · = εlmfσ(lm),

fσ(lm+1) = · · · = fσ(n) = 0}.

Note that the condition which defines Lm effectively consists of n−m equations. Thus, the general
position assumption (B1) implies dim(Lm) = max{0, d−n+m}. Since dimF = k ≥ 1, it is obvious
that dimLm = d−n+m. Now, we want to show that the dimensions of F and Lm are equal. Due
to (B1), Lm is in general position to the arrangement

Am :=
{(
εl1yσ(l1) − εl1+1yσ(l1+1)

)⊥
, . . . ,

(
εlmyσ(lm) − εlm+1yσ(lm+1)

)⊥}
,

where εlm+1 = 0 for lm = n, and additionally, the hyperplanes of Am are itself in general position.
Thus, the hyperplanes in the induced arrangement Am|Lm = {H ∩ Lm : H ∈ Am} are in general
position in Lm and generate a mosaic of (d − n + m)-dimensional cones in Lm, following (2.8).
Since the cones in the induced mosaic are obtained by intersecting the cones of R(Am) with Lm
and F = D ∩ Lm is such a cone, F 6= {0} implies that dimF = d− n+m. On the other hand, F
is a k-dimensional face, thus k = d− n+m holds true.

The proof of (ii) is similar. Obviously FBε,σ(l1, . . . , ln−d+k) is a face of the Weyl tessellation

WB(y1, . . . , yn) for all 1 ≤ l1 < . . . < ln−d+k ≤ n and ε ∈ {±1}n, σ ∈ Sn. If not {0}, then it is
already a k-dimensional face, due to the general position arguments we stated above. �

To conclude this section, we want to evaluate the number of Weyl cones C ∈ WB(y1, . . . , yn)
that contain a k-face F = FBε,σ(l1, . . . , ln−d+k) ∈ FBk (y1, . . . , yn), which will be necessary for the
proof of Theorem 3.3. In order to avoid heavy notation, we consider an example from which the
general case should become evident.

Example 3.7. Consider the case n = 7, d = 6, k = 2 and the face of the Weyl tessellation
WB(y1, . . . , y7) in R6 given by

F = {v ∈ R6 : −f5 = f2︸ ︷︷ ︸
group 1

≤ −f3︸︷︷︸
group 2

≤ f4 = f1︸ ︷︷ ︸
group 3

≤ f6 = f7 = 0︸ ︷︷ ︸
group 4

}.

Assume that F 6= {0}. Under assumption (B1), the cone F is a 2-dimensional face of the Weyl
tessellation of type B7, due to Proposition 3.6. In particular, it is a 2-face of the Weyl cone

{v ∈ R6 : −f5 ≤ f2 ≤ −f3 ≤ f4 ≤ f1 ≤ f6 ≤ f7 ≤ 0}. (3.6)

However, it is also a 2-face of

{v ∈ R6 : f2 ≤ −f5 ≤ −f3 ≤ f4 ≤ f1 ≤ −f7 ≤ f6 ≤ 0}

and, more generally any number of cones obtained from (3.6) by permuting the f ’s inside the groups
(−f5, f2), (−f3), (f4, f1), (f6, f7), and by changing any number of signs in the last group. The total
number of cones obtained in this way is 2!1!2!2!22.
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The question arises, if there are any other Weyl cones that contain F . We will show that the
answer is “no”. Indeed, if we change the sign of any fi that is not in the last group (for example,
f1), we see that F is not contained in this cone any longer, e.g.

F * {v ∈ R6 : −f5 ≤ f2 ≤ −f3 ≤ f4 ≤ −f1 ≤ f6 ≤ f7 ≤ 0}.
Otherwise, F would be contained in the hyperplanes {f1 ≤ 0} and {−f1 ≤ 0}, and thus, F ⊆ {f1 =
0}. This implies

F = {v ∈ Rd : −f5 = f2 ≤ −f3 ≤ f4 = f1 = f6 = f7 = 0}.
The number of groups in this representation is strictly smaller than in the original one because
f1 was not in the last group. In fact, the cone on the right-hand side is a 1-face of the Weyl
tessellation, due to Proposition 3.6 under the general position assumption (B1). This means that
any cone where we altered a sign of any fi, which is not in the last group, does not contain F .

From now on, we can consider only the Weyl cones in whose representations the signs of all
fi’s are the same as in the original representation of F , except for the fi’s in the last group. Take
such a cone and assume that in its representation we have an inequality ±fj ≤ ±fi, while in the
representation of F we have the converse inequality ±fi ≤ ±fj . For example take the cone

{v ∈ Rd : −f5 = f2 ≤ −f3 ≤ f4 = f6 ≤ f1 = f7 = 0}
which satisfies f6 ≤ f1, while in the representation of F we have f1 ≤ f6. We claim that F is
not contained in this cone. Indeed, otherwise, F would be contained in the hyperplane {f1 = f6},
which implies that

F = {v ∈ R6 : −f5 = f2 ≤ −f3 ≤ f4 = f1 = f6 = f7 = 0}.
Again, the number of groups in this representation is strictly smaller than in the original repre-
sentation of F . In fact, the cone on the right-hand side is a 1-face, similar to the previous case.
That is a contradiction, since F is 2-dimensional. This means that there are no other Weyl cones
containing F . Generalizing this argument, yields the following proposition.

Proposition 3.8. Let 1 ≤ k ≤ d and let y1, . . . , yn ∈ Rd satisfy the general position assumption
(B1). Then, each k-face FBε, σ(l1, . . . , ln−d+k) ∈ FBk (y1, . . . , yn) belongs to exactly

l1!(l2 − l1)! · . . . · (n− ln−d+k)!2
n−ln−d+k

cones C ∈ WB(y1, . . . , yn).

The same argument proves also the following proposition stating that there is a one-to-one
correspondence between the k-faces of the Weyl mosaic and those combinatorial representations
leading to a non-trivial face.

Proposition 3.9. Let y1, . . . , yn ∈ Rd satisfy the general position assumption (B1). Let fur-
thermore F = FBε,σ(l1, . . . , ln−d+k) and G = FBδ,π(i1, . . . , in−d+m) be such that F 6= {0}, with

some ε, δ ∈ {±1}n, σ, π ∈ Sn and 1 ≤ k ≤ d, 1 ≤ m ≤ d and 1 ≤ l1 < . . . < ln−d+k ≤ n,
1 ≤ i1 < . . . < in−d+m ≤ n. If F = G, then ε = δ, σ = π, k = m, and lj = ij for all admissible j.

3.4. Counting the faces of Weyl tessellations of type Bn. Now, the question arises if we can
evaluate the total number of k-faces in the Weyl tessellation WB(y1, . . . , yn).

Theorem 3.10. Let y1, . . . , yn ∈ Rd satisfy one of the equivalent general position assumptions (B1)
or (B2). Then the number of k-faces in the Weyl mosaic of type Bn is given by

#FBk (y1, . . . , yn) = T (n, n− d+ k)DB(n− d+ k, k)
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for k ∈ {1, . . . , d}, where the T (n, k)’s are given by

T (n, k) =

n−k∑
r=0

(
n

r

){
n− r
k

}
2n−r−k.

Here,
{
n
k

}
is the Stirling number of second kind, that is the number of partitions of an n-element

set into k non-empty subsets.

Remark 3.11. The numbers T (n, k) are known as the B-analogons of Stirling numbers of the second
kind [18] and appear as Entry A039755 in [17]. The A-analogons of the Stirling numbers of the
second kind are the usual Stirling numbers

{
n
k

}
. The generating functions of both sequences are

given by

∞∑
n=0

n∑
k=0

T (n, k)
xn

n!
yk = ex exp

(y
2

(
e2x − 1

))
,

∞∑
n=0

n∑
k=0

{
n

k

}
xn

n!
yk = exp

(
y
(
ex − 1

))
.

The numbers T (n, k) and
{
n
k

}
appear as the coefficients in the formulas

tn =
n∑
k=0

(−1)n−kT (n, k)(t+1)(t+3) . . . (t+2k−1), tn =
n∑
k=0

(−1)n−k
{
n

k

}
t(t+1)(t+2) . . . (t+k−1);

see Entry A039755 in [17]. This should be compared to the following formulas for the Stirling
numbers of the first kind

[
n
k

]
and their B-analogues B(n, k):

(t+ 1)(t+ 3) · . . . · (t+ 2n− 1) =
n∑
k=0

B(n, k)tk, t(t+ 1) · . . . · (t+ n− 1) =
n∑
k=1

[
n

k

]
tk.

Proof of Theorem 3.10. Due to Proposition 3.6(i), each k-face F ∈ FBk (y1, . . . , yn) is contained in
a k-dimensional linear subspace of the form

L(l, ε, σ) := {v ∈ Rd : ε1fσ(1) = . . . = εl1fσ(l1), . . . ,

εln−d+k−1+1fσ(ln−d+k−1+1) = . . . = εln−d+kfσ(ln−d+k),

fσ(ln−d+k+1) = . . . = fσ(n) = 0}

for 1 ≤ l1 < . . . < ln−d+k ≤ n, l = (l1, . . . , ln−d+k), ε ∈ {±1}n and σ ∈ Sn. At first, we want
to evaluate the number of distinct subspaces of this form. For each fixed number of elements
r ∈ {0, . . . , d − k} in the last group of equations there are

(
n
r

)
possibilities to choose its elements

among {f1, . . . , fn}. Then, we are left with a set of n− r elements, which we want to partition in
n−d+k non-empty sets. Thus, there are

{
n−r

n−d+k

}
possibilities to choose the partition. Furthermore,

we can choose the signs of the fi’s in the first n− d+ k groups arbitrarily, for which there are 2n−r

possibilities. But since we obtain the same subspace if we multiply any group of equations by −1,
we have to divide the 2n−r possibilities by 2n−d+k. This yields a total of

d−k∑
r=0

(
n

r

){
n− r

n− d+ k

}
2n−r

2n−d+k
=

d−k∑
r=0

(
n

r

){
n− r

n− d+ k

}
2d−k−r

possible subspaces of the form L(l, ε, σ). All these subspaces are pairwise different, which can be
shown in the same way as in Example 3.7 and relies on the general position assumption (B1).
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Now, we want to show that the k-faces of WB(y1, . . . , yn) contained in L(l, ε, σ) form a Weyl
mosaic in L(l, ε, σ) and that the number of these k-faces is DB(n − d + k, k). To simplify the
notation, we consider the special case εi = 1 and σ(i) = i, for all i = 1, . . . , n, and define

L := {v ∈ Rd : f1 = · · · = fl1 , . . . , fln−d+k−1+1 = . . . = fln−d+k , fln−d+k+1 = . . . = fn = 0}.

Now, we show that the projections ΠL(yl1), . . . ,ΠL(yln−d+k) satisfy the general position assumption
(B1) in L, and thus, induce a mosaic of type Bn in L. Corollary 3.4 would then imply that the
number of these k-dimensional cones is DB(n−d+k, k). Take some δ ∈ {±1}n−d+k and π ∈ Sn−d+k.
Due to (B1), the hyperplanes{

(y1 − y2)⊥, . . . , (yl1−1 − yl1)⊥, . . . , (yln−d+k−1+1 − yln−d+k−1+2)⊥, . . . , (yln−d+k−1 − yln−d+k)⊥,

(yln−d+k+1 − yln−d+k+2)⊥, . . . , (yn−1 − yn)⊥, y⊥n ,

(δ1ylπ(1) − δ2ylπ(2))
⊥, . . . , (δn−d+kylπ(n−d+k) − δn−d+k+1ylπ(n−d+k+1)

)⊥
}

are in general position. Therefore, L (being the intersection of the hyperplanes in the first two
lines) is in general position with the hyperplanes constituting the third line. Thus, by Remark 2.9,
the hyperplanes in L given by

L ∩ (δ1ylπ(1) − δ2ylπ(2))
⊥, . . . , L ∩ (δn−d+kylπ(n−d+k) − δn−d+k+1ylπ(n−d+k+1)

)⊥

are in general position in L. It follows from the definition of L that the representation of the last
hyperplane in this list can be simplified as follows

L ∩ (δn−d+kylπ(n−d+k) − δn−d+k+1ylπ(n−d+k+1)
)⊥ = L ∩ (δn−d+kylπ(n−d+k))

⊥.

It follows that the normal vectors of the hyperplanes from the above list (taken inside L) are in
general positions. So,

δ1ΠL(ylπ(1))− δ2ΠL(ylπ(2)), . . . , δn−d+k−1ΠL(ylπ(n−d+k−1)
)− δn−d+kΠL(ylπ(n−d+k)),

δn−d+kΠL(ylπ(n−d+k))

are in general position in L, for all δ ∈ {±1}n−d+k and π ∈ Sn−d+k, which proves (B1) for the
projected vectors ΠL(yl1), . . . ,ΠL(yln−d+k).

Thus, the orthogonal complements of the vectors ΠL(yl1), . . . ,ΠL(yln−d+k) induce in the k-

dimensional linear space L a Weyl mosaic consisting of DB(n − d + k, k) k-dimensional cones.
These are the cones different from {0} of the form

{v ∈ L : δ1〈v,ΠL(ylπ(1))〉 ≤ . . . ≤ δn−d+k〈v,ΠL(ylπ(n−d+k))〉 ≤ 0}
= {v ∈ L : δ1flπ(1) ≤ . . . ≤ δn−d+kflπ(n−d+k) ≤ 0}

= {v ∈ Rd : δ1flπ(1)−1+1 = . . . = δ1flπ(1) ≤ δ2flπ(2)−1+1 = . . . = δ2flπ(2)

≤ . . . ≤ δn−d+kflπ(n−d+k)−1+1 = . . . = δn−d+kflπ(n−d+k) ≤ fln−d+k+1 = . . . = fn = 0},

where in the first equality we used that 〈v,ΠL(ylπ(i))〉 = 〈v, ylπ(i)〉, for all v ∈ L and i = 1, . . . , n−
d+ k. The second equality follows from the definition of L. The last representation basically says
that we keep the groups of equations from L (except for the last one), permute them according to
π and change the signs the groups according to δ. Since we are interested only in cones different
from {0}, the above representations define the k-faces ofWB(y1, . . . , yn) due to Proposition 3.6(ii).
Since the cones different from {0} cover L, these are already all of the k-faces contained L. The
same arguments, with yi replaced by εiyσ(i), are valid for the general case of a subspace L(l, ε, σ).
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In summary, we know that every k-face of WB(y1, . . . , yn) is contained in a unique subspace
of the form L(l, ε, σ) and every such subspace contains DB(n− d+ k, k) faces of dimension k. This
yields a total of

d−k∑
r=0

(
n

r

){
n− r

n− d+ k

}
2d−k−rDB(n− d+ k, k) = T (n, n− d+ k)DB(n− d+ k, k)

k-faces of WB(y1, . . . , yn). �

3.5. Proof of Theorem 3.3. In this section, we are finally going to prove Theorem 3.3. We do
this in a separate section, since the proof requires a lot of results we need to establish first. These
results will explain the connection between the Weyl tessellation and the Weyl chambers of type
Bn. But first, we need to prove a lemma stating a useful result on vectors in general position, which
we will need for the proof.

Lemma 3.12. Let y1, . . . , yn ∈ Rd be in general position. Then pos{y1, . . . , yn} = Rd holds if and
only if there exists an α = (α1, . . . , αn) ∈ Rn≥0 \ {0}, such that α1y1 + · · ·+ αnyn = 0.

Proof. Suppose pos{y1, . . . , yn} = Rd. Let x ∈ Rd \ {0}, thus also ±x ∈ pos{y1, . . . , yn} \ {0}. It
follows that we can find a β = (β1, . . . , βn) ∈ Rn≥0 \ {0}, such that

x = β1y1 + · · ·+ βnyn.

Moreover, there exists a γ = (γ1, . . . , γn) ∈ Rn≥0 \ {0}, such that

−x = γ1y1 + . . .+ γnyn.

Then

0 = x− x = (β1 + γ1)y1 + . . .+ (βn + γn)yn.

We define αi = βi + γi ≥ 0 for i = 1, . . . , n and observe that αi > 0 has to hold true for at least
one i ∈ {1, . . . , n}.

To prove the other direction, let α = (α1, . . . , αn) ∈ Rn≥0 \{0} satisfying α1y1 + . . .+αnyn = 0.

Since y1, . . . , yn are in general position, αi > 0 holds true for at least d + 1 indices i ∈ {1, . . . , n}.
That is easily seen by considering the contraposition. If there is a k ∈ {1, . . . , d} and indices
1 ≤ i1 < . . . < ik ≤ n, such that αi1 , . . . , αik > 0 and αj = 0 for all j ∈ {1, . . . , n} \ {i1, . . . , ik},
then

αi1yi1 + . . .+ αikyik = 0.

But since yi1 , . . . , yik are linearly independent by the general position assumption, αi1 , . . . , αik are
also required to be 0, which is a contradiction.

Additionally, suppose pos{y1, . . . , yn} 6= Rd, then
⋂n
i=1 y

−
i = pos{y1, . . . , yn}◦ 6= {0}. That is,

there exists a w ∈ Rd \ {0}, such that

〈w, yi〉 ≤ 0, i = 1, . . . , n.

We claim that 〈w, yi〉 = 0 holds true for at most d − 1 indices i ∈ {1, . . . , n}. To see this, observe
that there is a k ≥ d and indices 1 ≤ i1 < . . . < ik ≤ n satisfying 〈w, yir〉 = 0 for all r = 1, . . . , k,
then yi1 , . . . , yik ∈ w⊥ ∈ G(d, d−1). But this is a contradiction to the general position of y1, . . . , yn.

Taking these results into consideration, we have

0 = 〈w, 0〉 = 〈w,α1y1 + · · ·+ αnyn〉 = α1〈w, y1〉+ · · ·+ αn〈w, yn〉 < 0,
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since all summands are non-positive, αi > 0 holds at least d + 1 times and 〈w, yi〉 = 0 at most
d − 1 times, thus at least two summands αi〈w, yi〉 are negative. That is a contradiction, yielding
pos{y1, . . . , yn} = Rd. �

The main ingredient in the proof of Theorem 3.3 is the following result on the number of
k-faces of Weyl chambers of type Bn intersecting a linear subspace only in a trivial way. It was
proven in [12, Theorem 2.1] in a probabilistic version.

Theorem 3.13. Let Ld ∈ G(n, d) be a deterministic d-dimensional subspace of Rn in general
position with respect to the reflection arrangement A(Bn). Then∑
ε∈{±1}n

∑
σ∈Sn

∑
F∈Fk(CBε,σ)

1{F∩Ld={0}} = 2n−k+1

(
n

k

)
n!

k!
(B(k, n− d− 1) +B(k, n− d− 3) + . . . ),

where the B(k, j)’s are defined in Theorem 3.3.

Recall that the cones CBε,σ := {(β1, . . . , βn) ∈ Rn : ε1βσ(1) ≤ . . . ≤ εnβσ(n) ≤ 0} denote the
Weyl chambers of type Bn as introduced in Section 3.1.

Remark 3.14. We can easily derive the analogous result for the faces that do intersect the subspace
Ld in a non-trivial way. By taking t = ±1 in (3.4) we get

B(k, 1) +B(k, 3) + . . . = B(k, 0) +B(k, 2) + . . . = 2k−1k!.

Under the assumptions of Theorem 3.13, it follows that∑
ε∈{±1}n

∑
σ∈Sn

∑
F∈Fk(CBε,σ)

1{F∩Ld 6={0}} = 2nn!

(
n

k

)
−

∑
ε∈{±1}n

∑
σ∈Sn

∑
F∈Fk(CBε,σ)

1{F∩Ld={0}}

= 2n−k+1

(
n

k

)
n!

k!

(
B(k, n− d+ 1) +B(k, n− d+ 3) + . . .

)
= 2n−k

(
n

k

)
n!

k!
DB(k, d− n+ k),

where we used in the first step that the number of Weyl chambers is 2nn! and each chamber has(
n
k

)
faces of dimension k.

To make use of Theorem 3.13, we will derive a connection between the faces of the Weyl
tessellation WB(y1, . . . , yn) and the faces of the Weyl chambers in Rn of type Bn. Recall the
notation FBε,σ(l1, . . . , ln−d+k) for the k-faces of the Weyl mosaic of type Bn from (3.5) and the

notation CBε,σ(l1, . . . , lk) for the k-faces of the Weyl chambers of type Bn in Rn from (3.2).

Lemma 3.15. Let 1 ≤ k ≤ d and let y1, . . . , yn ∈ Rd satisfy one of the equivalent general position
assumptions (B1) or (B2). For L = {β ∈ Rn : β1y1 + . . .+ βnyn = 0} the equivalence

FBε,σ(l1, . . . , ln−d+k) = {0} ⇔ CBε,σ(l1, . . . , ln−d+k) ∩ L⊥ = {0} (3.7)

holds true for all 1 ≤ l1 < . . . < ln−d+k ≤ n, ε ∈ {±1}n and σ ∈ Sn.

Before we prove this lemma, we want to state separately the special case εi = +1, σ(i) = i
and k = d. In this case the lemma states that

{v ∈ Rd : 〈v, y1〉 ≤ . . . ≤ 〈v, yn〉 ≤ 0} = {0} ⇔ {β ∈ Rn : β1 ≤ . . . ≤ βn ≤ 0} ∩ L⊥ = {0}.
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This means that the Weyl cone on the left hand side is degenerate, i.e. equal to {0}, if and only if
the corresponding Weyl chamber, having the same arrangement of inequalities, intersects L⊥ only
in a trivial way. Thus, using this lemma, we can count the number of faces of the Weyl chambers
intersected by L⊥ in a non-trivial way, which is already done in Theorem 3.13, instead of counting
the faces of the Weyl mosaic. That is the basic idea behind the proof of Theorem 3.3.

Proof of Lemma 3.15. For the sake of simplicity, we first derive a result for the special case σ(i) = i
and εi = 1, for all i = 1, . . . , n. For 1 ≤ l1 < . . . < ln−d+k ≤ n we define

F := {v ∈ Rd : f1 = . . . = fl1 ≤ fl1+1 = . . . = fl2 ≤ . . . ≤ fln−d+k+1 = . . . = fn = 0},

which is just a shorthand notation for FBε,σ(l1, . . . , ln−d+k) in the special case εi = 1 and σ(i) = i.
Note that we the linear functionals fi are defined by fi = fi(v) := 〈v, yi〉 as above. We already saw
in Proposition 3.6 that if F is not {0}, it is a k-face of the Weyl mosaic WB(y1, . . . , yn), due to the
general position assumption (B1). Then, the linear span of F is given by

linF = {v ∈ Rd : f1 = . . . = fl1 , fl1+1 = . . . = fl2 , . . . , fln−d+k+1 = . . . = fn = 0},

since the condition of linF consists of d−k equations, and therefore, the general position assumption
(B1) implies that dim(linF ) = d − (d − k) = k holds true. Using the duality properties (2.1) and
(2.7), we get

F ◦ =

(
linF ∩

n−d+k⋂
i=1

(yli − yli+1)−
)◦

= (linF )◦ +

( n−d+k⋂
i=1

(yli − yli+1)−
)◦

= (linF )⊥ + pos{yl1 − yl1+1, . . . , yln−d+k − yln−d+k+1},

where we set yn+1 = 0. Thus, we get

F ◦ ∩ linF = pos{Π(yl1 − yl1+1), . . . ,Π(yln−d+k − yln−d+k+1)},

where Π : Rd → lin(F ) is the orthogonal projection onto lin(F ). In order to prove this equation,
we can represent the vectors yli − yli+1 as (zi, xi), where zi is the projection on linF , and xi is the
projection on (linF )⊥. Thus, the vectors in F ◦ = (linF )⊥+pos{yl1−yl1+1, . . . , yln−d+k−yln−d+k+1}
take the form (

α1z1 + . . .+ αn−d+kzn−d+k

v + α1x1 + . . .+ αn−d+kxn−d+k

)
for α1, . . . , αn−d+k ≥ 0 and v ∈ (linF )⊥. Here, the first entry denotes the component in linF
and the second entry denotes the component in (linF )⊥. Such a vector is contained in linF if
and only if the second component is 0, that is, −v = α1x1 + . . . + αn−d+kxn−d+k. Therefore,
F ◦ ∩ linF = pos(z1, . . . , zn−d+k).

Taking all of that into consideration, we obtain

F = {0} ⇔ F ◦ = Rd

⇔ F ◦ ∩ linF = linF

⇔ pos{Π(yl1 − yl1+1), . . . ,Π(yln−d+k − yln−d+k+1)} = linF.

Note that we used the decomposition F ◦ = (linF )⊥ + (F ◦ ∩ linF ) for the second equivalence.
Applying Lemma 3.12 to the k-dimensional linear subspace linF , we have that linF = pos{Π(yl1−
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yl1+1), . . . ,Π(yln−d+k − yln−d+k+1)} if and only if there exist αl1 , . . . αln−d+k ≥ 0 that do not vanish
simultaneously and such that

0 = αl1Π(yl1 − yl1+1) + . . .+ αln−d+kΠ(yln−d+k − yln−d+k+1)

= Π
(
αl1(yl1 − yl1+1) + . . .+ αln−d+k(yln−d+k − yln−d+k+1)

)
.

This holds if and only if there exists an α = (α1, . . . , αn) ∈ Rn with αl1 , . . . , αln−d+k ≥ 0 not all
being 0, such that

0 = α1(y1 − y2) + . . .+ αn−1(yn−1 − yn) + αnyn

After regrouping the terms, the condition is of the form

0 = α1y1 + (α2 − α1)y2 + . . .+ (αn − αn−1)yn,

since (lin(F ))⊥ = lin{yi − yi+1 : i ∈ {1, . . . , n}\{l1, . . . , ln−d+k}}, yn+1 := 0. By defining β1 = α1,
βi = αi − αi−1 for i = 2, . . . , n, we see that this is equivalent to the existence of a vector β ∈ Rn
with β1 + . . .+ βl1 ≥ 0, β1 + . . .+ βl2 ≥ 0, . . . , β1 + · · ·+ βln−d+k ≥ 0, where at least one inequality
is strict, such that

0 = β1y1 + · · ·+ βlnyln .

By defining M := {β ∈ Rn : β1 + . . .+ βl1 ≥ 0, . . . , β1 + · · ·+ βln−d+k ≥ 0}, recalling L = {β ∈ Rn :
β1y1 + . . .+ βnyn = 0} and taking the previous results into account, we get

F = {0} ⇔M ∩ L * linsp(M),

since linspM := M ∩ (−M) = {β ∈ Rn : β1 + . . . + βl1 = 0, . . . , β1 + . . . + βln−d+k = 0} is the
lineality space of M . Using Lemma 2.3, we get

M ∩ L * linsp(M)⇔ relint(M◦) ∩ L⊥ = ∅.

For the dual cone of M , the following holds:

M◦ =
(
{β ∈ Rn : 〈(

l1︷ ︸︸ ︷
1, . . . , 1, 0, . . . , 0)T , β〉 ≥ 0, . . . , 〈(

ln−d+k︷ ︸︸ ︷
1, . . . , 1, 0 . . . , 0)T , β〉 ≥ 0}

)◦
= −pos

{
(1, . . . , 1, 0, . . . , 0)T , . . . , (1, . . . , 1, 0 . . . , 0)T

}
= {x ∈ Rn : x1 = . . . = xl1 ≤ xl1+1 = . . . = xl2 ≤ . . . ≤ xln−d+k+1 = . . . = xn = 0}
=: G,

where G is just a shorthand notation for the (n − d + k)-dimensional face CBε,σ(l1, . . . , ln−d+k) of
the Weyl chambers of type Bn in the special case εi = 1 and σ(i) = i. Taking all equivalences into
consideration, applying Lemma 2.12 and using (B2), we get

F = {0} ⇔ relint(G) ∩ L⊥ = ∅ ⇔ G ∩ L⊥ = {0},

which is the special case εi = 1 and σ(i) = i of the equivalence (3.7).
Now we return to the general case and apply this equivalence, replacing y1, . . . , yn by the

vectors ε1yσ(1), . . . , εnyσ(n) for ε ∈ {±1}n and σ ∈ Sn. It follows

FBε,σ(l1, . . . , ln−d+k) = {0} ⇔ G ∩ (Lε, σ)⊥ = {0},

where Lε,σ := {β ∈ Rn : β1ε1yσ(1) + . . . + βln−d+kεln−d+kyσ(ln−d+k) + βln−d+k+1yσ(ln−d+k+1) + . . . +
βnyσ(n) = 0}.



CONICAL TESSELLATIONS ASSOCIATED WITH WEYL CHAMBERS 23

Now, it is left to show that

G ∩ (Lε, σ)⊥ = {0} ⇔ CBε, σ(l1, . . . , ln−d+k) ∩ L⊥ = {0}
holds for every ε ∈ {±1}n, σ ∈ Sn. At first, we see that for any rotation ϑ ∈ SOd and linear
subspace U

(ϑU)⊥ = {x ∈ Rd : 〈ϑu, x〉 = 0 ∀u ∈ U} = {x ∈ Rd : 〈u, ϑ−1x〉 = 0 ∀u ∈ U}

= {ϑx ∈ Rd : 〈u, x〉 = 0 ∀u ∈ U} = ϑU⊥

holds true. Moreover, we can see that

Lε,σ =
{
β ∈ Rd : βσ−1(1)εσ−1(1)y1 + . . .+ βσ−1(ln−d+k)εσ−1(ln−d+k)yln−d+k

+ βσ−1(ln−d+k+1)yln−d+k+1 + . . .+ βσ−1(n)yn = 0
}

= {β ∈ Rn : γ1y1 + . . .+ γnyn = 0}
for γi = βσ−1(i)εσ−1(i), i ∈ {1, . . . , ln−d+k} and γi = βσ−1(i), i ∈ {ln−d+k + 1, . . . , n}. Now we choose
the unique g ∈ G(Bn) satisfying β = gγ, that is

g : (x1, . . . , xn) 7→
(
ε1xσ(1), . . . , εln−d+kxσ(ln−d+k), xσ(ln−d+k+1), . . . , xσ(n)),

and we get

Lε,σ = {gγ ∈ Rn : γ1y1 + · · ·+ γnyn = 0} = gL.

It follows that

G ∩ L⊥ε, σ = {0} ⇔ G ∩ gL⊥ = {0}

⇔ g−1G ∩ L⊥ = {0}

⇔ CBε, σ(l1, . . . , ln−d+k) ∩ L⊥ = {0},

since g−1 is defined by

(x1, . . . , xn) 7→
(
εσ−1(1)xσ−1(1), . . . , εσ−1(ln−d+k)xσ−1(ln−d+k), xσ−1(ln−d+k+1), . . . , xσ−1(n)

)
and therefore it is easy to check that

g−1G = CBε,σ(l1, . . . , ln−d+k).

Taking all into consideration this yields

FBε,σ(l1, . . . , ln−d+k) = {0} ⇔ CBε,σ(l1, . . . , ln−d+k) ∩ L⊥ = {0},
which completes the proof. �

Finally, we are able to prove Theorem 3.3.

Proof of Theorem 3.3. Let 1 ≤ k ≤ d and let y1, . . . , yn satisfy one of the equivalent general position
assumptions (B1) or (B2). We want to evaluate the number of k-faces of F ∈ FBk (y1, . . . , yn), each

face counted with the multiplicity equal to the number of d-dimensional cones C ∈ FBd (y1, . . . , yn)
containing it. We define Ωn(l) := {ε ∈ {±1}n : εln−d+k+1 = . . . = εn = 1} and use Proposition 3.6
and Proposition 3.8 to obtain∑
F∈FBk (y1,...,yn)

∑
C∈FBd (y1,...,yn)

1{F⊆C}

=
∑

1≤l1<...<ln−d+k≤n
l1!(l2 − l1)! · · · (n− ln−d+k)!2

n−ln−d+k
∑

ε∈Ωn(l)

∑
σ∈Sn

1{FBε,σ(l1,...,ln−d+k)6={0}}
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=
∑

1≤l1<...<ln−d+k≤n
l1!(l2 − l1)! · · · (n− ln−d+k)!2

n−ln−d+k
∑

ε∈Ωn(l)

∑
σ∈Sn

1{CBε,σ(l1,...,ln−d+k)∩L⊥ 6={0}}.

Note that we applied the equivalence (3.7) from Lemma 3.15 in the last equation. Now, we use
that each face CBε,σ(l1, . . . , ln−d+k) is contained in exactly l1!(l2− l1)! · · · (n− ln−d+k)!2

n−ln−d+k Weyl

chambers CBε,σ of type Bn. For this fact, we refer to [12, Proof of Theorem 2.1]. Furthermore L⊥ is
a d-dimensional subspace and in general position with respect to the reflection arrangement A(Bn),
due to (B2). Thus, we can apply Theorem 3.13, or rather Remark 3.14, replace k by n− d+ k and
get ∑

F∈FBk (y1,...,yn)

∑
C∈FBd (y1,...,yn)

1{F⊆C}

=
∑

ε∈{±1}n

∑
σ∈Sn

∑
F∈Fn−d+k(CBε,σ)

1{F∩L⊥ 6={0}}

= 2d−k+1

(
n

d− k

)
n!

(n− d+ k)!
(B(n− d+ k, n− d+ 1) +B(n− d+ k, n− d+ 3) + . . . ),

which completes the proof. �

4. Conical tessellations and Weyl chambers of type An−1

4.1. The reflection arrangement and Weyl chambers of type An−1. Our calculations for
the Weyl chambers and the Weyl tesselation of type Bn suggest that we should be able to prove
similar results for the Weyl chambers of type An−1. We introduce the necessary notation, which is
taken from [12, Section 2.5]. In this section, we always assume that n ≥ d+ 1.

We call G(An−1) the reflection group of type An−1, which acts on Rn by permuting the coor-
dinates in an arbitrary way. This means that the n! elements of G(Bn) are the linear mappings

gσ : Rn → Rn, (β1, . . . , βn) 7→ (βσ(1), . . . , βσ(n)),

where σ ∈ Sn.
The closed Weyl chambers of type An−1 are the cones of the conical tessellation induced by

the hyperplane arrangement A(An−1) consisting of the hyperplanes given by

{β ∈ Rn : βi = βj} (1 ≤ i < j ≤ n). (4.1)

It is called the reflection arrangement of type An−1. Thus, the closed Weyl chambers of type An−1

are given by

CAσ := {(β1, . . . , βn) ∈ Rn : βσ(1) ≤ . . . ≤ βσ(n)},
where σ ∈ Sn. The superscript A indicates the type of the Weyl chamber. Similar to the Bn-case,
the the Weyl chambers of type An−1 may equivalently be defined as the reflections g C(An−1),
g ∈ G(An−1), of the fundamental Weyl chamber of type An−1 given by

C(An−1) = {(β1, . . . , βn) ∈ Rn : β1 ≤ . . . ≤ βn}.

The k-dimensional faces of the Weyl chambers CAσ are determined by the collection of indices
1 ≤ l1 < . . . < lk−1 ≤ n− 1 and have the form

CAσ (l1, . . . , lk−1) (4.2)

:= {β ∈ Rn : βσ(1) = . . . = βσ(l1) ≤ βσ(l1+1) = . . . = βσ(l2) ≤ . . . ≤ βσ(lk−1+1) = . . . = βσ(n)}.
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For this fact, we refer to [12, Section 2.7]. Thus, the number of k-faces of CAσ is given by #Fk(CAσ ) =(
n−1
k−1

)
.

4.2. Weyl tessellation of type An−1. The definition of the Weyl tessellation of type An−1 is
somewhat simpler than for tessellations of type Bn.

Definition 4.1. (Weyl tessellation of type An−1) Let y1, . . . , yn ∈ Rd and let the hyperplane
arrangement AA(y1, . . . , yn) consist of the hyperplanes given by

(yi − yj)⊥, 1 ≤ i < j ≤ n. (4.3)

Then the Weyl tessellation of type An−1 or Weyl mosaic of type An−1 is defined as the conical
tessellation generated by AA(y1, . . . , yn) and is denoted by WA(y1, . . . , yn). We denote the number
of cones in WA(y1, . . . , yn) by

DA(n, d) := #WA(y1, . . . , yn).

Similarly, the set of k-faces ofWA(y1, . . . , yn) is denoted by FAk (y1, . . . , yn), where FAd (y1, . . . , yn) =

WA(y1, . . . , yn).

We will show in Corollary 4.4 that DA(n, d) is constant under certain mild conditions on
y1, . . . , yn. The cones in WA(y1, . . . , yn) are the cones different from {0} of the form

DA
σ := {v ∈ Rd : 〈v, yσ(1)〉 ≤ · · · ≤ 〈v, yσ(n)〉}, σ ∈ Sn.

Again, we will refer to these cones as Weyl cones of type An or just Weyl cones.
Since the definition of the Weyl chambers and Weyl cones of type An−1 is similar and even

somewhat simpler than that of type Bn, it suggests that we can prove similar results on the number
of Weyl cones and Weyl faces of type An−1. We will state the results but will not give each proof
in full detail. At first, we need assumptions on y1, . . . , yn similar to (B1) and (B2).

Theorem 4.2. For arbitrary y1, . . . , yn ∈ Rd the following conditions (A1) and (A2) are equivalent:

(A1) For every σ ∈ Sn the vectors yσ(1)− yσ(2), yσ(2)− yσ(3), . . . , yσ(n−1)− yσ(n) are in general
position.

(A2) The linear subspace L⊥ has dimension d and is in general position with respect to the
hyperplane arrangement A(An−1), where L := {β ∈ Rn : β1y1 + · · ·+ βnyn = 0}.

We will prove this theorem in Section 6. Note that the general position assumption (B1)
implies (A1), and (B2) implies (A2), since A(An−1) ⊆ A(Bn). The analogue to Theorem 3.3 is as
follows.

Theorem 4.3. Let y1, . . . , yn ∈ Rd satisfy one of the equivalent general position assumptions (A1)
or (A2). For 1 ≤ k ≤ d, we have∑
F∈FAk (y1,...,yn)

∑
C∈FAd (y1,...,yn)

1{F⊆C} = 2

(
n− 1

d− k

)
n!

(n− d+ k)!

([
n− d+ k

n− d+ 1

]
+

[
n− d+ k

n− d+ 3

]
+ . . .

)
.

Recall that
[
n
k

]
are the Stirling numbers of first kind defined by the formula

t(t+ 1) · . . . · (t+ n− 1) =

n∑
k=1

[
n

k

]
tk (4.4)

and, by convention,
[
n
k

]
= 0 for k /∈ {1, . . . n}.
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We postpone the proof Theorem 4.3 to Section 4.4. Again, we are able to compute the number
of cones in the Weyl tessellation WA(y1, . . . , yn) of type An−1 under one of the conditions (A1) or
(A2).

Corollary 4.4. Let y1, . . . , yn ∈ Rd satisfy one of the equivalent general position assumptions (A1)
or (A2). Then the number of cones in the Weyl mosaic WA(y1, . . . , yn) of type An−1 is given by

DA(n, d) = 2

([
n

n− d+ 1

]
+

[
n

n− d+ 3

]
+ . . .

)
.

Proof. This follows from Theorem 4.3 in the special case k = d. �

Note that we may rewrite the claim of Theorem 4.3 as follows:∑
F∈FAk (y1,...,yn)

∑
C∈FAd (y1,...,yn)

1{F⊆C} =

(
n− 1

d− k

)
n!

(n− d+ k)!
DA(n− d+ k, k).

Again, we can state the probabilistic version of Theorem 4.3.

Corollary 4.5. Let y1, . . . , yn ∈ Rd satisfy one of the equivalent general position assumptions (A1)
or (A2). Let QA be sampled randomly and uniformly among the DA(n, d) cones of WA(y1, . . . , yn).
Then the expected number of k-dimensional faces of QA is given by

E fk(QA) =
1

DA(n, d)

∑
C∈FAd (y1,...,yn)

∑
F∈FAk (y1,...,yn)

1{F⊆C}

=

(
n− 1

d− k

)
n!

(n− d+ k)!

DA(n− d+ k, k)

DA(n, d)
.

4.3. Faces of the Weyl tessellation of type An−1. For y1, . . . , yn ∈ Rd, a collection of indices
1 ≤ l1 < . . . < ln−d+k−1 ≤ n− 1 and σ ∈ Sn, we define

FAσ (l1, . . . , ln−d+k−1) (4.5)

:= {v ∈ Rd : fσ(1) = . . . = fσ(l1) ≤ fσ(l1+1) = . . . = fσ(l2) ≤ . . . ≤ fσ(ln−d+k−1+1) = . . . = fσ(n)},

where the functionals fi are defined by fi = fi(v) := 〈v, yi〉, i = 1, . . . , n. These cones will, similarly
to the Bn-case, represent the k-faces of the Weyl tessellation of type An−1. The next result is an
analogue to Propositions 3.6 and 3.8. Therefore, we omit the proof.

Proposition 4.6. Let 1 ≤ k ≤ d and let y1, . . . , yn ∈ Rd satisfy the general position assumption
(A1). Then it holds:

(i) For every F ∈ FAk (y1, . . . , yn) there are a collection of indices 1 ≤ l1 < . . . < ln−d+k−1 ≤
n− 1 and a permutation σ ∈ Sn, such that F = FAσ (l1, . . . , ln−d+k−1).

(ii) Let 1 ≤ l1 < . . . < ln−d+k−1 ≤ n − 1 and σ ∈ Sn. If FAσ (l1, . . . , ln−d+k−1) 6= {0}, then
FAσ (l1, . . . , ln−d+k−1) ∈ FAk (y1, . . . , yn).

(iii) Every k-face FAσ (l1, . . . , ln−d+k−1) ∈ FAk (y1, . . . , yn) is contained in exactly

l1!(l2 − l1)! · . . . · (n− ln−d+k−1)!

cones C ∈ FAd (y1, . . . , yn).
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Theorem 4.7. Let y1, . . . , yn satisfy one of the equivalent general position assumptions (A1) or
(A2). Then the number of k-faces in the Weyl mosaic of type An−1 is given by

#FAk (y1, . . . , yn) =

{
n

n− d+ k

}
DA(n− d+ k, k),

for all k ∈ {1, . . . , d}.
Proof. This is proven similar to Theorem 3.10. Due to Proposition 4.6(i), each k-face of F ∈
FAk (y1, . . . , yn) is contained in a subspace of the form

L(l, σ) := {v ∈ Rd : fσ(1) = . . . = fσ(l1), . . . , fσ(ln−d+k−1+1) = . . . = fσ(n)}

for suitable 1 ≤ l1 < . . . < ln−d+k−1 ≤ n − 1 and σ ∈ Sn. There are a total of
{

n
n−d+k

}
distinct

subspaces of the given form, since these are in one-to-one correspondence with partitions of the set
{1, . . . , n} into n− d+ k non-empty sets.

Now, it is left to prove that every subspace L(l, σ) contains exactly DA(n−d+k, k) k-faces of
WA(y1, . . . , yn). Again, consider only the case L := L(l, σ) for σ(i) = i, i = 1, . . . , n. For this, we
need to show that ΠL(yl1), . . . ,ΠL(yln−d+k−1

),ΠL(yn) satisfy the general position assumption (A1)
in L, which is shown in the same way as in Theorem 3.10. This completes the proof. �

4.4. Proof of Theorem 4.3. The proof of Theorem 4.3 is similar to that of Theorem 3.3. Again,
the main ingredient is a result on the number of k-faces of Weyl chambers of type An−1 intersecting
a linear subspace in a trivial way. It was proven in [12, Theorem 2.8] in a probabilistic version, and
we will state it as follows.

Theorem 4.8. Let Ld ∈ G(n, d) be a deterministic d-dimensional subspace of Rn in general position
with respect to the reflection arrangement A(An−1). Then∑

σ∈Sn

∑
F∈Fk(CAσ )

1{F∩Ld={0}} =
2n!

k!

(
n− 1

k − 1

)([
k

n− d− 1

]
+

[
k

n− d− 3

]
+ . . .

)
where the

[
n
k

]
’s are defined as in Theorem 4.3.

Recall that the cones CAσ := {(β1, . . . , βn) ∈ Rn : βσ(1) ≤ . . . ≤ βσ(n)} denote the Weyl
chambers of type An−1 as introduced in Section 4.1.

Remark 4.9. Similar to the case of Bn, we can easily derive the analogous result for the faces that
intersect the subspace Ld in a non-trivial way. By taking t = ±1 in (4.4) we get[

n

1

]
+

[
n

3

]
+ . . . =

[
n

2

]
+

[
n

4

]
+ . . . =

n!

2
.

It follows that under the assumptions of Theorem 4.8∑
σ∈Sn

∑
F∈Fk(CAσ )

1{F∩Ld 6={0}} = n!

(
n− 1

k − 1

)
−
∑
σ∈Sn

∑
F∈Fk(CAσ )

1{F∩Ld={0}}

=
2n!

k!

(
n− 1

k − 1

)([
k

n− d+ 1

]
+

[
k

n− d+ 3

]
+ . . .

)
=
n!

k!

(
n− 1

k − 1

)
DA(k, n− d+ k),

where we used in the first step that the number of Weyl chambers is n! and each chamber has
(
n−1
k−1

)
k-faces.
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The following lemma is an analogue to Lemma 3.15. Recall the notation FAσ (l1, . . . , ln−d+k−1)
for the k-faces of the Weyl mosaic of type An−1 from (4.5), and the notation CAσ (l1, . . . , lk−1) for
the k-faces of the Weyl chambers of type An−1 in Rn from (4.2).

Lemma 4.10. Let 1 ≤ k ≤ d and let y1, . . . , yn ∈ Rd satisfy one of the equivalent general position
assumptions (A1) or (A2). For L = {β ∈ Rn : β1y1 + . . .+ βnyn = 0} the equivalence

FAσ (l1, . . . , ln−d+k−1) = {0} ⇔ CAσ (l1, . . . , ln−d+k−1) ∩ L⊥ = {0}
holds true for all 1 ≤ l1 < . . . < ln−d+k−1 ≤ n− 1 and σ ∈ Sn.

Proof. The proof is similar to that of Lemma 3.15 and we will not explain each argument in full
detail. Let 1 ≤ l1 < . . . < ln−d+k−1 ≤ n − 1. We start with the special case σ(i) = i for all
i ∈ {1, . . . , n}. Define

F = {v ∈ Rd : f1 = . . . = fl1 ≤ fl1+1 = . . . = fl2 ≤ . . . ≤ fln−d+k−1+1 = . . . = fn},

where the fi’s are the functionals defined by fi = fi(v) := 〈v, yi〉. Then, we have

F = {0} ⇔ F ◦ ∩ linF = linF

⇔ pos{Π(yl1 − yl1+1), . . . ,Π(yln−d+k−1
− yln−d+k−1+1)} = linF,

where Π denotes the orthogonal projection onto linF . Using Lemma 3.12 and the general position
assumption (A1), this is equivalent to the fact that there are αl1 , . . . αln−d+k−1

≥ 0 that do not
vanish simultaneously and satisfy

0 = Π
(
αl1(yl1 − yl1+1) + . . .+ αln−d+k−1

(yln−d+k−1
− yln−d+k−1+1)

)
.

Since

(linF )⊥ = lin{y1 − y2, . . . , yl1−1 − yl1 , yl1+1 − yl1+2, . . . , yl2−1 − yl2 ,
. . . , yln−d+k−1+1 − yln−d+k−1+2, . . . , yn−1 − yn},

the above is equivalent to the existence of a vector (α1, . . . , αn−1) ∈ Rn−1, where αl1 , . . . , αln−d+k−1
≥

0 do not vanish simultaneously, such that

0 = α1(y1 − y2) + . . .+ αn−1(yn−1 − yn).

After regrouping the terms, the condition takes the form

0 = α1y1 + (α2 − α1)y2 + . . .+ (αn−1 − αn−2)yn−1 + (−αn−1)yn.

By setting β1 := α1, βi := αi − αi−1, 2 ≤ i ≤ n− 1 and βn := −αn−1 = −(β1 + . . .+ βn−1), this is
equivalent to the fact that there exists a vector (β1, . . . , βn) ∈ Rn satisfying β1 + . . .+ βn = 0 and

β1 + . . .+ βl1 ≥ 0, β1 + . . .+ βl2 ≥ 0, . . . , β1 + . . .+ βln−d+k−1
≥ 0,

where at least one inequality is strict, such that β1y1 + . . . + βnyn = 0. Similarly to the proof of
Lemma 3.15, we define M := {β ∈ Rn : β1 +. . .+βl1 ≥ 0, . . . , β1 +· · ·+βln−d+k−1

≥ 0, β1 +. . .+βn =
0} and obtain

F = {0} ⇔ L ∩M * linsp(M)⇔ relint(M◦) ∩ L⊥ = ∅,
where

M◦ =
(
{β ∈ Rn : 〈(

l1︷ ︸︸ ︷
1, . . . , 1, 0, . . . , 0)T , β〉 ≥ 0, . . . , 〈(

ln−d+k−1︷ ︸︸ ︷
1, . . . , 1, 0 . . . , 0)T , β〉 ≥ 0,

〈(1, . . . , 1)T , β〉 ≥ 0, 〈(1, . . . , 1)T , β〉 ≤ 0}
)◦
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= −pos
{

(1, . . . , 1, 0, . . . , 0)T , . . . , (1, . . . , 1, 0 . . . , 0)T , (1, . . . , 1)T , (−1, · · · − 1)T
}

= {x ∈ Rd : x1 = . . . = xl1 ≤ xl1+1 = . . . = xl2 ≤ . . . ≤ xln−d+k−1+1 = . . . = xn}
=: G.

Note that G is just a shorthand notation for the k-face DA
σ (l1, . . . , ln−d+k−1) of the Weyl tessellation

of type An−1, in the special case σ(i) = i. Using Lemma 2.12 and (A2), we get

F = {0} ⇔ relint(G) ∩ L⊥ = ∅ ⇔ G ∩ L⊥ = {0}, (4.6)

which is the special case σ(i) = i of Lemma 4.10. The general case is obtained in the same way as
in the proof of Lemma 3.15. We can replace y1, . . . , yn by yσ(1), . . . , yσ(n) in (4.6) for σ ∈ Sn and
get

FAσ (l1, . . . , ln−d+k−1) = {0} ⇔ G ∩ (Lσ)⊥ = {0},

where Lσ := {β ∈ Rn : β1yσ(1) + . . .+ βnyσ(n) = 0}. In the same way, we are able to derive that

G ∩ (Lσ)⊥ = {0} ⇔ g−1G ∩ L⊥ = {0} ⇔ CAσ (l1, . . . , ln−d+k−1) ∩ L⊥ = {0}

for the transformation g = gσ ∈ G(An−1), and thus, g−1 = gσ−1 . �

Proof of Theorem 4.3. Let 1 ≤ k ≤ d let y1, . . . , yn ∈ Rd satisfy one of the equivalent general
position assumptions (A1) or (A2). The proof follows that of Theorem 3.3. Using Proposition 4.6
and Lemma 4.10, we get∑

F∈FAk (y1,...,yn)

∑
C∈FAd (y1,...,yn)

1{F⊆C}

=
∑

1≤l1<...<ln−d+k−1≤n−1

l1!(l2 − l1)! · · · (n− ln−d+k−1)!
∑
σ∈Sn

1{FAσ (l1,...,ln−d+k−1)6={0}}

=
∑

1≤l1<...<ln−d+k−1≤n−1

l1!(l2 − l1)! · · · (n− ln−d+k−1)!
∑
σ∈Sn

1{CAσ (l1,...,ln−d+k−1)∩L⊥ 6={0}}

=
∑
σ∈Sn

∑
F∈Fn−d+k(CBε,σ)

1{F∩L⊥ 6={0}}

=

(
n− 1

d− k

)
n!

(n− d+ k)!

([
n− d+ k

n− d+ 1

]
+

[
n− d+ k

n− d+ 3

]
+ . . .

)
which completes the proof. Here, we used that each face CAσ (l1, . . . , ln−d+k−1) is contained in
exactly l1!(l2 − l1)! · · · (n − ln−d+k−1)! Weyl chambers CAσ . For this fact, we refer to [12, Proof of
Theorem 2.8]. Since (A2) is satisfied, we were able to apply Theorem 4.8. �

5. Expectations for random Weyl cones

In this section, we will formally define the random Weyl cones DBn and DAn , whose definitions
was already sketched in the introduction. Furthermore, we want to evaluate the expected size
functionals Yk, j of DBn and DAn , like Hug and Schneider did in [5, Theorem 4.1] for the Random
Schlfli cone, and thus, derive results for the expected geometric functionals, which we introduced
in Section 2.3.

5.1. Random Weyl cones. In this Section, we will define the random cones chosen from the Weyl
tessellations we introduced in the Sections 3 and 4.
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Type Bn. At first, we consider the Bn-case.

Definition 5.1 (Random Weyl cone of type Bn). Let Y1, . . . , Yn be random vectors in Rd that
satisfy one of the equivalent general position assumptions (B1) or (B2) a.s. Then the random
Weyl cone DBn of type Bn is obtained as follows: Among the cones of the random Weyl tessellation
WB(Y1, . . . , Yn) we pick one uniformly at random.

Due to Corollary 3.4, the number of Weyl cones in the induced tessellation WB(Y1, . . . , Yn) is
a.s. constant and the distribution of DBn is therefore given by

P(DBn ∈ B) =

∫
(Rd)n

1

DB(n, d)

∑
C∈FBd (y1,...,yn)

1B(C)PY (d(y1, . . . , yn)) (5.1)

for B ∈ B(PCd), where PY here and from now on denotes the joint probability law of (Y1, . . . , Yn)
on (Rd)n. The following lemma states that under some mild assumptions on the distribution of
(Y1, . . . , Yn) the general position assumptions (B1) and (B2) are a.s. satisfied. We will postpone
the proof to Section 6.2.

Lemma 5.2. Let µ be a σ-finite Borel measure on Rd that assigns measure zero to each affine
hyperplane, i.e. each (d − 1)-dimensional affine subspace. Furthermore, let Y1, . . . , Yn be random
vectors in Rd having a joint µn-density on (Rd)n. Then Y1, . . . , Yn satisfy the general position
assumptions (B1) and (B2) almost surely.

Remark 5.3. Special cases of the measure µ are the Lebesgue measure λλd on Rd and the spherical
Lebesgue measure σd−1 on Sd−1, since both assign measure zero to affine hyperplanes. Thus, in
the interesting case where Y1, . . . , Yn have a joint (λλd)n- or a joint (σd−1)n-density, the general
position assumptions (B1) and (B2) are a.s. satisfied. This includes the case where Y1, . . . , Yn are
independent and uniformly distributed on the unit sphere Sd−1.

If we additionally assume Y1, . . . , Yn to be symmetrically exchangeable, that is

(Y1, . . . , Yn)
d
= (ε1Yσ(1), . . . , εnYσ(n))

for every ε ∈ {±1}n and σ ∈ Sn, we can find an equivalent Definition of DBn . At first, we need the
following proposition, which is an analogue to Theorem 8.2.1 in [16], going back to the results of
Wendel in [20].

Proposition 5.4. Let Y1, . . . , Yn be random vectors in Rd, which are symmetrically exchangeable
and satisfy one of the equivalent general position assumptions (B1) or (B2) a.s. Then

q(d)
n := P({v ∈ Rd : 〈v, Y1〉 ≤ . . . ≤ 〈v, Yn〉 ≤ 0} 6= {0}) =

DB(n, d)

2nn!
.

Proof. Since the random vector (Y1, . . . , Yn) is symmetrically exchangeable, we get

q(d)
n =

∫
(Rd)n

1{{v∈Rd:〈v,y1〉≤...≤〈v,yn〉≤0}6={0}} PY (d(y1, . . . , yn))

=

∫
(Rd)n

1

2nn!

∑
(ε,σ)∈{±1}n×Sn

1{DBε,σ 6={0}} PY (d(y1, . . . , yn))

=
DB(n, d)

2nn!
.

We used Corollary 3.4 in last equation, which holds for PY -a.e. (y1, . . . , yn). �
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Proposition 5.5. Let Y1, . . . , Yn be random vectors in Rd, which are symmetrically exchangeable
satisfy one of the equivalent general position assumptions (B1) or (B2) a.s. Let G be defined as the
random cone whose distribution is that of {v ∈ Rd : 〈v, Y1〉 ≤ · · · ≤ 〈v, Yn〉 ≤ 0} conditioned on the
event that {v ∈ Rd : 〈v, Y1〉 ≤ · · · ≤ 〈v, Yn〉 ≤ 0} is different from {0}. Then

G d
= DBn .

Proof. Thus, G is a random cone with distribution given by P(G = {0}) = 0 and for B ∈ B(PCd \
{{0}}) by

P(G ∈ B) =
1

q
(d)
n

P({v ∈ Rd : 〈v, Y1〉 ≤ · · · ≤ 〈v, Yn〉 ≤ 0} ∈ B)

=
2nn!

DB(n, d)

∫
(Rd)n

1B({v ∈ Rd : 〈v, y1〉 ≤ . . . ≤ 〈v, yn〉 ≤ 0})PY (d(y1, . . . , yn)))

=
2nn!

DB(n, d)

∫
(Rd)n

1

2nn!

∑
(ε,σ)∈{±1}n×Sn

1B(DB
ε,σ)PY (d(y1, . . . , yn))

=

∫
(Rd)n

1

DB(n, d)

∑
C∈FBd (y1,...,yn)

1B(C)PY (d(y1, . . . , yn))

= P(DBn ∈ B).

Note that we used the symmetrical exchangeability of (Y1, . . . , Yn). �

Similar to the Cover-Efron cone in [5], we may define the cone, which is dual to DBn in distri-
bution.

Definition 5.6. Let Y1, . . . , Yn be random vectors in Rd, which are symmetrically exchangeable
and satisfy one of the equivalent general position assumptions (B1) or (B2). Then the random cone
CBn is defined as the cone whose distribution is that of pos{Y1− Y2, . . . , Yn−1− Yn, Yn} conditioned
on the event that pos{Y1 − Y2, . . . , Yn−1 − Yn, Yn} is not equal to Rd.

Proposition 5.7. Let Y1, . . . , Yn be random vectors in Rd, which are symmetrically exchangeable
and satisfy one of the equivalent general position assumptions (B1) or (B2) a.s. Then

CBn
d
=
(
DBn
)◦
.

Proof. The distribution of CBn satisfies P(CBn = Rd) = 0 = P(DBn = {0}) = P
((
DBn
)◦

= Rd
)
.

Moreover, for B ∈ B(PCd \ {{0}}), we have

P(CBn ∈ B) =
P(pos{Y1 − Y2, . . . , Yn−1 − Yn, Yn} ∈ B)

P(pos{Y1 − Y2, . . . , Yn−1 − Yn, Yn} 6= Rd)

=
1

q
(d)
n

∫
(Rd)n

1B(pos{y1,−y2, . . . , yn−1 − yn, yn})PY (d(y1, . . . , yn))

=
2nn!

DB(n, d)

∫
(Rd)n

1

2nn!

∑
(ε,σ)∈Sn×{±1}n

1B

(
pos{ε1yσ(1) − ε2yσ(2), . . . , εnyσ(n)}

)
× PY (d(y1, . . . , yn))

=

∫
(Rd)n

1

DB(n, d)

∑
(ε,σ)∈Sn×{±1}n

1B

((
DB
ε,σ

)◦)PY (d(y1, . . . , yn))
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=

∫
(Rd)n

1

DB(n, d)

∑
C∈FBd (y1,...,yn)

1B

(
C◦
)
PY (d(y1, . . . , yn))

= P
((
DBn
)◦ ∈ B),

where we used (2.7) and the symmetric exchangeability. The last equation follows from (5.1). �

Type An−1. Now, we introduce the analogous random cones chosen from the Weyl tessellation of
type An−1, which we defined in Section 4.2.

Definition 5.8 (Random Weyl cone of type An−1). Let Y1, . . . , Yn be random vectors in Rd that
satisfy one of the equivalent general position assumptions (A1) or (A2) a.s. Then the random Weyl
cone DAn of type An−1 is obtained as follows: Among the cones of the random Weyl tessellation
WA(Y1, . . . , Yn) we pick one uniformly at random.

Due to Corollary 4.4, the number of Weyl cones in the induced tessellation WA(Y1, . . . , Yn) is
a.s. constant. Then, the distribution of DAn is given by

P(DAn ∈ B) =

∫
(Rd)n

1

DA(n, d)

∑
C∈FAd (y1,...,yn)

1B(C)PY (d(y1, . . . , yn)) (5.2)

for B ∈ B(PCd). The following lemma states that the same mild conditions on the distribution of
(Y1, . . . , Yn) imply that (A1) and (A2) are a.s. satisfied.

Lemma 5.9. Let µ be a σ-finite Borel measure on Rd that assigns measure zero to each affine
hyperplane. Furthermore, let Y1, . . . , Yn be random vectors in Rd having a joint µn-density on
(Rd)n. Then Y1, . . . , Yn satisfy the general position assumptions (A1) and (A2) almost surely.

Proof. This follows from Lemma 5.2, since (B1) implies (A1) and (B2) implies (A2). �

If we additionally assume Y1, . . . , Yn to be exchangeable, that is

(Y1, . . . , Yn)
d
= (Yσ(1), . . . , Yσ(n))

for every σ ∈ Sn, we can provide the following equivalent construction of DAn .

Proposition 5.10. Let Y1, . . . , Yn be random vectors in Rd, which are exchangeable and satisfy one
of the equivalent general position assumptions (A1) or (A2) a.s. Let G be defined as the random
cone whose distribution is that of {v ∈ Rd : 〈v, Y1〉 ≤ · · · ≤ 〈v, Yn〉} conditioned on the event that
{v ∈ Rd : 〈v, Y1〉 ≤ · · · ≤ 〈v, Yn〉} is different from {0}. Then,

G d
= DAn .

The equivalence is proven in the same way as Proposition 5.5. Note that under the assumptions
of Proposition 5.10 we have

P({v ∈ Rd : 〈v, Y1〉 ≤ . . . ≤ 〈v, Yn〉} 6= {0}) =
DA(n, d)

n!
.

Again, we may define the cone, which is dual to DAn in distribution.

Definition 5.11. Let Y1, . . . , Yn be random vectors in Rd, which are exchangeable and satisfy one
of the equivalent general position assumptions (A1) or (A2) a.s. Then the random cone CAn is
defined as the cone whose distribution is that of pos{Y1 − Y2, . . . , Yn−1 − Yn} conditioned on the
event that pos{Y1 − Y2, . . . , Yn−1 − Yn} it is not equal to Rd.
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Proposition 5.12. Let Y1, . . . , Yn be random vectors in Rd, which are exchangeable and satisfy
one of the equivalent general position assumptions (A1) or (A2) a.s. Then

CAn
d
=
(
DAn
)◦
.

Proof. The proof is similar to the proof of Proposition 5.7 and is left to the reader. �

5.2. Expected size functionals of random Weyl cones. In this section, we want to prove our
main results on the expected size functionals of the random Weyl cones, which we already stated
in the introduction as Theorem 1.3 and Theorem 1.4. Again, we divide this section into the results
for type Bn and the results for type An−1.

Type Bn. At first, we need to state a result on the faces of the Weyl mosaic, induced in a linear
subspace. For this, we introduce the following notation. Let U ⊆ Rd be a k-dimensional linear
subspace in Rd. Recall from Section 2.4 that the hyperplane arrangement induced byAB(y1, . . . , yn)
in U is defined as AB|U (y1, . . . , yn) = {H ∩ U : H ∈ AB(y1, . . . , yn)}. The induced arrangement
AB|U (y1, . . . , yn) is explicitly given by the following hyperplanes in U :(

ΠU (yi) + ΠU (yj)
)⊥ ∩ U, 1 ≤ i < j ≤ n,(

ΠU (yi)−ΠU (yj)
)⊥ ∩ U, 1 ≤ i < j ≤ n,

ΠU (yi)
⊥ ∩ U, 1 ≤ i ≤ n.

By definition, the induced Weyl tessellation in U , which we will denote by WB|U (y1, . . . , yn),
consists of the cones of the conical tessellation in U generated by the hyperplane arrangement
AB|U (y1, . . . , yn). We denote the set of j-faces of WB|U (y1, . . . , yn) by FBj |U (y1, . . . , yn). To state
an explicit representation of these faces, we define the cones

FBε, σ|U (l1, . . . , ln−k+j) := FBε, σ(l1, . . . , ln−k+j) ∩ U,

where ε ∈ {±1}n, σ ∈ Sn, 1 ≤ j ≤ k ≤ d, and 1 ≤ l1 < . . . < ln−k+j ≤ n. Let f ′i be the linear
functionals on U given by f ′i = f ′i(v) := 〈v,ΠU (yi)〉 for i = 1, . . . , n. Since

fi(v) = 〈v, yi〉 = 〈v,ΠU (yi)〉+ 〈v, yi −ΠU (yi)〉 = 〈v,ΠU (yi)〉 = f ′i(v)

holds for all v ∈ U , we have the explicit representation

FBε, σ|U (l1, . . . , ln−k+j) =
{
v ∈ U : ε1f

′
σ(1) = . . . = εl1f

′
σ(l1) ≤ εl1+1f

′
σ(l1+1) = . . . = εl2f

′
σ(l2)

≤ . . . ≤ εln−k+j−1+1f
′
σ(ln−k+j−1+1) = . . . = εln−k+jf

′
σ(ln−k+j)

(5.3)

≤ f ′σ(ln−k+j+1) = . . . = f ′σ(n) = 0
}
,

We shall see below that if not {0}, the cones FBε, σ|U (l1, . . . , ln−k+j) are the j-faces of the induced

Weyl mosaic WB|U (y1, . . . , yn).

Lemma 5.13. Let 1 ≤ j ≤ k ≤ d and let y1, . . . , yn ∈ Rd satisfy the general position assumption
(B1). Furthermore, let U ∈ G(d, k) be in general position with respect to the hyperplane arrange-
ment AB(y1, . . . , yn). Then the following holds:

(i) For every j-face Fj ∈ FBj |U (y1, . . . , yn) of the tessellationWB|U (y1, . . . , yn) there is a unique

(d− k + j)-face F ∈ FBd−k+j(y1, . . . , yn) containing Fj and satisfying Fj = F ∩ U .

(ii) If F ∈ FBd−k+j(y1, . . . , yn) and F ∩ U 6= {0}, then F ∩ U ∈ FBj |U (y1, . . . , yn).
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Proof. At first, we show that the projections ΠU (y1), . . . ,ΠU (yn) satisfy the general position as-
sumption (B1). Take some ε ∈ {±1}n and σ ∈ Sn. Condition (B1) implies that

(ε1yσ(1) − ε2yσ(2))
⊥, . . . , (εn−1yσ(n−1) − εnyσ(n))

⊥, (εnyσ(n))
⊥

are in general position. Since U is in general position with respect to the arrangementAB(y1, . . . , yn)
containing these hyperplanes, we have that the following hyperplanes in U

U ∩ (ε1yσ(1) − ε2yσ(2))
⊥, . . . , U ∩ (εn−1yσ(n−1) − εnyσ(n))

⊥, U ∩ (εnyσ(n))
⊥

are in general position in U . Since U ∩ (z⊥) = (ΠU (z))⊥ ∩ U for every z ∈ Rd, it follows that(
ε1ΠU (yσ(1))− ε2ΠU (yσ(2))

)⊥ ∩ U, . . . , (εn−1ΠU (yσ(n−1))− εnΠU (yσ(n))
)⊥ ∩ U, (εnΠU (yσ(n))

)⊥ ∩ U
are in general position in U . Equivalently, the vectors

ε1ΠU (yσ(1))− ε2ΠU (yσ(2)), . . . , εn−1ΠU (yσ(n−1))− εnΠU (yσ(n)), εnΠU (yσ(n))

are in general position in U . This means that, under the given assumptions, (B1) is satisfied for
ΠU (y1), . . . ,ΠU (yn).

Now, we prove part (i). Let Fj ∈ FBj |U (y1, . . . , yn). We can apply Proposition 3.6(i) in the

ambient linear subspace U to the projections ΠU (y1), . . . ,ΠU (yn). It follows from this proposition
and the representation (5.3) that there are 1 ≤ l1 < . . . ≤ ln−k+j ≤ n and ε ∈ {±1}n, σ ∈ Sn, such
that

Fj = FBε,σ|U (l1, . . . , ln−k+j) = FBε,σ(l1, . . . , ln−k+j) ∩ U.

Now, we define F := FBε,σ(l1, . . . , ln−k+j). Note that F 6= {0} because Fj 6= {0}. Since (B1) is

satisfied for y1, . . . , yn, Proposition 3.6(ii) yields that F ∈ FBd−k+j(y1, . . . , yn). It follows from the
construction that F ∩ U = Fj .

The uniqueness of F ∈ FBd−k+j(y1, . . . , yn) such that F ∩ U = Fj follows from our general

position assumptions or rather from the fact that the projections ΠU (y1), . . . ,ΠU (yn) satisfy the
assumption (B1) in U . We will sketch the idea of the proof. Suppose there is another face G ∈
FBd−k+j(y1, . . . , yn) with G ∩ U = Fj . By Proposition 3.6(i) this means that there are 1 ≤ i1 <

. . . < in−k+j ≤ n and δ ∈ {±1}n, π ∈ Sn, such that G = FBδ, π(i1, . . . , in−k+j). It follows that

FBδ, π(i1, . . . , in−k+j) ∩ U = FBε,σ(l1, . . . , ln−k+j) ∩ U = Fj .

Consequently,

FBδ, π|U (i1, . . . , in−k+j) = FBε,σ(l1, . . . , ln−k+j)|U = Fj 6= {0}.

Applying Proposition 3.9 in the ambient space U to the projected vectors ΠU (y1), . . . ,ΠU (yn), we
get ε = δ, σ = π, and lj = ij for all admissible j. But this implies that F = G. This proves (i).

Now we will prove part (ii). Suppose F ∈ FBd−k+j(y1, . . . , yn) satisfying F ∩ U 6= {0}. Propo-

sition 3.6(i) implies that there are 1 ≤ l1 < . . . < ln−k+j ≤ n and ε ∈ {±1}n, σ ∈ Sn, such that

F = FBε,σ(l1, . . . , ln−k+j). As we have seen in (5.3) above, it follows

{0} 6= F ∩ U = FBε,σ|U (l1, . . . , ln−k+j).

Since ΠU (y1), . . . ,ΠU (yn) satisfy the condition (B1) in U , we can apply Proposition 3.6(ii) in the
linear subspace U , which yields that F ∩U is j-face of the induced Weyl mosaic WB|U (y1, . . . , yn).

�
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The next theorem is our main result and gives a formula for the expected size functionals Yk, j
of a random Weyl cone DBn . We stated it as Theorem 1.3 in the introduction and will restate it
here.

Theorem 5.14. Let Y1, . . . , Yn be random vectors in Rd that satisfy one of the equivalent general
position assumptions (B1) or (B2) a.s. Let DBn be a random Weyl cone of type Bn in Rd as defined
in Section 5.1. Then

EYd−k+j, d−k(DBn ) =
2k−j

(
n
k−j
)
DB(n− k + j, j)

2DB(n, d)

n!

(n− k + j)!
(5.4)

holds for all 1 ≤ j ≤ k ≤ d.

Proof. Suppose 1 ≤ j ≤ k ≤ d. Let PY be the joint probability law of (Y1, . . . , Yn) on (Rd)n. Using
the definition of the size functional and (5.1), we get

EYd−k+j, k−j(DBn ) = E
∑

F∈Fd−k+j(DBn )

Ud−k(F )

=

∫
(Rd)n

1

DB(n, d)

∑
C∈FBd (y1,...,yn)

∑
F∈FBd−k+j(C)

Ud−k(F )PY (d(y1, . . . , yn))

In order to apply the definition (2.2) of the quermassintegral Ud−k we need to verify that the
(d− k+ j)-faces F ∈ FBd−k+j(y1, . . . , yn) are a.s. no linear subspaces. Proposition 3.6(i) yields that

every such (d − k + j)-face can be represented in the form F = FBε,σ(l1, . . . , ln−k+j) for suitable
ε ∈ {±1}n, σ ∈ Sn and 1 ≤ l1 < . . . < ln−k+j ≤ n (see (3.5)). As we have seen several times before,
assumption (B1) implies that the linear hull of F is a (d−k+ j)-dimensional subspace and is given
by

Ld−k+j := {v ∈ Rd : ε1fσ(1) = . . . = εl1fσ(l1), . . . , εln−k+j+1fσ(ln−k+j+1) = . . . = εnfσ(n) = 0}.

Note that the assumptions n ≥ d and 1 ≤ j ≤ k ≤ d imply that n > k− j, and thus, n− k+ j ≥ 1.
Therefore, there are at least two groups of equations in the defining condition of linF (In the special
case l1 = n, the last group of equations is empty, but the following argument still holds). Suppose
that F is a linear subspace, then we have FBε,σ(l1, . . . , ln−k+j) = Ld−k+j . Due to the form of the
representation of F , this implies

Ld−k+j ⊆
(
εl1yσ(l1) − εl1+1yσ(l1+1)

)−
and therefore even

Ld−k+j ⊆
(
εl1yσ(l1) − εl1+1yσ(l1+1)

)⊥
.

Then, we have

Ld−k+j ∩
(
εl1yσ(l1) − εl1+1yσ(l1+1)

)⊥
= Ld−k+j ,

but assumption (B1) implies that the left-hand side is a subspace of dimension d− k+ j− 1, which
is a contradiction. Note that in the case l1 = n, we may replace εl1yσ(l1) − εl1+1yσ(l1+1) by εl1yσ(l1)

in the argument above, which leads to the same result.
Now, we can apply (2.2) and then interchange the integral and the sums. This yields

EYd−k+j, k−j(DBn ) =
1

2DB(n, d)

∫
(Rd)n

∑
F∈FBd−k+j(y1,...,yn)

∑
C∈FBd (y1,...,yn)

1{F⊆C}
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×
∫
G(d,k)

1{F∩U 6={0}} νk(dU)PY (d(y1, . . . , yn))

=
1

2DB(n, d)

∫
(Rd)n

∫
G(d,k)

∑
F∈FBd−k+j(y1,...,yn)

1{F∩U 6={0}}
∑

C∈FBd (y1,...,yn)

1{F⊆C}

× νk(dU)PY (d(y1, . . . , yn)). (5.5)

Our goal is to show that the sums inside the integrals are constant for νk-almost every U ∈ G(d, k)
and PY -almost every (y1, . . . , yn) ∈ (Rd)n. Using Lemma 5.13, we obtain∑

F∈FBd−k+j(y1,...,yn)

1{F∩U 6={0}}
∑

C∈FBd (y1,...,yn)

1{F⊆C} =
∑

Fj∈FBj |U (y1,...,yn)

∑
D∈FBk |U (y1,...,yn)

1{Fj⊆D}

(5.6)

for almost every U ∈ G(d, k) and PY -almost every (y1, . . . , yn). Indeed, by Lemma 5.13 there is a
one-to-one correspondence between the pairs F ⊆ C such that F ∩ U 6= {0} and the pairs Fj ⊆ D
as above. Note that Lemma 5.13 was applicable, since νk-almost every U ∈ G(d, k) is in general
position with respect to the arrangement AB(y1, . . . , yn), due to Remark 2.15, and almost every
set of vectors (y1, . . . , yn) satisfies the general position assumption (B1).

Applying Theorem 3.3 to the ambient linear subspace U instead of Rd and the projections
ΠU (y1), . . . ,ΠU (yn) instead of y1, . . . , yn, we obtain∑

Fj∈FBj |U (y1,...,yn)

∑
D∈FBk |U (y1,...,yn)

1{Fj⊆D} = 2k−j
(

n

k − j

)
n!

(n− k + j)!
DB(n− k + j, j). (5.7)

To see that Theorem 3.3 is applicable, note that νk-a.e. U is in general position with respect to the
arrangement AB(y1, . . . , yn) and hence the projections ΠU (y1), . . . ,ΠU (yn) satisfy assumption (B1)
as we have shown in the proof of Lemma 5.13.

Inserting (5.7) and (5.6) into (5.5), we arrive at

EYd−k+j, k−j(DBn ) =
1

2DB(n, d)
· 2k−j

(
n

k − j

)
n!

(n− k + j)!
DB(n− k + j, j),

which completes the proof. �

This theorem yields the expected number of faces, the expected quermassintegral and the
expected intrinsic volumes of a random Weyl cone DBn , as mentioned in the introduction. We
will restate the results here. Under the additional assumption that Y1, . . . , Yn are symmetrically
exchangeable, we obtain the same properties for the cone CBn defined in Definition 5.6, which is
dual to DBn in distribution.

Corollary 5.15. Let Y1, . . . , Yn be random vectors in Rd that satisfy (B1) or (B2) a.s. For j =
1, . . . , d, the expected number of j-faces of the random Weyl cone DBn of type Bn is given by

E fj(DBn ) =
2d−j

(
n
d−j
)
DB(n− d+ j, j)

DB(n, d)

n!

(n− d+ j)!
. (5.8)

If, additionally, we assume Y1, . . . , Yn to be symmetrically exchangeable, the expected number of
j-faces of CBn for j = 0, . . . , d− 1 is given by

E fj(CBn ) =
2j
(
n
j

)
DB(n− j, d− j)
DB(n, d)

n!

(n− j)!
.



CONICAL TESSELLATIONS ASSOCIATED WITH WEYL CHAMBERS 37

Note that (5.8) coincides with the formula derived in Corollary 3.5, which is not surprising.

Proof. Every j-face F ∈ FBj (Y1, . . . , Yn) is not a linear subspace a.s. Thus, the j-faces of DBn are

a.s. not linear subspaces. Then we can use (2.6) and get

E fj(DBn ) = 2EYj, 0(DBn ).

Using (5.4) with k = d, yields the desired formula.
The second property follows from E fj(CBn ) = E fj((DBn )◦) and the 1:1-correspondence between

the j-faces of a cone and the (d− j)-faces of its dual cone. �

Corollary 5.16. Let Y1, . . . , Yn be random vectors in Rd that satisfy (B1) or (B2) a.s. Then, the
expected conical quermassintegrals of the random Weyl cone DBn are given by

EUj(DBn ) =
DB(n, d− j)

2DB(n, d)
.

for j = 0, . . . , d− 1. For CBn and j = 1, . . . , d, it is given by

EUj(CBn ) =
DB(n, d)−DB(n, j)

2DB(n, d)

if we additionally assume that Y1, . . . , Yn are symmetrically exchangeable.

Proof. Replacing k and j in (5.4) both by d− j, we obtain

EUj(DBn ) = EYd, j(DBn ) = EYd, d−(d−j)(DBn ) =
DB(n, d− j)

2DB(n, d)
.

Using (2.3) and the fact that CBn is almost surely pointed, we get

EUj(CBn ) =
1

2
− EUd−j(DBn ) = EUj(CBn ) =

DB(n, d)−DB(n, j)

2DB(n, d)
.

�

Corollary 5.17. Let Y1, . . . , Yn be random vectors in Rd that satisfy (B1) or (B2) a.s. For j =
1, . . . , d, the expected conical intrinsic volumes of the random Weyl cone DBn are given by

E υj(DBn ) =
B(n, n− d+ j)

DB(n, d)
.

If we additionally assume Y1, . . . , Yn to be symmetrically exchangeable, then for j = 0, . . . , d− 1 the
expected intrinsic volumes for CBn are given by

E υj(CBn ) =
B(n, n− j)
DB(n, d)

and it holds that

E υ0(DBn ) = E υd(CBn ) =
DB(n, d)−DB(n, d− 1)

2DB(n, d)
.

Proof. We use the linear relation between the conical quermassintegrals and conical intrinsic vol-
umes given in (2.4). For j ∈ {1, . . . , d− 2}, we obtain

E υj(DBn ) = EUj−1(DBn )− EUj+1(DBn ) =
DB(n, d− j + 1)−DB(n, d− j − 1)

2DB(n, d)
=
B(n, n− d+ j)

DB(n, d)
.
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For j = d− 1 and j = d, we get

E υd−1(DBn ) = EUd−2(DBn ) =
DB(n, 2)

2DB(n, d)
=
B(n, n− 1)

DB(n, d)

and

E υd(DBn ) = EUd−1(DBn ) =
DB(n, 1)

2DB(n, d)
=

1

DB(n, d)
=

B(n, n)

DB(n, d)
.

In the case j = 0, we get

E υ0(DBn ) = E υd(CBn ) = EUd−1(CBn ) =
DB(n, d)−DB(n, d− 1)

2DB(n, d)

The expected intrinsic volumes for CBn then follow from (2.5). �

In each of these corollaries we see a great similarity to the respective results on the expected
geometric functionals of a random Schlfli cone and the random Cover-Efron cone, which Hug and
Schneider stated in [5, Section 4]. Note that υd(C) = σd−1(C)/ωd, thus the expected solid angle α
of a random Weyl cone DBn is the special case j = d of Corollary 5.17 and is given by

Eα(DBn ) = E υd(DBn ) =
1

DB(n, d)
.

Type An−1. Similarly, we obtain the expected size functionals of random Weyl cone of type An−1.
This is an analogue to Theorem 1.3.

Theorem 5.18. Let Y1, . . . , Yn be random vectors in Rd that satisfy one of the equivalent general
postition assumptions (A1) or (A2) a.s. Let DAn be a random Weyl cone of type An−1 as defined
in Section 5.1. Then

EYd−k+j, d−k(DAn ) =

(
n−1
k−j
)
DA(n− k + j, j)

2DA(n, d)

n!

(n− k + j)!
(5.9)

holds for all 1 ≤ j ≤ k ≤ d.

Proof. This is proven in the same way as Theorem 5.14 and uses the corresponding results for the
Weyl tessellation of type An−1. �

Thus, we can formulate the same corollaries for the random Weyl cone of type An−1. We omit
the proofs, since they are analogous to the Bn-case. Recall that the random cone CAn is defined
in Definition 5.11 and is dual in distribution to DAn if we additionally assume Y1, . . . , Yn to be
exchangeable.

Corollary 5.19. Let Y1, . . . , Yn be random vectors in Rd that satisfy (A1) or (A2) a.s. For j =
1, . . . , d, the expected number of j-faces of the random Weyl cone DAn of type An−1 is given by

E fj(DAn ) =

(
n−1
d−j
)
DA(n− d+ j, j)

2DA(n, d)

n!

(n− d+ j)!
.

If we additionally assume Y1, . . . , Yn to be exchangeable, the expected number of j-faces of CAn for
j = 0, . . . , d− 1 is given by

E fj(CAn ) =

(
n−1
j

)
DA(n− j, d− j)
2DA(n, d)

n!

(n− j)!
.
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Corollary 5.20. Let Y1, . . . , Yn be random vectors in Rd that satisfy (A1) or (A2) a.s. The expected
conical quermassintegrals of the random Weyl cone DAn are given by

EUj(DBn ) =
DA(n, d− j)

2DA(n, d)

for j = 0 . . . , d− 1. For CAn and j = 1, . . . , d, it is given by

EUj(CAn ) =
DA(n, d)−DA(n, j)

2DA(n, d)

if we additionally assume that Y1, . . . , Yn are exchangeable.

Corollary 5.21. Let Y1, . . . , Yn be random vectors in Rd that satisfy (A1) or (A2) a.s. For j =
1, . . . , d, the expected conical intrinsic volumes of the random Weyl cone DAn are given by

E υj(DAn ) =

[
n

n− d+ j

]
1

DA(n, d)
.

If we additionally assume Y1, . . . , Yn to be exchangeable, then for j = 0, . . . , d − 1 the expected
intrinsic volumes for CAn are given by

E υj(CAn ) =

[
n

n− j

]
1

DA(n, d)

and it holds that

E υ0(DAn ) = E υd(CAn ) =
DA(n, d)−DA(n, d− 1)

2DA(n, d)
.

6. General Positon: Proofs of Theorems 3.2, 4.2 and Lemma 5.2

6.1. Equivalences of (B1) and (B2), (A1) and (A2). We will prove the equivalence of the
general position assumptions. Recall that y1, . . . , yn ∈ Rd satisfy (B1) and (B2) if the following
holds true.

(B1) For every ε = (ε1, . . . , εn) ∈ {±1}n and σ ∈ Sn the vectors ε1yσ(1) − ε2yσ(2), ε2yσ(2) −
ε3yσ(3), . . . , εn−1yσ(n−1) − εnyσ(n), εnyσ(n) are in general position.

(B2) The linear subspace L⊥ has dimension d and is in general position with respect to the
hyperplane arrangement A(Bn), where L := {β ∈ Rn : β1y1 + · · ·+ βnyn = 0}.

Proof of Theorem 3.2. At first, we prove that (B2) implies (B1). Let (B2) hold true for y1, . . . , yn ∈
Rd, but suppose (B1) is not satisfied. Then, there exist ε ∈ {±1}n and σ ∈ Sn, such that

ε1yσ(1) − ε2yσ(2), . . . , εn−1yσ(n−1) − εnyσ(n), εnyσ(n)

are not in general position. For sake of simplicity, we first assume that εi = 1 and σ(i) = i. Thus,
y1−y2, . . . , yn−1−yn, yn are not in general position. This means that there is a subset of d or fewer
linearly dependent vectors. In general, this set is of the form

y1 − y2, . . . , yi1−1 − yi1︸ ︷︷ ︸
group 1

, yi1+1 − yi1+2, . . . , yi2−1 − yi2︸ ︷︷ ︸
group 2

, . . . , yik+1 − yik+2, . . . , yn−1 − yn, yn︸ ︷︷ ︸
group k + 1

for a k ≥ n−d and suitable indices 1 ≤ i1 < i2 < . . . < ik ≤ n. Note that each of these groups may
be empty and the set consists of n − k ≤ d vectors. This set is linearly dependent if and only if
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there exist numbers λi with i ∈ {1, . . . , n}\{i1, . . . , ik} that do not vanish simultaneously and such
that

0 = λ1(y1 − y2) + . . .+ λi1−1(yi1−1 − yi1) + λi1+1(yi1+1 − yi1+2) + . . .+ λi2−1(yi2−1 − yi2)

+ · · ·+ λik+1(yik+1 − yik+2) + . . .+ λn−1(yn−1 − yn) + λnyn

After regrouping the terms, the condition takes the form

0 = λ1y1 + (λ2 − λ1)y2 + . . .+ (λi1−1 − λi1−2)yi1−1 + (−λi1−1)yi1

+ λi1+1yi1+1 + (λi1+2 − λi1+1)yi1+2 + . . .+ (λi2−1 − λi2−2)yi2−1 + (−λi2−1)yi2 (6.1)

+ · · ·+ λik+1yik+1 + (λik+2 − λik+1)yik+2 + . . .+ (λn − λn−1)yn,

or equivalently,(
λ1, λ2 − λ1, . . . , λi1−1 − λi1−2,−λi1−1, λi1+1, λi1+2 − λi1+1, . . . , λi2−1 − λi2−2,−λi2−1,

. . . , λik+1, λik+2 − λik+1, . . . , λn − λn−1

)
∈ L,

where L = {β ∈ Rn : β1y1 + . . . + βnyn = 0}. If we denote by e1, . . . , en the standard Euclidean
basis in Rn, this holds if and only if there exist numbers λi with i ∈ {1, . . . , n}\{i1, . . . , ik} that do
not vanish simultaneously and such that the vector

λ1(e1 − e2) + . . .+ λi1−1(ei1−1 − ei1) + λi1+1(ei1+1 − ei1+2) + . . .+ λi2−1(ei2−1 − ei2)+

· · ·+ λik+1(eik+1 − eik+2) + . . .+ λn−1(en−1 − en) + λnen

lies in L. This is equivalent to

lin
{
e1 − e2, . . . , ei1−1 − ei1 , ei1+1 − ei1+2, . . . , ei2−1 − ei2 ,

. . . , eik+1 − eik+2, . . . , en−1 − en, en
}
∩ L 6= {0}.

This holds if and only if K⊥ ∩ L 6= {0}, for the k-dimensional subspace

K = {β ∈ Rn : β1 = . . . = βi1 , . . . , βik−1+1 = . . . = βik , βik+1 = . . . = βn = 0}

=
⋂

i/∈{i1,...,ik}

(ei − ei+1)⊥,

where en+1 := 0. We observe that K is the intersection of hyperplanes from the reflection arrange-
ment A(Bn). Then, K⊥ ∩ L 6= {0} is equivalent to

dim(L⊥ ∩K) = n− dim(L+K⊥) = d− n+ k − dim(L ∩K⊥) 6= d− n+ k,

since dim(L) = n − d. This means that L⊥ is not in general position to A(Bn), which is a
contradiction to (B2).

Now, we only need show that the general case follows from the previous results. If there
are ε ∈ {±1}n and σ ∈ Sn, such that ε1yσ(1) − ε2yσ(2), . . . , εn−1yσ(n−1) − εnyσ(n), εnyσ(n) are not
in general position, we can apply the above reasoning to ε1yσ(1), . . . , εnyσ(n) instead of y1, . . . , yn.
Thus, it follows that

dim
(
(Lε,σ)⊥ ∩K

)
6= d− n+ k,

where Lε,σ = {β ∈ Rn : ε1yσ(1)β1 + . . .+ εnyσ(n)βn = 0}. It is easy to see that Lε,σ = gε,σL for the
reflection gε,σ ∈ G(Bn) given by

gε,σ : (x1, . . . , xn) 7→ (ε1xσ(1), . . . , εnxσ(n)).
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Then, we have

dim
(
L⊥ ∩ g−1

ε,σK
)

= dim
(
gε,σL

⊥ ∩K
)
6= d− n+ k.

Since g−1
ε,σK is also an intersection of hyperplanes from A(Bn), we obtain that L⊥ is not in general

position to A(Bn), which is a contradiction to (B2).
It is left to prove that (B1) implies (B2). Let (B1) hold true for y1, . . . , yn ∈ Rd. This implies

that dimL⊥ = d. In order to prove this, it is enough to show that, for example, the set of d vectors
yn−d+1, . . . , yn is linearly independent. Suppose λn−d+1yn−d+1 + . . . + λnyn = 0 holds for some
λn−d+1, . . . , λn ∈ R. Representing the individual yj ’s as telescope sums, this implies

0 = λn−d+1((yn−d+1 − yn−d+2) + . . .+ (yn−1 − yn) + yn) + . . .+ λn−1((yn−1 − yn) + yn) + λnyn

= λn−d+1(yn−d+1 − yn−d+2) + . . .+ (λn−d+1 + . . .+ λn)yn

Since yn−d+1 − yn−d+2, . . . , yn−1 − yn, yn are linearly independent, due to (B1), it follows that
λn−d+1 = . . . = λn = 0, which proves the linear independence of yn−d+1, . . . , yn. Then we obtain

dimL⊥ = n− dimL = rank(y1, . . . , yn) = d.

Now, suppose L⊥ is not in general position to A(Bn). Therefore, it exists a k-dimensional
subspace K ′ that can be represented as the intersections of hyperplanes from A(Bn), such that

dim(K ′ ∩ L⊥) 6=

{
d− n+ k , k ≥ n− d
0 , k < n− d

.

The linear subspace K ′ is given by a set of equations of the following form. The coordinates
β1, . . . , βn are decomposed into k + 1 distinguishable groups. These groups are required to be
non-empty except the last one. All coordinates in the last group must be 0. For the remaining
variables there is a unique choice of signs, which multiplies each variable by +1 or −1, such that the
sign-changed variables are equal inside every group, except the last one. Then, there is a suitable
transformation gε,σ ∈ G(Bn), such that gε,σK

′ is given by

{β ∈ Rn : β1 = . . . = βi1 , . . . , βik−1+1 = . . . = βik , βik+1 = . . . = βn = 0} (6.2)

for some 1 ≤ i1 < . . . < ik ≤ n, and thus, gε,σK
′ coincides with the subspace K mentioned in the

above argument.
At first, suppose k ≥ n− d. Then dim(K ′ ∩ L⊥) 6= d− n+ k implies that also

dim
(
gε,σK

′ ∩ (Lε,σ)⊥
)

= dim
(
gε,σK

′ ∩ gε,σL⊥
)
6= d− n+ k

holds true. Now we can use the same arguments like in the first part of the proof, since all the steps
in the argument are equivalent. This implies that ε1yσ(1)−ε2yσ(2), . . . , εn−1yσ(n−1)−εnyσ(n), εnyσ(n)

are not in general position, and thus, (B1) is not satisfied. Note that the assumption k ≥ n − d
was crucial for the arguments in the first part, since this implies that the resulting set of vectors
consists of n− k ≤ d elements.

In the case k ≤ n− d, we know that dim(K ′ ∩ L⊥) 6= d− n+ k. Due to

dim(K ′ ∩ L⊥) = dim(K ′) + dim(L⊥)− dim(K ′ + L⊥) ≥ k + d− n,

this implies even dim(K ′ ∩ L⊥) > n − d + k. Thus, there is a linear subspace K ′ ⊆ K ′′ that can
also be represented as the intersection of hyperplanes from A(Bn), such that dim(K ′′) = n− d and
dim(K ′′ ∩ L⊥) 6= {0}. Note that this subspace K ′′ is obtained by deleting k − (n− d) equations in
the defining condition of K ′, e.g. in the condition in (6.2). The previous case yields that if such a
subspace K ′′ exists, the general position assumption (B1) is not satisfied, which is contradiction. �



42 THOMAS GODLAND AND ZAKHAR KABLUCHKO

The analogous result holds for the general position assumptions (A1) and (A2) of the An−1-
case, which we will restate here. We say that y1, . . . , yn ∈ Rd satisfy the general position assumptions
(A1) or (A2) if the following holds.

(A1) For every σ ∈ Sn the vectors yσ(1) − yσ(2), yσ(2) − yσ(3), . . . , yσ(n−1) − yσ(n) are in general
position.

(A2) The linear subspace L⊥ has dimension d and is in general position with respect to the
hyperplane arrangement A(An−1), where L := {β ∈ Rn : β1y1 + · · ·+ βnyn = 0}.

Proof of Theorem 4.2. This is proven in the same way as Theorem 3.2. Therefore we will only
give a short sketch of the proof. Suppose (A1) is not satisfied, then there is a σ ∈ Sn, such that
yσ(1) − yσ(2), . . . , yσ(n−1) − yσ(n) are not in general position. Consider the case σ(i) = i, for all
i = 1, . . . , n. Following the proof of Theorem 3.2 and replacing k by k − 1, this implies that there
is a linearly dependent subset of the form

y1 − y2, . . . , yi1−1 − yi1︸ ︷︷ ︸
group 1

, yi1+1 − yi2+1, . . . , yi2−1 − yi2︸ ︷︷ ︸
group 2

, . . . , yik−1+1 − yik−1+2, . . . , yn−1 − yn︸ ︷︷ ︸
group k

for a k ≥ n − d and suitable indices 1 ≤ i1 < i2 < . . . < ik−1 < n. This holds if and only if
K⊥ ∩ L 6= {0}, for the k-dimensional subspace

K = {β ∈ Rn : β1 = . . . = βi1 , βi1+1 = . . . = βi2 , . . . , βik−1+1 = . . . = βn}.
Since K is the intersection of hyperplanes from the reflection arrangement A(An−1), this implies
that L⊥ is not in general position to A(An−1), which contradicts (A2). The general case σ ∈ Sn
follows in the same way.

We already saw in the proof of Theorem 3.2 that (A1) implies dimL⊥ = d. Now, suppose L⊥

is not in general position to A(An−1). Then there is a k-dimensional linear subspace K ′ that can
be represented as the intersection of hyperplanes from A(An−1), such that

dim(K ′ ∩ L⊥) 6= max{0, d− n+ k}. (6.3)

Since in the equation defining K ′ the coordinates β1, . . . , βn are decomposed into k non-empty
groups and are required to be equal inside each group, there is a suitable reflection gσ ∈ G(An−1),
such that gσK

′ is given by

{β ∈ Rn : β1 = . . . = βi1 , βi1+1 = . . . = βi2 , . . . , βik−1+1 = . . . = βn}
for some 1 ≤ i1 < . . . < ik−1 < n. In both cases, k ≤ n − d and k > n − d, (6.3) implies that
yσ(1)− yσ(2), . . . , yσ(n−1)− yσ(n) are not in general position, which contradicts (A1). This is proven
in the same way as in the proof of Theorem 3.2. �

6.2. Proof of Lemma 5.2. Let Y1, . . . , Yn be random vectors in Rd having a joint µn-density
f on (Rd)n, where µ denotes a σ-finite measure on Rd that assigns measure zero to each affine
hyperplane. Our aim is to prove that (B1) and (B2) are satisfied a.s.

Proof of Lemma 5.2. The conditions (B1) and (B2) are equivalent, thus, we only need to prove
(B1). Since Y1, . . . , Yn have a joint density function with respect to µn, so does ε1Yσ(1), . . . , εnYσ(n),
for each ε ∈ {±1}n and σ ∈ Sn. Therefore, it suffices to prove that Y1 − Y2, . . . , Yn−1 − Yn, Yn are
in general position a.s., or equivalently, that they are not in general position with probability 0. In
order to do this, suppose there is a subset of n − k ≤ d linearly dependent vectors. Recalling the
proof of Theorem 3.2, this set is of the form

Y1 − Y2, . . . , Yi1−1 − Yi1 , Yi1+1 − Yi1+2, . . . , Yi2−1 − Yi2 , . . . , Yik+1 − Yik+2, . . . , Yn−1 − Yn, Yn
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for suitable indices 1 ≤ i1 < . . . < ik ≤ n. Thus, we are able to find numbers λi with i ∈
{1, . . . , n}\{i1, . . . , ik} that do not vanish simultaneously and such that

λ1Y1 = (λ1 − λ2)Y2 + . . .+ (λi1−2 − λi1−1)Yi1−1 + λi1−1Yi1

+ (−λi1+1)Yi1+1 + (λi1+1 − λi1+2)Yi1+2 + . . .+ (λi2−2 − λi2−1)Yi2−1 + λi2−1Yi2 (6.4)

+ · · ·+ (−λik+1)Yik+1 + (λik+1 − λik+2)Yik+2 + . . .+ (λn−1 − λn)Yn

holds true (see (6.1) solved for λ1Y1). Without loss of generality, we may assume that λ1 6= 0
(Otherwise, choose the smallest i, such that λi 6= 0 and solve for λiYi). Divide 6.4 by λ1. The
possible values of the first line coincide with the affine hull of Y2, . . . , Yi1 denoted by aff{Y2, . . . , Yi1},
since the coefficients of the Yi’s satisfy the relation

λ1 − λ2

λ1
+ . . .+

λi1−2 − λi1−1

λ1
+
λi1−1

λ1
= 1.

The dimension of this affine subspace is at most i1 − 2. The possible values of the second line of
(6.4), divided by λ1, define the linear subspace

L1 := {βi1+1Yi1+1 + . . .+ βi2Yi2 : βi1+1 + . . .+ βi2 = 0},

since the coefficients satisfy the relation

−λi1+1

λ1
+
λi1+1 − λi1+2

λ1
+ . . .+

λi2−2 − λi2−1

λ1
+
λi2−1

λ1
= 0.

Similarly, the subsequent lines, except the last one, define linear subspaces L2, . . . , Lk−1. The
dimension of the linear subspaces L1, . . . , Lk−1 is at most i2− i1− 1, . . . , ik− ik−1− 1, respectively.
Thus, (6.4) implies that

Y1 ∈ L(Y2, . . . , Yn) := aff{Y2, . . . , Yi1}+ L1 + . . .+ Lk−1 + lin{Yik+1, . . . , Yn},

and the dimension of the affine subspace L(Y2, . . . , Yn) is at most

(i1 − 2) + (i2 − i1 − 1) + . . .+ (ik − ik−1 − 1) + (n− ik) = n− k − 1 < d.

It remains to show that the event Y1 ∈ L(Y2, . . . , Yn) has probability 0. Now, since (Y1, . . . , Yn)
has a joint µn-density, the conditional µ-density of Y1 conditioned on the event that (Y2, . . . , Yn) =
(y2, . . . , yn) exists and we will denote it by f(y1|y2, . . . , yn). Following the above reasoning, we see
that

P(Y1 ∈ L(Y2, . . . , Yn))

=

∫
(Rd)n−1

P
(
Y1 ∈ L(y2, . . . , yn)

∣∣(Y2, . . . , Yn) = (y2, . . . , yn)
)
µn−1(d(y2, . . . , yn))

=

∫
(Rd)n−1

∫
L(y2,...,yn)

f(y1|y2, . . . , yn)µ(dy1)µn−1(d(y2, . . . , yn))

= 0,

since dimL(y2, . . . , yn) < d and µ assigns measure to each affine hyperplane. �
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