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#### Abstract

In response to the Numberphile video regarding the Mondrian Puzzle $\mathbb{1}$, we provide a lower bound on how many integers less than a given threshold $x$ satisfy $M(n) \neq 0$ where $M(n)$ is the quantity in which the Mondrian Puzzle is interested, i.e. the minimal difference in area between the largest and smallest rectangle in a set of incongruent, integer-sided rectangles which tile an $n$ by $n$ square.


## 1. Introduction

The Puzzle goes as follows: Dutch artist Piet Mondrian is prescribed by an art critic to, one, no longer make art works which contain congruent rectangles, two, only paint on square canvases, and three, only paint rectangles which have integer side lengths. This critic would then score Mondrian's work by how close in area all of the rectangles in the painting are. In other words, for a natural number $n \geq 3$, we let $M(n)$ denote the minimum value of this score for an $n$ by $n$ square which is the least possible difference between the largest and smallest area in a set of incongruent, integer-sided rectangles that tile an $n \times n$ square.

Figure 1, for instance, depicts a 6 by 6 canvas in which the largest rectangle has area 9 and the smallest rectangle has area 4 , hence the score for the configuration is 5 . In fact, this configurations achieves the lowest possible for a 6 by 6 canvas, so $M(6)=5$.

The problem is generally interested in upper bounds for $M(n)$, but it has been asked whether there exists a natural number $n \geq 3$ such that $M(n)=0$. Since the quantity $M(n)$ seems to generally increase (see [1]), such a number should not exist, and if proven, this would give a lower bound for $M(n)$. Typically, as is suggested by the proof methods of similar problems such as the squared square problem, i.e. whether there exists a square of integer side lengths that can be tiled by other smaller incongruent squares, one might try some sort of graph theoretic interpretation of the problem. Surprisingly, however,
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Figure 1: An instance of Mondrian's Puzzle.
one can obtain bounds through the use of elementary number theoretic manipulations and injecting standard number theory results, namely those from Sieve Theory counting $z$-rough sets, subsets of the natural numbers in which all non-unitary divisors are greater than $z$.

Theorem. We have

$$
\begin{equation*}
|\{n \leq x: M(n) \neq 0\}| \geq\left(\frac{e^{-\gamma}}{2}+o(1)\right) \frac{x}{\log \log x} \tag{1}
\end{equation*}
$$

The manipulations in the proof of the main theorem are chiefly reductions of the set in (1) which deform it into a $z$-rough set. For this, we'll need the following proposition.
Proposition 1. If $M(n)=0$, there exists a proper divisor d of $n^{2}$ such that one has the inequality

$$
\begin{equation*}
d \tau(d) \geq n^{2} \tag{2}
\end{equation*}
$$

Proof. Suppose that $M(n)=0$. Then there exists a set $S$ of rectangles which tile the $n$ by $n$ square in which all rectangles have the same area, say, $d$. We may assume $d \neq n^{2}$ as this trivially corresponds to the untiled square. Notice the identity

$$
\begin{equation*}
d|S|=n^{2} \tag{3}
\end{equation*}
$$

which comes simply from adding the areas of the rectangles to obtain the area of the square. Thus, as all quantities in (3) are positive integers, we have that $d$ must divide $n^{2}$. Furthermore, since all the rectangles in $S$ have area $d$ and have integer side lengths as prescribed by the problem, the product of the side lengths of each rectangle must themselves be $d$ (as per the area of a rectangle); the number of these pairs, i.e. pairs of natural numbers whose product is $d$, is certainly bounded by $\tau(d)$, so

$$
\begin{equation*}
|S| \leq \tau(d) \tag{4}
\end{equation*}
$$

Suppose now that (2) holds for all proper divisors $d$ of $n^{2}$. We then have by (4)

$$
n^{2}=d|S| \leq d \tau(d)
$$

The remainder of the proof is to obtain a lower bound on the number of positive integers $n \leq x$ that don't have a proper divisor which satisfies (2). Suppose that

$$
\begin{equation*}
d \tau\left(n^{2}\right)<n^{2} \tag{5}
\end{equation*}
$$

for all proper divisors $d$ of $n^{2}$. Surely, this contradicts (2) since $\tau(d)<\tau\left(n^{2}\right)$ as the divisors of $d$ are a subset of the divisors of $n^{2}$. Thus, we need only to count those natural numbers $\leq x$ which satisfy (5) (which we will see is an advantage). Similarly, $\tau\left(n^{2}\right) \leq \tau^{2}(n)$, so the even stronger condition

$$
\begin{equation*}
d \tau^{2}(n)<n^{2} \tag{6}
\end{equation*}
$$

also contradicts (2). We make another similar but more complicated reduction. For any monotonic increasing function $f(x)$, let $I(x, f(x))$ denote the set of all natural numbers $n \leq x$ such that $\tau(n)>f(x) \log x$. Let $g(x)$ be some function tending to infinity slowly, and consider the set $I(x, g(x) \log \log x)$. By the well-known asymptotic

$$
\sum_{n \leq x} \tau(n)=(1+o(1)) x \log x
$$

we have that

$$
|I(x, g(x) \log \log x)|<(1+o(1)) \frac{x}{g(x) \log \log x}=o\left(\frac{x}{\log \log x}\right)
$$

In other words, if we consider those $n \leq x$ which satisfy (6) but do not belong to $I(x, g(x) \log \log x)$, we will be skipping at most $o\left(\frac{x}{\log \log x}\right)$ of the $n \leq x$. Thus, we may assume $\tau(n) \leq g(x) \log x \log \log x$. To summarize, we wish to count those $n$ which satisfy (6) and $\tau(n) \leq g(x) \log x \log \log x$. Inserting this bound on $\tau$ into (6) gives

$$
d \cdot(g(x)(\log x)(\log \log x))^{2}<n^{2}
$$

for all proper divisors $d$ of $n^{2}$. By the symmetry of the divisors $\left(d \mid n^{2}\right.$ is equivalent to $\left.\frac{n^{2}}{d} \right\rvert\, n^{2}$ ), we obtain

$$
(g(x)(\log x)(\log \log x))^{2}<d
$$

and the condition that $d$ properly divide $n^{2}$ now turns into $d>1$. If one lets $z=$ $(g(x)(\log x)(\log \log x))^{2}$, one can say that $n^{2}$ is $z$-rough, or that $n$ is $z$-rough, since one can easily show by descent that $n^{2}$ being $z$-rough is equivalent to $n$ being $z$-rough. We can now use the Fundamental Lemma of the Selberg Sieve as in [2] to count the set of $z$-rough numbers:

$$
\{n \leq x: n \text { is } z \text {-rough }\} \geq\left(e^{-\gamma}+o(1)\right) \frac{x}{\log z}=\left(\frac{e^{-\gamma}}{2}+o(1)\right) \frac{x}{\log \log x}
$$

which gives the theorem.

## 2. The Way Forward

The above arguments seem truly maximal in that the bounds admit very little (if only constant) losses. Thus, a new idea is likely needed in order to gain a significantly better result. The following is a suggestion as to what that may look like. We begin by proving the following result.
lemma If

$$
\begin{equation*}
|\{n \leq x: M(n)=0\}|=o(x), \tag{7}
\end{equation*}
$$

then $M(n) \neq 0$ for all $n$. lemma

Proof. Suppose that $M(n)=0$ for some positive integer and $n$ and that the set of exceptions had zero density. By the definition of $M(n)$ and scaling, one would also have that $M(k n)=0$ for all positive integer $k$. This gives the set of exceptions $\leq x$ a cardinality of at least $\lfloor x / j\rfloor$.

Hence, if the set of natural numbers $n$ for which $M(n)=0$ has zero density, then no such natural numbers $n$ exist at all. Either this proof provides a path to a complete solution of lesser resistance or it illuminates the difficulty of achieving a bound like (7).

Notice that the set on the LHS of (7) is the compliment of the set we were initially bounding, and thus our search for a lower bound now turns to a much more natural (though difficult) upper bound. Of course, with our previous method, the best we could achieve is a bound of the form

$$
|\{n \leq x: M(n)=0\}| \leq x-o(x)
$$

which is quite far from what is needed. The main issue arises from the extent to which geometric knowledge about the configurations in question is limited: one only deals with the areas of the rectangles upon proving the main theorem. However, the condition $M(n)=0$ inevitably places many more constraints on a tiling than just the areas of the rectangles it contains, and thus improvements on this front which yield better bounds are conceivable.
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