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ASYMPTOTIC REDUNDANCIES FOR UNIVERSAL

QUANTUM CODING

CHRISTIAN KRATTENTHALER AND PAUL B. SLATER

Abstract. Clarke and Barron have recently shown that the Jeffreys’ invariant
prior of Bayesian theory yields the common asymptotic (minimax and maximin)
redundancy of universal data compression in a parametric setting. We seek a possi-
ble analogue of this result for the two-level quantum systems. We restrict our con-
siderations to prior probability distributions belonging to a certain one-parameter
family, q(u), −∞ < u < 1. Within this setting, we are able to compute exact redun-
dancy formulas, for which we find the asymptotic limits. We compare our quantum
asymptotic redundancy formulas to those derived by naively applying the classical
counterparts of Clarke and Barron, and find certain common features. Our results
are based on formulas we obtain for the eigenvalues and eigenvectors of 2n × 2n

(Bayesian density) matrices, ζn(u). These matrices are the weighted averages (with
respect to q(u)) of all possible tensor products of n identical 2×2 density matrices,
representing the two-level quantum systems. We propose a form of universal coding
for the situation in which the density matrix describing an ensemble of quantum
signal states is unknown. A sequence of n signals would be projected onto the
dominant eigenspaces of ζn(u).

1. Introduction

A theorem has recently been proven [30, 47] (cf. [7, 19, 35]), in the context of
quantum information theory [7, 40], that is analogous to the noiseless coding theorem
of classical information theory. In the quantum result, the von Neumann entropy
[39, 58],

S(ρ) = −Tr ρ log ρ (1.1)

(equalling the Shannon entropy of the probability distribution formed by the eigen-
values of ρ) of the density matrix,

ρ =
∑

a

p(a)πa, (1.2)

Key words and phrases. Quantum information theory, two-level quantum systems, universal data
compression, asymptotic redundancy, Jeffreys’ prior, Bayes redundancy, Schumacher compression,
ballot paths, Dyck paths, relative entropy, Bayesian density matrices, quantum coding, Bayes codes,
monotone metric, symmetric logarithmic derivative, Kubo-Mori/Bogoliubov metric.
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describing an ensemble of pure quantum signal states, is equal to log 2 ≈ .693147 times
the number of quantum bits (“qubits”) — that is, the number of two-dimensional
Hilbert spaces — necessary to represent the signal faithfully. (Although the binary
logarithm is usually used in the quantum coding literature, we employ the natural
logarithm throughout this paper, chiefly to facilitate comparisons of our results with
those of Clarke and Barron [16, 17, 18]. p(a) is the probability of the message a from
a particular source coded into a “signal state” — having a state vector denoted by
the ket |aM〉 — of a quantum system M . The density matrices πa are the projections
πa = |aM〉〈aM |, with 〈aM | being a bra in the dual Hilbert space.)

The proof of the quantum coding theorem is based on the existence of a “typical
subspace” Λ of the 2n-dimensional Hilbert space of n qubits, which has the property
that, with high probability, a sample of n qubits has almost unit projection onto
Λ. Since it has been shown that the dimension of Λ is enS(ρ), the operation that
the data compressor (a unitary transformation mapping n-qubit strings to n-qubit
strings) should perform involves “transposing” the subspace Λ into the Hilbert space
of a smaller block of nS(ρ)/.693147 qubits [19]. (Lo [35] has generalized this work
for an ensemble of mixed quantum signal states.)

In this study we dispense with the assumption that a priori information (other
than its dimensionality) is available regarding ρ. Somewhat similarly motivated,
Calderbank and Shor [12] modified the definition of fidelity — a measure of the success
of transmission of quantum states — because “previous papers discuss channels that
transmit some distribution of states given a priori, whereas we want our channel to
faithfully transmit any pure input state”. They took as their measure, the fidelity
for the pure state transmitted least faithfully.

Proceeding in a noninformative Bayesian framework [9, 49, 50, 51], we seek to
extend to the two-level quantum systems, recent results of Clarke and Barron [16, 17,
18] giving various forms of the asymptotic redundancy of universal data compression
for parameterized families of probability distributions. “The redundancy is the excess
of the [coding] cost over the entropy. The goal of data compression is to diminish
redundancy” ([33], reviewed in [20]). “The idea of universal coding, suggested by
Kolmogorov, is to construct a code for data sequences such that asymptotically, as the
length of the sequence increases, the mean per symbol code length would approach the
entropy of whatever process in a family has generated the data” [45]. For an extensive
commentary on the results of Clarke and Barron, see [45]. Also see [15], for some
recent related research, as well as a discussion of various rationales that have been
employed for using the (classical) Jeffreys’ prior — a possible quantum counterpart
of which will be of interest here — for Bayesian purposes, cf. [32]. Let us also bring
to the attention of the reader that in a brief review of [17], the noted statistician,
I. J. Good, commented that Clarke and Barron “ have presumably overlooked the
reviewer’s work” and cited, in this regard [27, 28]. (It should be noted that in these
papers, Good uses a more general objective function — a two-parameter utility —
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than the relative entropy, chosen by Clarke and Barron over alternative measures [16,
p. 454]. Good does conclude that Jeffreys’ invariant prior is the minimax, that is,
the least favorable, prior when the utility is the “weight of the evidence” in the sense
of C. S. Pierce, that is, the relative entropy.)

Clarke and Barron [16, 17, 18] found the asymptotic redundancy to be given by

d

2
log

n

2πe
+

1

2
log det I(θ) − logw(θ) + o(1). (1.3)

Here, θ is a d-dimensional vector of variables parameterizing a family (manifold) of
probability distributions. I(θ) is the d× d Fisher information matrix — the negative
of the expected value of the Hessian of the logarithm of the density function — and
w(θ) is the prior density. The asymptotic minimax redundancy was shown to be
[17, 18]

d

2
log

n

2πe
+ log

∫

K

√

det I(θ) dθ + o(1), (1.4)

where K is a compact set in the interior of the domain of the parameters.
In this investigation, instead of probability densities as in [16, 17, 18], we employ

density matrices (nonnegative definite Hermitian matrices of unit trace) and instead
of the classical form of the relative entropy (the Kullback–Leibler information mea-
sure), its quantum counterpart [39, 58] (cf. [44]),

S(ρ1, ρ2) = Tr ρ1(log ρ1 − log ρ2), (1.5)

that is, the relative entropy of the density matrix ρ1 with respect to ρ2.
The three-dimensional convex set of 2 × 2 density matrices that will be the focus

of our study has members representable in the form,

ρ =
1

2

(

1 + z x− iy
x+ iy 1 − z

)

. (1.6)

Such matrices correspond, in a one-to-one fashion, to the standard (complex) two-
level quantum systems — notably, those of spin-1/2 (electrons, protons, . . . ) and
massless spin-1 particles (photons). (If we set x = y = 0 in (1.6), we recover a
classical binomial distribution, with the probability of “success”, say, being (1+ z)/2
and of “failure”, (1− z)/2. Setting either x or y to zero, puts us in the framework of
real — as opposed to complex — quantum mechanics.) The points (x, y, z) must lie
within the unit ball (“Bloch sphere” [11]), x2 + y2 + z2 ≤ 1, due to the requirement
for ρ of nonnegative eigenvalues. (The points on the bounding spherical surface,
x2+y2+z2 = 1, corresponding to the pure states, will be shown to exhibit nongeneric
behavior, see (2.38) and the respective comments in Sec. 3 (cf. [24]).) We have, for
(1.6), using spherical coordinates (r, ϑ, φ), so that r = (x2 + y2 + z2)1/2,

S(ρ) = −(1 − r)

2
log

(1 − r)

2
− (1 + r)

2
log

(1 + r)

2
. (1.7)
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A composite system of n identical independent (unentangled) two-level quantum

systems is represented by the 2n×2n density matrix
n
⊗ρ — possessing a von Neumann

entropy nS(ρ) [39, 58]. (In noncommutative probability theory, independence can be
based on free products instead of tensor products [55]. Along with the real and
complex forms of quantum mechanics, a quaternionic version exists [22], for which
the [presumed] quantum Jeffreys’ prior has been found for the two-level systems —
corresponding to the five-dimensional unit ball/“Bloch sphere” [49]. However, the
definition of a tensor product is somewhat problematical in this context [1, 21].)

In [49] it was argued that the quantum Fisher information matrix (requiring —
due to noncommutativity — the computation of symmetric logarithmic derivatives
[42]) for the density matrices (1.6) should be taken to be of the form

I(θ) =
1

(1 − x2 − y2 − z2)





1 − y2 − z2 xy xz
xy 1 − x2 − z2 yz
xz yz 1 − x2 − y2



 . (1.8)

The quantum counterpart of the Jeffreys’ prior was, then, taken to be the normalized
form (dividing by π2) of the square root of the determinant of (1.8), that is,

(1 − x2 − y2 − z2)−1/2/π2. (1.9)

Analogously, the classical Jeffreys’ prior is proportional to the square root of the
determinant of the classical Fisher information matrix [9].

On the basis of the result of Clarke and Barron [17, 18] that the Jeffreys’ prior
yields the asymptotic common (minimax and maximin) redundancy (that is, the
least favorable and reference priors are the same), it was conjectured [52] that its
assumed quantum counterpart (1.9) would have similar properties, as well. (The
Jeffreys’ prior has been “shown to be a minimax solution in a — two person —
zero sum game, where the statistician chooses the ‘non-informative’ prior and nature
chooses the ‘true’ prior” [9, 31]. Quantum mechanics itself has been asserted to arise
from a Fisher-information transfer zero sum game [23].) To examine this possibility,
(1.9) was embedded as a specific member (u = .5) of a one-parameter family of
spherically-symmetric/unitarily-invariant probability densities,

q(u) =
Γ(5/2 − u)

π3/2 Γ(1 − u) (1 − x2 − y2 − z2)u
, −∞ < u < 1. (1.10)

(Under unitary transformations of ρ, the assigned probability is invariant.) For u = 0,
we obtain a uniform distribution over the unit ball. (This has been used as a prior over
the two-level quantum systems, at least, in one study [34].) For u → 1, the uniform
distribution over the spherical boundary (the locus of the pure states) is approached.
(This is often employed as a prior, for example [29, 34, 36].) For u → −∞, a Dirac
distribution concentrated at the origin (corresponding to the fully mixed state) is
approached.
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Embeddings of (1.9) in other (possibly, multiparameter) families are, of course,
possible and may be pursued in further research. Ideally, we would aspire to formally
demonstrate — if it is, in fact, so — that (1.9) can be uniquely characterized vis-à-vis

all other possible probability distributions over the unit ball. Due to the present lack
of any such fully rigorous treatment, analogous to that of Clarke and Barron, we rely

upon an exploratory heuristic computational strategy. This involves averaging
n
⊗ρ

with respect to q(u). Doing so yields a one-parameter family of 2n × 2n Bayesian
density matrices (Bayes codes or estimators [18, 16, 37]), ζn(u), −∞ < u < 1,
exhibiting highly interesting properties.

We explicitly find (in Sec. 2) the eigenvalues and eigenvectors of the matrices ζn(u)

and determine the relative entropy (1.5) of
n
⊗ρ with respect to ζn(u). We do this

by using identities for hypergeometric series and some combinatorics. (It is also
possible to obtain some of our results by making use of representation theory of
SU(2). An even more general result was derived by combining these two approaches.
We comment on this issue at the end of Sec. 3.)

The matrices ζn(u) should prove useful for the universal version of Schumacher
data compression [7, 19, 30, 47] by projecting blocks of n signals (qubits) onto those
“typical” subspaces of 2n-dimensional Hilbert space corresponding to as many of
the dominant eigenvalues of ζn(u) as it takes to exceed a sum 1 − ǫ. (This can be
accomplished by a unitary transformation, the inverse of which would be used in the
decoding step [7]. In the corresponding nonuniversal quantum coding context, the

projection onto the dominant eigenvalues of
n
⊗ρ yields fidelity greater than 1−2ǫ [30]

and distortion less than 2ǫ [35], cf. [5].) For all u, the leading one of the
⌊

n
2

⌋

+ 1
distinct eigenvalues has multiplicity n + 1, and belongs to the (n + 1)-dimensional
(Bose–Einstein) symmetric subspace [3]. (Projection onto the symmetric subspace
has been proposed as a method for stabilizing quantum computations, including
quantum state storage [4].) For u = 1/2, the leading eigenvalue can be obtained by

dividing the n+ 1-st Catalan number — that is, 1
n+2

(

2(n+1)
n+1

)

— by 4n. (The Catalan
numbers “are probably the most frequently occurring combinatorial numbers after
the binomial coefficients” [53].)

Let us (naively) attempt to apply the formulas of Clarke and Barron [17, 18] —
(1.4) and (1.3) above — to the quantum context under investigation here. We do
this by setting d to 3 (the dimensionality of the unit ball — which we take as K),

det I(θ) to (1−x2 − y2 − z2)−1 (cf. (1.8)), so that
∫

K

√

det I(θ) dθ is π2, and w(θ) to
q(u). Then, we obtain from the expression for the asymptotic minimax redundancy
(1.4),

3

2
(logn− log 2 − 1) +

1

2
log π + o(1), (1.11)
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and from the expression for the asymptotic redundancy itself (1.3),

3

2
(log n− log 2 − 1) − (1 − u) log(1 − r2) + log Γ(1 − u) − log Γ

(

5

2
− u

)

+ o(1)

(1.12)

We shall (in Sec. 3) compare these two formulas, (1.11) and (1.12), with the results
of Sec. 2 and find some striking similarities and coincidences, particularly associated
with the fully mixed state (r = 0). These findings will help to support the working
hypothesis of this study — that there are meaningful extensions to the quantum do-
main of the (commutative probabilistic) theorems of Clarke and Barron. However,
we find that although the minimax property of the Jeffreys’ prior appears to carry
over, the maximin property does not strictly, but only in an approximate sense. In
any case, we can not formally rule out the possibility that the actual global (per-
haps common) minimax and maximin are achieved for probability distributions not
belonging to the one-parameter family q(u).

Let us point out to the reader the quite recent important work of Petz and Sudar
[42]. They demonstrated that in the quantum case — in contrast to the classical
situation in which there is, as originally shown by Chentsov [14], essentially only one
monotone metric and, therefore, essentially only one form of the Fisher information
— there exists an infinitude of such metrics. “The monotonicity of the Riemannian
metric g is crucial when one likes to imitate the geometrical approach of [Chentsov].
An infinitesimal statistical distance has to be monotone under stochastic mappings.
We note that the monotonicity of g is a strengthening of the concavity of the von
Neumann entropy. Indeed, positive definiteness of g is equivalent to the strict concav-
ity of the von Neumann entropy . . . and monotonicity is much more than positivity”
[41].

The monotone metrics on the space of density matrices are given [42] by the op-
erator monotone functions f(t) : R

+ → R
+, such that f(1) = 1 and f(t) = tf(1/t).

For the choice f = (1 + t)/2, one obtains the minimal metric (of the symmetric log-
arithmic derivative), which serves as the basis of our analysis here. “In accordance
with the work of Braunstein and Caves, this seems to be the canonical metric of
parameter estimation theory. However, expectation values of certain relevant ob-
servables are known to lead to statistical inference theory provided by the maximum
entropy principle or the minimum relative entropy principle when a priori informa-
tion on the state is available. The best prediction is a kind of generalized Gibbs
state. On the manifold of those states, the differentiation of the entropy functional
yields the Kubo-Mori/Bogoliubov metric, which is different from the metric of the
symmetric logarithmic derivative. Therefore, more than one privileged metric shows
up in quantum mechanics. The exact clarification of this point requires and is worth
further studies” [42]. It remains a possibility, then, that a monotone metric other
than the minimal one (which corresponds to q(.5), that is (1.9)) may yield a common
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global asymptotic minimax and maximin redundancy, thus, fully paralleling the clas-
sical/nonquantum results of Clarke and Barron [16, 17, 18]. We intend to investigate
such a possibility, in particular, for the Kubo-Mori/Bogoliubov metric [41, 42, 43].

2. Analysis of a One-Parameter Family of Bayesian Density Matrices

In this section, we implement the analytical approach described in the Introduction
to extending the work of Clarke and Barron [17, 18] to the realm of quantum me-
chanics, specifically, the two-level systems. Such systems are representable by density
matrices ρ of the form (1.6). A composite system of n independent (unentangled) and
identical two-level quantum systems is, then, represented by the n-fold tensor prod-

uct
n
⊗ρ. In Theorem 1 of Sec. 2.1, we average

n
⊗ρ with respect to the one-parameter

family of probability densities q(u) defined in (1.10), obtaining the Bayesian density
matrices ζn(u) and formulas for their 22n entries. Then, in Theorem 2 of Sec. 2.2,
we are able to explicitly determine the 2n eigenvalues and eigenvectors of ζn(u). Us-

ing these results, in Sec. 2.3, we compute the relative entropy of
n
⊗ρ with respect

to ζn(u). Then, in Sec. 2.4, we obtain the asymptotics of this relative entropy for
n → ∞. In Sec. 2.5, we compute the asymptotics of the von Neumann entropy (see
(1.1)) of ζn(u). All these results will enable us, in Sec. 3, to ascertain to what extent
the results of Clarke and Barron could be said to carry over to the quantum domain.

2.1. Entries of the Bayesian density matrices ζn(u). The n-fold tensor product
n
⊗ρ is a 2n×2n matrix. To refer to specific rows and columns of

n
⊗ρ, we index them by

subsets of the n-element set {1, 2, . . . , n}. We choose to employ this notation instead
of the more familiar use of binary strings, in order to have a more succinct way of
writing our formulas. For convenience, we will subsequently write [n] for {1, 2, . . . , n}.
Thus,

n
⊗ρ can be written in the form

n
⊗ρ =

(

RIJ

)

I,J∈[n]
,

where

RIJ =
1

2n
(1 + z)n∈∈(1 − z)n/∈/∈(x+ iy)n/∈∈(x− iy)n∈/∈, (2.1)

with n∈∈ denoting the number of elements of [n] contained in both I and J , n/∈/∈

denoting the number of elements not in both I and J , n/∈∈ denoting the number of
elements not in I but in J , and n∈/∈ denoting the number of elements in I but not in
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J . In symbols,

n∈∈ = |I ∩ J |,
n/∈/∈ = |[n]\(I ∪ J)|,
n/∈∈ = |J\I|,
n∈/∈ = |I\J |.

We consider the average ζn(u) of
n
⊗ρ with respect to the probability density q(u)

defined in (1.10) taken over the unit sphere {(x, y, z) : x2 + y2 + z2 ≤ 1}. This
average can be described explicitly as follows.

Theorem 1. The average ζn(u),

∫

x2+y2+z2≤1

( n
⊗ ρ
)

q(u) dx dy dz,

equals the matrix (ZIJ)I,J∈[n], where

ZIJ = δn/∈∈,n∈/∈

(n−n∈∈−n/∈/∈

2

)

!

× 1

2n

Γ
(

5
2
− u
)

Γ
(

2 + n
2

+ n∈∈

2
− n/∈/∈

2
− u
)

Γ
(

2 + n
2

+
n/∈/∈

2
− n∈∈

2
− u
)

Γ
(

5
2

+ n
2
− u
)

Γ
(

2 + n
2
− u
)

Γ
(

2 + n
2
− n∈∈

2
− n/∈/∈

2
− u
) . (2.2)

Here, δi,j denotes the Kronecker delta, δi,j = 1 if i = j and δi,j = 0 otherwise.

Remark. It is important for later considerations to observe that because of the term
δn/∈∈,n∈/∈

in (2.2) the entry ZIJ is nonzero if and only if the sets I and J have the same
cardinality. If I and J have the same cardinality, c say, then ZIJ only depends on
n∈∈, the number of common elements of I and J , since in this case n/∈/∈ is expressible
as n− 2c+ n∈∈.

Proof of Theorem 1. To compute ZIJ , we have to compute the integral

∫

x2+y2+z2≤1

RIJ q(u) dx dy dz. (2.3)

For convenience, we treat the case that n∈∈ ≥ n/∈/∈ and n/∈∈ ≥ n∈/∈. The other four
cases are treated similarly.
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First, we rewrite the matrix entries RIJ ,

1

2n
(1 + z)n∈∈(1 − z)n/∈/∈(x+ iy)n/∈∈(x− iy)n∈/∈

=
1

2n
(1 − z2)n∈∈(1 − z)n/∈/∈−n∈∈(x2 + y2)n/∈∈(x− iy)n∈/∈−n/∈∈

=
1

2n

∑

j,k,l≥0

(−1)j+k(−i)l

(

n∈∈

j

)(

n/∈/∈ − n∈∈

k

)(

n∈/∈ − n/∈∈

l

)

· z2j+k(x2 + y2)n/∈∈xn∈/∈−n/∈∈−lyl. (2.4)

Of course, in order to compute the integral (2.3), we transform the Cartesian coor-
dinates into polar coordinates,

x = r sin ϑ cosϕ

y = r sin ϑ sinϕ

z = r cos ϑ,

0 ≤ ϕ ≤ 2π, 0 ≤ ϑ ≤ π.

Thus, using (2.4), the integral (2.3) is transformed into

1

2n

∑

j,k,l≥0

∫ 1

0

∫ π

0

∫ 2π

0

(−1)j+k(−i)l

(

n∈∈

j

)(

n/∈/∈ − n∈∈

k

)(

n∈/∈ − n/∈∈

l

)

· r2j+k+n/∈∈+n∈/∈+2
(

cos2j+k ϑ
) (

sinn/∈∈+n∈/∈+1 ϑ
)

·
(

cosn∈/∈−n/∈∈−l ϕ
) (

sinl ϕ
) Γ(5/2 − u)

π3/2 Γ(1 − u) (1 − r2)u
dϕ dϑ dr. (2.5)

To evaluate this triple integral we use the following standard formulas:

∫ π

0

sin2M ϑ cos2N ϑ dϑ = π
(2M − 1)!! (2N − 1)!!

(2M + 2N)!!
, (2.6a)

∫ π

0

sin2M+1 ϑ cos2N ϑ dϑ = 2
(2M)!! (2N − 1)!!

(2M + 2N + 1)!!
(2.6b)

and

∫ 2π

0

sin2M+1 ϑ cos2N ϑ dϑ = 0, (2.6c)

∫ π

0

sin2M ϑ cos2N+1 ϑ dϑ = 0, (2.6d)

∫ π

0

sin2M+1 ϑ cos2N+1 ϑ dϑ = 0, (2.6e)
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for any nonnegative integers M and N . Furthermore, we need the beta integral

∫ 1

0

rm

(1 − r2)u
dr =

Γ
(

m+1
2

)

Γ(1 − u)

2 Γ
(

m+3
2

− u
) . (2.7)

Now we consider the integral over ϕ in (2.5). Using (2.6c) and (2.6d), we see that
each summand in (2.5) vanishes if n/∈∈ has a parity different from n∈/∈. On the other
hand, if n/∈∈ has the same parity as n∈/∈, then we can evaluate the integrals over ϕ
using (2.6a) and (2.6e). Discarding for a moment the terms independent of ϕ and l,
we have

∑

l≥0

∫ 2π

0

(−i)l

(

n∈/∈ − n/∈∈

l

)

(

cosn∈/∈−n/∈∈−l ϕ
) (

sinl ϕ
)

dϕ

=
∑

l≥0

(−1)l

(

n∈/∈ − n/∈∈

2l

)

2π
(2l − 1)!! (n∈/∈ − n/∈∈ − 2l − 1)!!

(n∈/∈ − n/∈∈)!!

= 2π
(n∈/∈ − n/∈∈ − 1)!!

(n∈/∈ − n/∈∈)!!

∑

l≥0

(

(n∈/∈ − n/∈∈)/2

l

)

(−1)l

= 2π δn∈/∈,n/∈∈
,

the last line being due to the binomial theorem. These considerations reduce (2.5) to

δn∈/∈,n/∈∈

1

2n

∑

j,k≥0

∫ 1

0

∫ π

0

(−1)j+k

(

n∈∈

j

)(

n/∈/∈ − n∈∈

k

)

· r2j+k+2n/∈∈+2
(

cos2j+k ϑ
) (

sin2n/∈∈+1 ϑ
) 2 Γ(5/2 − u)

π1/2 Γ(1 − u) (1 − r2)u
dϑ dr.

Using (2.6c), (2.6e) and (2.7) this can be further simplified to

δn∈/∈,n/∈∈

1

2n

∑

j,k≥0

(−1)j

(

n∈∈

j

)(

n/∈/∈ − n∈∈

2k

)

2 (2j + 2k − 1)!! (2n/∈∈)!!

(2j + 2k + 2n/∈∈ + 1)!!

· Γ(j + k + n/∈∈ + 3/2) Γ(1 − u)

2 Γ(j + k + n/∈∈ + 5/2 − u)

2 Γ(5/2 − u)

π1/2 Γ(1 − u)
. (2.8)

Next we interchange sums over j and k and write the sum over k in terms of the
standard hypergeometric notation

rFs

[

a1, . . . , ar

b1, . . . , bs
; z

]

=

∞
∑

k=0

(a1)k · · · (ar)k

k! (b1)k · · · (bs)k
zk ,
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where the shifted factorial (a)k is given by (a)k := a(a + 1) · · · (a + k − 1), k ≥ 1,
(a)0 := 1. Thus we can write (2.8) in the form

δn∈/∈,n/∈∈

1

2n

∑

k≥0

(

n/∈/∈ − n∈∈

2k

)

(2k − 1)!!n/∈∈! Γ
(

5
2
− u
)

2k+1 Γ
(

5
2

+ k + n/∈∈ − u
)

· 2F1

[

1
2

+ k,−n∈∈
5
2

+ k + n/∈∈ − u
; 1

]

. (2.9)

The 2F1 series can be summed by means of Gauß’ 2F1 summation (see e.g. [48,
(1.7.6); Appendix (III.3)])

2F1

[

a, b
c

; 1

]

=
Γ(c) Γ(c− a− b)

Γ(c− a) Γ(c− b)
, (2.10)

provided the series terminates or Re(c − a − b) ≥ 0. Applying (2.10) to the 2F1 in
(2.9) (observe that it is terminating) and writing the sum over k as a hypergeometric
series, the expression (2.9) becomes

δn∈/∈,n/∈∈

1

2n

Γ(2 + n∈∈ + n/∈∈ − u) Γ
(

5
2
− u
)

n/∈∈!

Γ
(

5
2

+ n∈∈ + n/∈∈ − u
)

Γ(2 + n/∈∈ − u)

× 2F1

[

n∈∈

2
− n/∈/∈

2
, 1

2
+ n∈∈

2
− n/∈/∈

2
5
2

+ n∈∈ + n/∈∈ − u
; 1

]

.

Another application of (2.10) gives

δn∈/∈,n/∈∈

1

2n

× Γ(2 + n∈∈ + n/∈∈ − u) Γ(2 + n/∈/∈ + n/∈∈ − u) Γ
(

5
2
− u
)

n/∈∈!

Γ
(

5
2

+ n∈∈

2
+

n/∈/∈

2
+ n/∈∈ − u

)

Γ
(

2 + n∈∈

2
+

n/∈/∈

2
+ n/∈∈ − u

)

Γ(2 + n/∈∈ − u)
.

(2.11)

Trivially, we have n = n∈∈+n/∈/∈+n/∈∈+n∈/∈. Since (2.11) vanishes unless n/∈∈ = n∈/∈,
we can substitute (n−n∈∈−n/∈/∈)/2 for n/∈∈ in the arguments of the gamma functions.
Thus, we see that (2.11) equals (2.2). This completes the proof of the Theorem.

2.2. Eigenvalues and eigenvectors of the Bayesian density matrices ζn(u).

With the explicit description of the result ζn(u) of averaging
n
⊗ρ with respect to

q(u) at our disposal, we now proceed to describe the eigenvalues and eigenspaces of
ζn(u). The eigenvalues are given in Theorem 2. Lemma 4 gives a complete set of
eigenvectors of ζn(u). The reader should note that, though complete, this is simply
a set of linearly independent eigenvectors and not a fully orthogonal set.
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Theorem 2. The eigenvalues of the 2n × 2n matrix ζn(u), the entries of which are

given by (2.2), are

λd =
1

2n

Γ
(

5
2
− u
)

Γ(2 + n− d− u) Γ(1 + d− u)

Γ
(

5
2

+ n
2
− u
)

Γ(2 + n
2
− u) Γ(1 − u)

, d = 0, 1, . . . ,
⌊n

2

⌋

, (2.12)

with respective multiplicities

(n− 2d+ 1)2

(n+ 1)

(

n + 1

d

)

. (2.13)

The Theorem will follow from a sequence of Lemmas. We state the Lemmas first,
then prove Theorem 2 assuming the truth of the Lemmas, and after that provide
proofs of the Lemmas.

In the first Lemma some eigenvectors of the matrix ζn(u) are described. Clearly,
since ζn(u) is a 2n × 2n matrix, the eigenvectors are in 2n-dimensional space. As
we did previously, we index coordinates by subsets of [n], so that a generic vector is
(xS)S∈[n]. In particular, given a subset T of [n], the symbol eT denotes the standard
unit vector with a 1 in the T -th coordinate and 0 elsewhere, i.e., eT = (δS,T )S∈[n].

Now let d, s be integers with 0 ≤ d ≤ s ≤ n − d and let A and B be two disjoint
d-element subsets A and B of [n]. Then we define the vector vd,s(A,B) by

vd,s(A,B) :=
∑

X⊆A

Y ⊆[n]\(A∪B), |Y |=s−d

(−1)|X| eX∪X′∪Y , (2.14)

where X ′ is the “complement of X in B” by which we mean that if X consists of the
i1-, i2-, . . . -largest elements of A, i1 < i2 < · · · , then X ′ consists of all elements of
B except for the i1-, i2-, . . . -largest elements of B. For example, let n = 7. Then
the vector v2,3({1, 3}, {2, 5}) is given by

e{2,4,5} + e{2,5,6} + e{2,5,7} − e{1,4,5} − e{1,5,6} − e{1,5,7}

− e{2,3,4} − e{2,3,6} − e{2,3,7} + e{1,3,4} + e{1,3,6} + e{1,3,7}. (2.15)

(In this special case, the possible subsets X of A = {1, 3} in the sum in (2.14) are
∅, {1}, {3}, {1, 3}, with corresponding complements in B = {2, 5} being {2, 5}, {5},
{2}, ∅, respectively, and the possible sets Y are {4}, {6}, {7}.) Observe that all sets
X ∪X ′ ∪ Y which occur as indices in (2.14) have the same cardinality s.

Lemma 3. Let d, s be integers with 0 ≤ d ≤ s ≤ n − d and let A and B be disjoint

d-element subsets of [n]. Then vd,s(A,B) as defined in (2.14) is an eigenvector of the

matrix ζn(u), the entries of which are given by (2.2), for the eigenvalue λd, where λd

is given by (2.12).

We want to show that the multiplicity of λd equals the expression in (2.13). Of
course, Lemma 3 gives many more eigenvectors for λd. Therefore, in order to describe
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a basis for the corresponding eigenspace, we have to restrict the collection of vectors
in Lemma 3.

We do this in the following way. Fix d, 0 ≤ d ≤ ⌊n/2⌋. Let P be a lattice path
in the plane integer lattice Z

2, starting in (0, 0), consisting of n − d up-steps (1, 1)
and d down-steps (1,−1), which never goes below the x-axis. Figure 1 displays an
example with n = 7 and d = 2. Clearly, the end point of P is (n, n − 2d). We call
a lattice path which starts in (0, 0) and never goes below the x-axes a ballot path.
(This terminology is motivated by its relation to the (two-candidate) ballot problem,
see e.g. [38, Ch. 1, Sec. 1]. An alternative term for ballot path which is often used is
“Dyck path”, see e.g. [56, p. I-12].) We will use the abbreviation “b.p.” for “ballot
path” in displayed formulas.

• • • • • • • •

• • • • • • • •

• • • • • • • •

• • • • • • • •

• • • • • • • •

�
�@

@�
�

�
�@

@�
�

�
�

.....

.....

.....

•

•
1 2 3

4 5 6

7

Ballot paths

Figure 1

Given such a lattice path P , label the steps from 1 to n, as is indicated in Figure 1.
Then define AP to be set of all labels corresponding to the first d up-steps of P and
BP to be set of all labels corresponding to the d down-steps of P . In the example
of Figure 1 we have for the choice d = 2 that AP = {1, 3} and BP = {2, 5}. Thus,
to each d and s, 0 ≤ d ≤ s ≤ n − d, and P as above we can associate the vector
vd,s(AP , BP ). In our running example of Figure 1 the vector v2,3(P ) would hence be
v2,3({1, 3}, {2, 5}), the vector in (2.15). To have a more concise form of notation, we
will write vd,s(P ) for vd,s(AP , BP ) from now on.

Lemma 4. The set of vectors

{vd,s(P ) : 0 ≤ d ≤ s ≤ n− d, P a ballot path from (0, 0) to (n, n− 2d)} (2.16)

is linearly independent.

The final Lemma tells us how many such vectors vd,s(P ) there are.

Lemma 5. The number of ballot paths from (0, 0) to (n, n−2d) is n−2d+1
n+1

(

n+1
d

)

. The

total number of all vectors in the set (2.16) is 2n.

Now, let us for a moment assume that Lemmas 3–5 are already proved. Then,
Theorem 2 follows immediately, as it turns out.
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Proof of Theorem 2. Consider the set of vectors in (2.16). By Lemma 3 we
know that it consists of eigenvectors for the matrix ζn(u). In addition, Lemma 4 tells
us that this set of vectors is linearly independent. Furthermore, by Lemma 5 the
number of vectors in this set is exactly 2n, which is the dimension of the space where
all these vectors are contained. Therefore, they must form a basis of the space.

Lemma 3 says more precisely that vd,s(P ) is an eigenvector for the eigenvalue λd.
From what we already know, this implies that for fixed d the set

{vd,s(P ) : d ≤ s ≤ n− d, P a ballot path from (0, 0) to (n, n− 2d)}
forms a basis for the eigenspace corresponding to λd. Therefore, the dimension of the
eigenspace corresponding to λd equals the number of possible numbers s times the
number of possible lattice paths P . This is exactly

(n− 2d+ 1)
(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

,

the number of possible lattice paths P being given by the first statement of Lemma 5.
This expression equals exactly the expression (2.13). Thus, Theorem 2 is proved.

Now we turn to the proofs of the Lemmas.

Proof of Lemma 3. Let d, s and A,B be fixed, satisfying the restrictions in the
statement of the Lemma. We have to show that

ζn(u) · vd,s(A,B) = λdvd,s(A,B).

Restricting our attention to the I-th component, we see from the definition (2.14) of
vd,s(A,B) that we need to establish

∑

X⊆A

Y ⊆[n]\(A∪B), |Y |=s−d

ZI,X∪X′∪Y (−1)|X| =



















λd(−1)|U | if I is of the form U ∪ U ′ ∪ V
for some U and V , U ⊆ A,

V ⊆ [n]\(A ∪ B), |V | = s− d

0 otherwise.

(2.17)

We prove (2.17) by a case by case analysis. The first two cases cover the case “oth-
erwise” in (2.17), the third case treats the first alternative in (2.17).

Case 1. The cardinality of I is different from s. As we observed earlier, the
cardinality of any set X ∪X ′∪Y which occurs as index at the left-hand side of (2.17)
equals s. The cardinality of I however is different from s. As we observed in the
Remark after Theorem 1, this implies that any coefficient ZI,X∪X′∪Y on the left-hand
side vanishes. Thus, (2.17) is proved in this case.

Case 2. The cardinality of I equals s, but I does not have the form U ∪U ′ ∪ V for

any U and V , U ⊆ A, V ⊆ [n]\(A ∪B), |V | = s− d. Now the sum on the left-hand
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side of (2.17) contains nonzero contributions. We have to show that they cancel each
other. We do this by grouping summands in pairs, the sum of each pair being 0.

Consider a set X ∪ X ′ ∪ Y which occurs as index at the left-hand side of (2.17).
Let e be minimal such that

either: the e-th largest element of A and the e-th largest element of B are both
in I,
or: the e-th largest element of A and the e-th largest element of B are both not
in I.

That such an e must exist is guaranteed by our assumptions about I. Now consider
X and X ′. If the e-th largest element of A is contained in X then the e-th largest
element of B is not contained in X ′, and vice versa. Define a new set X̄ by adding
to X the e-th largest element of A if it is not already contained in X, respectively by
removing it from X if it is contained in X. Then, it is easily checked that

ZI,X∪X′∪Y = ZI,X̄∪X̄′∪Y .

On the other hand, we have (−1)|X| = −(−1)|X̄| since the cardinalities of X and X̄
differ by ±1. Both facts combined give

ZI,X∪X′∪Y (−1)|X| + ZI,X̄∪X̄′∪Y (−1)|X̄| = 0.

Hence, we have found two summands on the left-hand side of (2.17) which cancel
each other.

Summarizing, this construction finds for any X, Y sets X̄, Y such that the corre-
sponding summands on the left-hand side of (2.17) cancel each other. Moreover, this
construction applied to X̄, Y gives back X, Y . Hence, what the construction does is
exactly what we claimed, namely it groups the summands into pairs which contribute
0 to the whole sum. Therefore the sum is 0, which establishes (2.17) in this case also.

Case 3. I has the form U ∪ U ′ ∪ V for some U and V , U ⊆ A, V ⊆ [n]\(A ∪ B),
|V | = s − d. This assumption implies in particular that the cardinality of I is s.
From the Remark after the statement of Theorem 1 we know that in our situation
ZI,X∪X′∪Y depends only on the number of common elements in I and X ∪ X ′ ∪ Y .
Thus, the left-hand side in (2.17) reduces to

∑

j,k≥0

N(j, k) (−1)|U |+j k!
1

2n

Γ
(

5
2
− u
)

Γ(2 + n− s− u) Γ(2 + s− u)

Γ
(

5
2

+ n
2
− u
)

Γ
(

2 + n
2
− u
)

Γ(2 + k − u)
, (2.18)

where N(j, k) is the number of sets X ∪ X ′ ∪ Y , for some X and Y , X ⊆ A, Y ⊆
[n]\(A ∪ B), |Y | = s− d, which have s − k elements in common with I, and which
have d−j elements in common with I∩(A∪B) = U∪U ′. Clearly, we used expression
(2.2) with n∈∈ = s− k and n/∈/∈ = n− s− k.

To determine N(j, k), note first that there are
(

d
j

)

possible sets X ∪ X ′ which

intersect U ∪ U ′ in exactly d − j elements. Next, let us assume that we already
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made a choice for X ∪ X ′. In order to determine the number of possible sets Y
such that X ∪ X ′ ∪ Y has s − k elements in common with I, we have to choose
(s − k) − (d − j) = s − d + j − k elements from V , for which we have

(

s−d
s−d+j−k

)

possibilities, and we have to choose s − d − (s − d + j − k) = k − j elements from
[n]\(I ∪ A ∪ B) to obtain a total number of s elements, for which we have

(

n−s−d
k−j

)

possibilities. Hence,

N(j, k) =

(

d

j

)(

s− d

k − j

)(

n− s− d

k − j

)

. (2.19)

So it remains to evaluate the double sum (2.18), using the expression (2.19) for
N(j, k).

We start by writing the sum over j in (2.18) in hypergeometric notation,

(−1)|U | 1

2n

Γ(5
2
− u) Γ(2 + n− s− u) Γ(2 + s− u)

Γ(2 − u) Γ(2 + n
2
− u) Γ(5

2
+ n

2
− u)

×
∞
∑

k=0

(d− s)k (d− n + s)k

(1)k (2 − u)k
3F2

[

−k,−k,−d
1 − d− k + s, 1 − d− k + n− s

; 1

]

.

To the 3F2 series we apply a transformation formula of Thomae (see e.g. [25, (3.1.1)]),

3F2

[

a, b,−m
d, e

; 1

]

=
(−b+ e)m

(e)m
3F2

[

−m, b,−a + d
d, 1 + b− e−m

; 1

]

(2.20)

where m is a nonnegative integer. We write the resulting 3F2 again as a sum over
j, then interchange sums over k and j, and write the (now) inner sum over k in
hypergeometric notation. Thus we obtain

(−1)|U | 1

2n

Γ(5
2
− u) Γ(2 + n− s− u) Γ(2 + s− u)

Γ(5
2

+ n
2
− u) Γ(2 + n

2
− u) Γ(2 − u)

×
∞
∑

j=0

(−d)j (1 − d+ s)j

(1)j (2 − u)j
2F1

[

j − n+ s, d− s
2 + j − u

; 1

]

.

The 2F1 series in this expression is terminating because d−s is a nonpositive integer.
Hence, it can be summed by means of Gauß’ sum (2.10). Writing the remaining sum
over j in hypergeometric notation, the above expression becomes

(−1)|U | 1

2n

Γ(5
2
− u) Γ(2 + n− d− u) Γ(2 + s− u)

Γ(5
2

+ n
2
− u) Γ(2 + n

2
− u) Γ(2 + s− d− u)

2F1

[

−d, 1 − d+ s
2 − d+ s− u

; 1

]

.

Again, the 2F1 series is terminating and so is summable by means of (2.10). Thus,
we get

(−1)|U | 1

2n

Γ
(

5
2
− u
)

Γ(2 + n− d− u) Γ(1 + d− u)

Γ
(

5
2

+ n
2
− u
)

Γ(2 + n
2
− u) Γ(1− u)

,
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which is exactly the expression (2.12) for λd times (−1)|U |. This proves (2.17) in this
case.

The proof of Lemma 3 is now complete.

Proof of Lemma 4. We know from Lemma 3 that vd,s(P ) lies in the eigenspace
for the eigenvalue λd, with λd being given in (2.12). The λd’s, d = 0, 1, . . . , ⌊n/2⌋,
are all distinct, so the corresponding eigenspaces are linearly independent. Therefore
it suffices to show that for any fixed d the set of vectors

{vd,s(P ) : d ≤ s ≤ n− d, P a ballot path from (0, 0) to (n, n− 2d)}
is linearly independent.

On the other hand, a vector vd,s(A,B) lies in the space spanned by the standard
unit vectors eT with |T | = s. Clearly, as s varies, these spaces are linearly indepen-
dent. Therefore, it suffices to show that for any fixed d and s the set of vectors

{vd,s(P ) : P a ballot path from (0, 0) to (n, n− 2d)}
is linearly independent.

So, let us fix integers d and s with 0 ≤ d ≤ s ≤ n − d, and let us suppose that
there is some vanishing linear combination

∑

P b.p. from (0,0) to (n,n−2d)

cP vd,s(P ) = 0. (2.21)

We have to establish that cP = 0 for all ballot paths P from (0, 0) to (n, n− 2d).
We prove this fact by induction on the set of ballot paths from (0, 0) to (n, n−2d).

In order to make this more precise, we need to impose a certain order on the ballot
paths. Given a ballot path P from (0, 0) to (n, n − 2d), we define its front portion

FP to be the portion of P from the beginning up to and including P ’s d-th up-step.
For example, choosing d = 2, the front portion of the ballot path in Figure 1 is
the subpath from (0, 0) to (3, 1). Note that FP can be any ballot path starting in
(0, 0) with d up-steps and less than d down-steps. We order such front portions
lexicographically, in the sense that F1 is before F2 if and only if F1 and F2 agree
up to some point and then F1 continues with an up-step while F2 continues with a
down-step.

Now, here is what we are going to prove: Fix any possible front portion F . We
shall show that cP = 0 for all P with front portion FP equal to F , given that it

is already known that cP ′ = 0 for all P ′ with a front portion FP ′ that is before F .

Clearly, by induction, this would prove cP = 0 for all ballot paths P from (0, 0) to
(n, n− 2d).

Let F be a possible front portion, i.e., a ballot path starting in (0, 0) with exactly
d up-steps and less than d down-steps. As we did earlier, label the steps of F by
1, 2, . . . , and denote the set of labels corresponding to the down-steps of F by BF .
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We write b for |BF |, the number of all down-steps of F . Observe that then the total
number of steps of F is d+ b.

Now, let T be a fixed (d − b)-element subset of {d + b + 1, d + b + 2, . . . , n}.
Furthermore, let S be a set of the form S = BF ∪ S1 ∪ S2, where S1 ⊆ T and
S2 ⊆ {d+ b+ 1, d+ b+ 2, . . . , n}\T , and such that |S| = s.

We consider the coefficient of eS in the left-hand side of (2.21). To determine this
coefficient, we have to determine the coefficient of eS in vd,s(P ), for all P . We may
concentrate on those P whose front portion FP is equal to or later than F , since our
induction hypothesis says that cP = 0 for all P with FP before F . So, let P be a
ballot path from (0, 0) to (n, n− 2d) with front portion equal to or later than F . We
claim that the coefficient of eS in vd,s(P ) is zero unless the set BP of down-steps of
P is contained in S.

Let the coefficient of eS in vd,s(P ) be nonzero. To establish the claim, we first
prove that the front portion FP of P has to equal F . Suppose that this is not the
case. Then the front portion of P runs in parallel with F for some time, say for the
first (m− 1) steps, with some m ≤ d+ b, and then F continues with an up-step and
FP continues with a down-step (recall that FP is equal to or later than F ). By (2.14)
we have

vd,s(P ) :=
∑

X⊆AP

Y ⊆[n]\(AP∪BP ), |Y |=s−d

(−1)|X| eX∪X′∪Y . (2.22)

We are assuming that the coefficient of eS in vd,s(P ) is nonzero, therefore S must be
of the form S = X ∪X ′∪Y , with X, Y as described in (2.22). We are considering the
case that the m-th step of FP is a down-step, whence m ∈ BP , while the m-th step of
F is an up-step, whencem /∈ BF . By definition of S, we have S∩{1, 2 . . . , d+b} = BF ,
whence m /∈ S.

Summarizing so far, we have m ∈ BP , m /∈ S, for some m ≤ d + b, and S =
X ∪ X ′ ∪ Y , for some X, Y as described in (2.22). In particular we have m /∈ X ′.
Now recall that X ′ is the “complement of X in BP ”. This says in particular that, if
m is the i-th largest element in BP , then the i-th largest element of AP , a say, is an
element of X, and so of S. By construction of AP and BP , a is smaller than m, so in
particular a < d+ b. As we already observed, there holds S ∩ {1, 2, . . . , d+ b} = BF ,
so we have a ∈ BF , i.e., the a-th step of F is a down-step. On the other hand, we
assumed that P and F run in parallel for the first (m− 1) steps. Since a ∈ AP , the
set of up-steps of P , the a-th step of P is an up-step. We have a ≤ m− 1, therefore
the a-th step of F must be an up-step also. This is absurd. Therefore, given that
the coefficient of eS in vd,s(P ) is nonzero, the front portion FP of P has to equal F .

Now, let P be a ballot path from (0, 0) to (n, n − 2d) with front portion equal to
F , and suppose that S has the form S = X ∪ X ′ ∪ Y , for some X, Y as described
in (2.22). By definition of the front portion, the set AP of up-steps of P has the
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property AP ∩ {1, 2, . . . , d+ b} = {1, 2, . . . , d+ b}\BF . Since |BF | = b, these are the
labels of exactly d up-steps. Since the cardinality of AP is exactly d by definition, we
must have AP = {1, 2, . . . , d + b}\BF . Because of S ∩ {1, 2, . . . , d+ b} = BF , which
we already used a number of times, AP and S are disjoint, which in particular implies
that AP and X are disjoint. However, X is a subset of AP by definition, so X must
be empty. This in turn implies that X ′ = BP . This says nothing else but that the
set BP of down-steps of P equals X ′ and so is contained in S. This establishes our
claim.

In fact, we proved more. We saw that S has the form S = X∪X ′∪Y , with X = ∅.
This implies that the coefficient of eS in vd,s(P ), as given by (2.22), is actually +1.
Comparison of coefficients of eS in (2.21) then gives

∑

P b.p. from (0,0) to (n,n−2d)

FP =F, BP ⊆S

cP = 0, (2.23)

for any S = BF ∪ S1 ∪ S2, where S1 ⊆ T and S2 ⊆ {d + b + 1, d + b + 2, . . . , n}\T ,
and such that |S| = s.

Now, we sum both sides of (2.23) over all such sets S, keeping the cardinality of S1

and S2 fixed, say |S1| = d−b−j, enforcing |S2| = s−d+j, for a fixed j, 0 ≤ j ≤ d−b.
For a fixed ballot path P from (0, 0) to (n, n−2d), with front portion F , with d−b−k
down-steps in T , and hence with k down-steps in {d+b+1, d+b+2, . . . , n}\T , there
are

(

k
k−j

)

such sets S1 ⊆ T containing all the d − b − k down-steps of P in T , and

there are
(

n−(d+b)−(d−b)−k
s−d+j−k

)

such sets S2 ⊆ {d + b + 1, d + b + 2, . . . , n}\T containing

all the k down-steps of P in {d+ b+ 1, d+ b+ 2, . . . , n}\T . Therefore, summing up
(2.23) gives

∑

k≥0

(

k

j

)(

n− 2d− k

n− d− s− j

)(

∑

P b.p. from (0,0) to (n,n−2d)

FP =F, |BP∩T |=d−b−k

|BP∩({d+b+1,d+b+2,...,n}\T )|=k

cP

)

= 0, j = 0, 1, . . . , d− b.

(2.24)

Denoting the inner sum in (2.24) by C(k), we see that (2.24) represents a non-
degenerate triangular system of linear equations for C(0), C(1), . . . , C(d− b). There-
fore, all the quantities C(0), C(1), . . . , C(d−b) have to equal 0. In particular, we have
C(0) = 0. Now, C(0) consists of just a single term cP , with P being the ballot path
from (0, 0) to (n, n−2d), with front portion F , and the labels of the d− b down-steps
besides those of F being exactly the elements of T . Therefore, we have cP = 0 for this
ballot path. The set T was an arbitrary (d− b)-subset of {d+ b+1, d+ b+2, . . . , n}.
Thus, we have proved cP = 0 for any ballot path P from (0, 0) to (n, n − 2d) with
front portion F . This completes our induction proof.
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Proof of Lemma 5. That the number of ballot paths from (0, 0) to (n, n− 2d)
equals n−2d+1

n+1

(

n+1
d

)

is a classical combinatorial result (see e.g. [38, Theorem 1 with
t = 1]). From this it follows that the total number of vectors in the set (2.16) is

⌊n/2⌋
∑

d=0

(n− 2d+ 1)
(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

. (2.25)

To evaluate this sum, note that the summand is invariant under the substitution
d → n − 2d + 1. Therefore, extending the range of summation in (2.25) to d =
0, 1, . . . , n + 1 and dividing the result by 2 gives the same value. So, the cardinality
of the set (2.16) is also given by

1

2

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n + 1

d

)

.

Using the simple identity

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

= (n + 1)

(

n+ 1

d

)

− 4n

(

n

d− 1

)

+ 4n

(

n− 1

d− 2

)

,

the last sum can be decomposed into

n + 1

2

n+1
∑

d=0

(

n+ 1

d

)

− 2n

n+1
∑

d=1

(

n

d− 1

)

+ 2n

n+1
∑

d=2

(

n− 1

d− 2

)

.

Each of these sums can be evaluated by the binomial theorem, and thus the expression
reduces to 2n. This completes the proof of the Lemma.

In fact, Theorem 2 can be generalized to a wider class of matrices.

Theorem 6. Let ζ̃n(u) = (Z̃IJ)I,J∈[n] be the 2n × 2n matrix defined by

Z̃IJ := δn/∈∈,n∈/∈

(n−n∈∈−n/∈/∈

2

)

!

Γ
(

2 +
n−n∈∈−n/∈/∈

2
− u
) · f(n∈∈ − n/∈/∈),

where n∈∈, etc., have the same meaning as earlier, and where f(x) is a function of

x which is symmetric, i.e., f(x) = f(−x). Then, the eigenvalues of ζ̃n(u) are

λd,s = f(n− 2s)
Γ(2 + n− d− u) Γ(1 + d− u)

Γ(2 + n− s− u) Γ(2 + s− u) Γ(1 − u)
, 0 ≤ d ≤ s ≤ n− d,

(2.26)

with respective multiplicities

n− 2d+ 1

n + 1

(

n + 1

d

)

, (2.27)

independent of s.
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Proof. The above proof of Theorem 2 has to be adjusted only insignificantly to
yield a proof of Theorem 6. In particular, the vector vd,s(A,B) as defined in (2.14)
is an eigenvector for λd,s, for any two disjoint d-element subsets A and B of [n], and

the set (2.16) is a basis of eigenvectors for ζ̃n(u).

2.3. The relative entropies of
n

⊗ ρ with respect to the Bayesian density

matrices ζn(u). We now apply the preceding results to compute the relative entropy

of
n
⊗ρ with respect to ζn(u). Utilizing the definition (1.5) of relative entropy and

employing the property [39, 58] that S(
n
⊗ρ) = nS(ρ), it is given by

−nS(ρ) − Tr
( n
⊗ρ · log ζn(u)

)

. (2.28)

The term S(ρ) has been given in (1.7). Concerning the second term in (2.28), we
have the following theorem.

Theorem 7. Let ζn(u) = (ZIJ)I,J∈[n] be the matrix with entries ZIJ given in (2.2).
Then, we have

Tr
( n
⊗ρ · log ζn(u)

)

=

⌊n/2⌋
∑

d=0

n− 2d+ 1

n+ 1

(

n+ 1

d

)

1

2n+1r

(

(1+r)n+1−d(1−r)d−(1+r)d(1−r)n+1−d
)

log λd,

(2.29)

with λd as given in (2.12).

Before we move on to the proof, we note that Theorem 7 gives us the following

expression for the relative entropy of
n
⊗ρ with respect to ζn(u)

Corollary 8. The relative entropy of
n
⊗ρ with respect to ζn(u) equals

n

2
(1 − r) log((1 − r)/2) +

n

2
(1 + r) log((1 + r)/2)

−
⌊n/2⌋
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

· 1

2n+1r

(

(1 + r)n−d+1(1 − r)d − (1 + r)d(1 − r)n−d+1
)

log λd, (2.30)

with λd as given in (2.12).

Proof of Theorem 7. One way of determining the trace of a linear operator L
is to choose a basis of the vector space, {vI : I ∈ [n]} say, write the action of L on
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the basis elements in the form

LvI = cIvI + linear combination of vJ ’s, J 6= I,

and then form the sum
∑

I cI of the “diagonal” coefficients, which gives exactly the
trace of L.

Clearly, we choose as a basis our set (2.16) of eigenvectors for ζn(u). To determine

the action of
n
⊗ρ · log ζn(u) we need only to find the action of

n
⊗ρ on the vectors in

the set (2.16). We claim that this action can be described as

( n
⊗ ρ
)

· vd,s(P )

=
1

2n

(

∑

k≥j≥0

(−1)j

(

d

j

)(

s− d

k − j

)(

n− s− d

k − j

)

(1 + z)s−k(x2 + y2)k(1 − z)n−s−k

)

· vd,s(P ) + linear combination of eigenvectors

vd′,s′(P
′) with s′ 6= s, (2.31)

for any basis vector vd,s(P ) in (2.16).

To see this, consider the I-th component of
( n
⊗ ρ
)

· vd,s(P ), i.e., the coefficient of

eI in
( n
⊗ ρ
)

· vd,s(P ), I ∈ [n]. By the definition (2.14) of vd,s(P ) it equals

∑

X⊆AP

Y ⊆[n]\(AP∪BP ), |Y |=s−d

RI,X∪X′∪Y (−1)|X|, (2.32)

where RIJ denotes the (I, J)-entry of
n
⊗ρ. (Recall that RIJ is given explicitly in

(2.1).) Now, it should be observed that we did a similar calculation already, namely
in the proof of Lemma 3. In fact, the expression (2.32) is almost identical with the
left-hand side of (2.17). The essential difference is that ZIJ is replaced by RIJ for
all J (the nonessential difference is that A,B are replaced by AP , BP , respectively).
Therefore, we can partially rely upon what was done in the proof of Lemma 3.

We distinguish between the same cases as in the proof of Lemma 3.

Case 1. The cardinality of I is different from s. We do not have to worry about
this case, since eI then lies in the span of vectors vd′,s′(P

′) with s′ 6= s, which is taken
care of in (2.31).

Case 2. The cardinality of I equals s, but I does not have the form U ∪ U ′ ∪ V
for any U and V , U ⊆ AP , V ⊆ [n]\(AP ∪ BP ), |V | = s − d. Essentially the same
arguments as those in Case 2 in the proof of Lemma 3 show that the term (2.32)
vanishes for this choice of I. Of course, one has to use the explicit expression (2.1)
for RIJ .

Case 3. I has the form U∪U ′∪V for some U and V , U ⊆ AP , V ⊆ [n]\(AP ∪BP ),
|V | = s − d. In Case 3 in the proof of Lemma 3 we observed that there are N(j, k)
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sets X ∪ X ′ ∪ Y , for some X and Y , X ⊆ AP , Y ⊆ [n]\(AP ∪ BP ), |Y | = s − d,
which have s − k elements in common with I, and which have d − j elements in
common with I ∩ (AP ∪BP ) = U ∪U ′, where N(j, k) is given by (2.19). Then, using
the explicit expression (2.1) for RIJ , it is straightforward to see that the expression
(2.32) equals

1

2n

∑

k≥j≥0

(−1)|U |+j

(

d

j

)(

s− d

k − j

)(

n− s− d

k − j

)

(1 + z)s−k(x2 + y2)k(1 − z)n−s−k

in this case. This establishes (2.31).

Now we are in the position to write down an expression for the trace of
n
⊗ρ·log ζn(u).

By Theorem 2 and by (2.31) we have
( n
⊗ρ · log ζn(u)

)

· vd,s(P )

=
1

2n

(

∑

k≥j≥0

(−1)j

(

d

j

)(

s− d

k − j

)(

n− s− d

k − j

)

(1 + z)s−k(x2 + y2)k(1 − z)n−s−k

)

· log λd · vd,s(P ) + linear combination of eigenvectors

vd′,s′(P
′) with s′ 6= s. (2.33)

From what was said at the beginning of this proof, in order to obtain the trace of
n
⊗ρ · log ζn(u), we have to form the sum of all the “diagonal” coefficients in (2.33).
Using the first statement of Lemma 5 and replacing x2 + y2 by r2 − z2, we see that
it is

⌊n/2⌋
∑

d=0

log λd
(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

1

2n

n−d
∑

s=d

∑

k≥j≥0

(−1)j

(

d

j

)(

s− d

k − j

)(

n− s− d

k − j

)

· (1 + z)s−k(r2 − z2)k(1 − z)n−s−k. (2.34)

In order to see that this expression equals (2.29), we have to prove

n−d
∑

s=d

d
∑

j=0

s
∑

k=j

(−1)j

(

d

j

)(

s− d

k − j

)(

n− s− d

k − j

)

(1 + z)s−k(r2 − z2)k(1 − z)n−s−k

=
1

2r

(

(1 + r)n+1−d(1 − r)d − (1 + r)d(1 − r)n+1−d
)

. (2.35)

We start with the left-hand side of (2.35) and write the inner sum in hypergeometric
notation, thus obtaining

n−d
∑

s=d

d
∑

j=0

(1 − z)n−s−j(1 + z)s−j(r2 − z2
)j (−d)j

(1)j
2F1

[

d− n+ s, d− s
1

;
r2 − z2

1 − z2

]

.
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To the 2F1 series we apply the transformation formula ([48, (1.8.10), terminating
form]

2F1

[

a,−m
c

; z

]

=
(c− a)m

(c)m
2F1

[

−m, a
1 + a− c−m

; 1 − z

]

,

where m is a nonnegative integer. We write the resulting 2F1 series again as a sum
over k. In the resulting expression we exchange sums so that the sum over j becomes
the innermost sum. Thus, we obtain

n−d
∑

s=d

s−d
∑

k=0

(

1 − r2
)k

(1 − z)n−s−k(1 + z)s−k

· (d− s)k (n− d− s+ 1)s−d (d− n+ s)k

(1)k (1)s−d (2d− n)k

d
∑

j=0

(

d

j

)(

z2 − r2

1 − z2

)j

.

Clearly, the innermost sum can be evaluated by the binomial theorem. Then, we
interchange sums over s and k. The expression that results is

⌊n/2⌋−d
∑

k=0

(

1 − r2
)d+k

(1 − z)n−2d−2k (2d+ k − n)k

(1)k

·
n−2d−2k
∑

s=0

(

n− 2d− 2k

s

)(

1 + z

1 − z

)s

.

Again, we can apply the binomial theorem. Thus, we reduce our expression on the
left-hand side of (2.35) to

2n−2d
(

1 − r2
)d

⌊n/2⌋−d
∑

k=0

(

d− n
2

)

k

(

d− n
2

+ 1
2

)

k

(2d− n)k k!
(1 − r2)k.

Now, we replace (1 − r2)k by its binomial expansion
∑k

l=0(−1)l
(

k
l

)

r2l, interchange
sums over k and l, and write the (now) inner sum over k in hypergeometric notation.
This gives

2n−2d
(

1 − r2
)d
( ⌊n/2⌋−d
∑

l=0

(−1)lr2l (d− n
2
)l (

1
2

+ d− n
2
)l

(1)l (2d− n)l

· 2F1

[

d+ l − n
2
, 1

2
+ d+ l − n

2
2d+ l − n

; 1

])

.
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Finally, this 2F1 series can be summed by means of Gauß’ summation (2.10). Sim-
plifying, we have

(

1 − r2
)d

⌊n/2⌋−d
∑

l=0

(

n− 2d+ 1

2l + 1

)

r2l,

which is easily seen to equal the right-hand side in (2.35). This completes the proof
of the Theorem.

2.4. Asymptotics of the relative entropy of
n

⊗ρ with respect to ζn(u). In the
preceding subsection, we obtained in Corollary 8 the general formula (2.30) for the

relative entropy of
n
⊗ρ with respect to the Bayesian density matrix ζn(u). We, now,

proceed to find its asymptotics for n→ ∞. We prove the following theorem.

Theorem 9. The asymptotics of the relative entropy of
n
⊗ρ with respect to ζn(u) for

a fixed r with 0 ≤ r < 1 is given by

3

2
logn− 1

2
− 3

2
log 2 − (1 − u) log(1 − r2) +

1

2r
log

(

1 − r

1 + r

)

+ log Γ(1 − u) − log Γ(5/2 − u) +O

(

1

n

)

. (2.36)

In the case r = 0, this means that the asymptotics is given by the expression (2.36)
in the limit r ↓ 0, i.e., by

3

2
log n− 3

2
− 3

2
log 2 + log Γ(1 − u) − log Γ(5/2 − u) +O

(

1

n

)

. (2.37)

For any fixed ε > 0, the O(.) term in (2.36) is uniform in u and r as long as

0 ≤ r ≤ 1 − ε.
For r = 1 the asymptotics is given by

(2 − u) logn+ (2u− 3) log 2 +
1

2
log π − log Γ(5/2 − u) +O

(

1

n

)

. (2.38)

Also here, the O(.) term is uniform in u.

Remark. It is instructive to observe that, although a comparison of (2.36) and (2.38)

seems to suggest that the asymptotics of the relative entropy of
n
⊗ρ with respect to

ζn(u) behaves completely differently for 0 ≤ r < 1 and r = 1, the two cases are really
quite compatible. In fact, letting r tend to 1 in (2.36) shows that (ignoring the error
term) the asymptotic expression approaches +∞ for u < 1/2, −∞ for u > 1/2, and
it approaches 3

2
log n− 1

2
− 5

2
log 2+ 1

2
log π for u = 1/2. This indicates that, for r = 1,

the order of magnitude of the relative entropy of
n
⊗ρ with respect to ζn(u) should be

larger than 3
2
logn if u < 1/2, smaller than 3

2
log n if u > 1/2, and exactly 3

2
log n if
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u = 1/2. How much larger or smaller is precisely what formula (2.38) tells us: the
order of magnitude is (2 − u) logn, and in the case u = 1/2 the asymptotics is, in
fact, 3

2
logn− 2 log 2 + 1

2
log π.

The proof of Theorem 9 relies on several auxiliary summations and estimations.
These are stated and proved separately in Lemma 10 and 11.

Proof of Theorem 9. We start with the case 0 < r < 1. We concentrate first
on the sum in (2.30). Because of λn+1−d = λd, we have

1

2n+1r

⌊n/2⌋
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

·
(

(1 + r)n−d+1(1 − r)d − (1 + r)d(1 − r)n−d+1
)

log λd

=
1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n + 1

d

)

(1 + r)n−d+1(1 − r)d log λd.

We expand the logarithm according to the addition rule to obtain

1

2n+1r

⌊n/2⌋
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

·
(

(1 + r)n−d+1(1 − r)d − (1 + r)d(1 − r)n−d+1
)

log λd

=
1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 + r)n−d+1(1 − r)d

· log

(

1

2n

Γ(5/2 − u)

Γ(5/2 + n/2 − u) Γ(2 + n/2 − u) Γ(1 − u)

)

+
1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n + 1

d

)

(1 + r)n−d+1(1 − r)d log Γ(1 + d− u)

− 1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 − r)n−d+1(1 + r)d log Γ(1 + d− u).

(2.39)

The first sum on the right-hand side of (2.39) can be evaluated by means of (2.41).
Besides, by Stirling’s formula we have

log Γ(z) =

(

z − 1

2

)

log(z) − z +
1

2
log 2 +

1

2
log π +O

(

1

z

)

.
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Thus, we get

1

2n+1r

⌊n/2⌋
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

·
(

(1 + r)n−d+1(1 − r)d − (1 + r)d(1 − r)n−d+1
)

log λd

= −n log 2 − log Γ(5/2 + n/2 − u) − log Γ(2 + n/2 − u) + log Γ(5/2 − u)

− log Γ(1 − u) +
1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n + 1)

(

n + 1

d

)

(1 + r)n−d+1(1 − r)d

·
(

(1/2 − u+ d) log(1 + d− u) − (1 − u+ d) +
1

2
log 2 +

1

2
log π +O

(

1

d+ 1

))

− 1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 − r)n−d+1(1 + r)d

·
(

(1/2 − u+ d) log(1 + d− u) − (1 − u+ d) +
1

2
log 2 +

1

2
log π +O

(

1

d+ 1

))

.

(2.40)

Now, the sums are split into several sums by additivity. Those which arise from
the first sum in (2.40) can be evaluated using (2.41), (2.42), (2.43), or approximated
using (2.48). Those which arise from the second sum can be evaluated by the same
identities and approximations, only with r replaced by its negative. Thus, we obtain

1

2n+1r

⌊n/2⌋
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

·
(

(1 + r)n−d+1(1 − r)d − (1 + r)d(1 − r)n−d+1
)

log λd

=
n

2
(1 − r) log((1 − r)/2) +

n

2
(1 + r) log((1 + r)/2) − 3

2
log n+

3

2
log 2 +

1

2

+ (1 − u) log(1 − r) + (1 − u) log(1 + r) +
1

2r
log

(

1 + r

1 − r

)

+ log Γ(5/2 − u) − log Γ(1 − u) +O

(

1

n

)

.

Finally, use of this in (2.30) gives the claimed asymptotics (2.36) for the relative

entropy of
n
⊗ρ with respect to ζn(u).

A closer analysis of the error terms shows that they can, in fact, be bounded
uniformly in u and r, 0 < r ≤ 1 − ε, for any fixed positive ε.
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Now we turn to the two exceptional cases r = 0 and r = 1.

In the case r = 1, by (2.30) the relative entropy of
n
⊗ρ with respect to ζn(u) equals

n

2
(1 − r) log((1 − r)/2) +

n

2
(1 + r) log((1 + r)/2) − log λ0,

λ0 being given by (2.12). A straightforward application of Stirling’s formula then
leads to (2.38).

In the case r = 0, the relative entropy (2.30) of
n
⊗ρ with respect to ζn(u) reduces

to
n

2
(1 − r) log((1 − r)/2) +

n

2
(1 + r) log((1 + r)/2)

− 1

2n

⌊n/2⌋
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

log λd.

The asymptotics of that expression can be determined in a similar way to what was
done for 0 < r < 1. For the sake of brevity, we omit the derivation. The result
is (2.37). Actually, it is possible to rearrange the computations that we did for
0 < r < 1, so that in the limit r ↓ 0 they give a proof of (2.37). This last observation
justifies the claim that the error term in (2.36) is uniform in u and r, 0 ≤ r ≤ 1 − ε
(i.e., including r = 0), for any fixed positive ε.

This completes the proof of the Theorem.

Now, we list the summations which were used in the proof of the Theorem.

Lemma 10. We have the following summations:

1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 + r)n+1−d(1 − r)d = 1. (2.41)

1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 + r)n+1−d(1 − r)dd =
(1 − r)(nr − 1)

2r
. (2.42)

1

2n+1r

n+1
∑

d=−1

(n− 2d+ 1)

(n+ 1)(n+ 2)

(

n+ 2

d+ 1

)

(1 + r)n+1−d(1 − r)d =
2(1 + 2r + nr)

(n+ 1)(n+ 2)r(1 − r)
.

(2.43)

1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 + r)n+1−d(1 − r)d(1/2 − u+ d)

=
−1 + 2r + nr − nr2 − 2ru

2r
. (2.44)
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1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 + r)n+1−d(1 − r)d

· (1/2 − u+ d)

(

1 + d− u− n(1 − r)

2

)

=
−5 − n+ 7r + 5nr − 3nr2 − nr3 + 4u− 10ru− 2nru+ 2nr2u+ 4ru2

4r
. (2.45)

1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 + r)n+1−d(1 − r)d

· (1/2 − u+ d)

(

1 + d− u− n(1 − r)

2

)2

=
1

8r
(−22− 9n+ 26r+ 24nr+ n2r− 5nr2 − n2r2 − 8nr3 − n2r3 − 2nr4 + n2r4 + 32u

+ 4nu− 48ru− 22nru+ 12nr2u+ 6nr3u− 12u2 + 32ru2 + 4nru2 − 4nr2u2 − 8ru3).
(2.46)

1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 + r)n+1−d(1 − r)d

· (1/2 − u+ d)

(

1 + d− u− n(1 − r)

2

)3

=
1

16r
(−92−61n−3n2+100r+105nr+15n2r+19nr2−4n2r2−35nr3−20n2r3−22nr4

+ 7n2r4 − 6nr5 + 5n2r5 + 188u+ 60nu− 228ru− 162nru− 6n2ru+ 20nr2u

+ 6n2r2u+ 66nr3u+ 6n2r3u+ 16nr4u− 6n2r4u− 132u2 − 12nu2 + 204ru2

+ 72nru2 − 36nr2u2 − 24nr3u2 + 32u3 − 88ru3 − 8nru3 + 8nr2u3 + 16ru4). (2.47)

Proof. In all the cases, the sums can be split into several simpler sums, each of
which can itself be summed using the binomial theorem.
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Lemma 11. For fixed r with 0 < r < 1 we have the following asymptotic expansion:

1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 + r)n+1−d(1 − r)d(1/2 − u+ d) log(1 + d− u)

=

(

n

2
(1 − r) + 1 − u− 1

2r

)

(

log n+ log(1 − r) − log 2
)

+
7

4
− u+

r

4
− 1

2r
+O

(

1

n

)

. (2.48)

Proof. We start with the expansion

log(1 + d− u) = log

(

n(1 − r)

2

)

+ log

(

1 +
2

n(1 − r)

(

1 + d− u− n(1 − r)

2

))

= log n+ log(1 − r) − log 2 +
2

n(1 − r)

(

1 + d− u− n(1 − r)

2

)

− 2

n2(1 − r)2

(

1 + d− u− n(1 − r)

2

)2

+O

(

1

n3(1 − r)3

(

1 + d− u− n(1 − r)

2

)3
)

.

(It is at this point that we must have r < 1.) If we use this expansion in the left-hand
side of (2.48) and subsequently use (2.44)–(2.47) to evaluate the resulting sums, we
obtain

1

2n+1r

n+1
∑

d=0

(n− 2d+ 1)

(n+ 1)

(

n+ 1

d

)

(1 + r)n+1−d(1 − r)d(1/2 − u+ d) log(1 + d− u)

=

(

n

2
(1 − r) + 1 − u− 1

2r

)

(

log n+ log(1 − r) − log 2
)

+

(

2 − u+
r

2
− 1

2r

)

− 1 + r

4
+O

(

1

n

)

. (2.49)

Simplifying easily, we obtain (2.48).

2.5. Asymptotics of the von Neumann entropies of the Bayesian density

matrices ζn(u). The main result of this section describes the asymptotics of the von
Neumann entropy (1.1) of ζn(u). In view of the explicit description of the eigenvalues
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of ζn(u) and their multiplicities in Theorem 2, this entropy equals

−
⌊n/2⌋
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

λd log λd,

with λd being given by (2.12).

Theorem 12. We have the following asymptotic expansion:

−
⌊n/2⌋
∑

d=0

(n− 2d+ 1)2

(n + 1)

(

n+ 1

d

)

λd log λd =

n

( −7 + 5u

2 (2 − u) (1 − u)
+ ψ(5 − 2u) − ψ(1 − u)

)

+
3

2
log n+

(

−7

2
+ 2u

)

log 2

− 14 − 20u+ 7u2

2 (2 − u) (1 − u)
+ log

(

Γ(1 − u)
)

− log
(

Γ(5/2 − u)
)

+ (2 − 2u)(ψ(5 − 2u) − ψ(1 − u)) +O

(

1

n1−u

)

, (2.50)

where ψ(x) is the digamma function,

ψ(x) =
d
dx

Γ(x)

Γ(x)
.

The proof of the Theorem depends on a few summations, which we now list.

Lemma 13. We have the following summations:

n+1
∑

d=0

(n− 2d+ 1)2

(n + 1)

(

n+ 1

d

)

λd = 2. (2.51)

n+1
∑

d=1

(n− 2d+ 1)2

(

n

d− 1

)

λd = n+ 1. (2.52)

n+1
∑

d=−1

(n− 2d+ 1)2

(n+ 1)(n+ 2)

(

n+ 2

d+ 1

)

λd =
2(n+ 3)(2u− 3)

(n+ 1)(n+ 2)u
. (2.53)
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n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

· 1

2n

Γ(5/2 − u) Γ(2 + n− d− u) Γ(1 + α+ d− u)

Γ(5/2 + n/2 − u) Γ(2 + n/2 − u) Γ(1 − u)
(d− u+ 1/2)

= (48 + 64α+ 25α2 + 3α3 + 40n+ 66αn+ 37α2n + 5α3n+ 8n2 + 14αn2 + 8α2n2

+ 2α3n2 − 152u− 138αu− 34α2u− 2α3u− 92nu− 92αnu− 32α2nu− 2α3nu

− 12n2u− 10αn2u− 2α2n2u+ 176u2 + 100αu2 + 12α2u2 + 68nu2 + 32αnu2

+ 4α2nu2 + 4n2u2 − 88u3 − 24αu3 − 16nu3 + 16u4)

× Γ(5 − 2u) Γ(3 + α + n− 2u) Γ(1 + α− u)

4 Γ(5 + α− 2u) Γ(4 + n− 2u) Γ(3 − u)
. (2.54)

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

λd(d− u+ 1/2)ψ(1 + d− u)

=
32 + 33n+ 7n2 − 69u− 46nu− 5n2u+ 50u2 + 16nu2 − 12u3

2 (2 − u) (1 − u) (3 + n− 2u)

+ (n+ 2 − 2u)(ψ(1 − u) + ψ(n+ 3 − 2u) − ψ(5 − 2u)). (2.55)

Proof. Identities (2.51), (2.52), (2.53), (2.54) are proved by splitting the sums
appropriately so that each part can be summed by means of Gauß’ 2F1 summation.
Identity (2.55) follows from (2.54) by differentiating with respect to α and then setting
α = 0.

From (2.55) we can deduce the following important estimation. The result and its
proof were kindly reported to us by Peter Grabner.

Lemma 14. We have the asymptotic expansion:

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

λd(d− u+ 1/2) log(1 + d− u)

= n

(

log n+
7 − 5u

2 (2 − u) (1 − u)
− ψ(5 − 2u) + ψ(1 − u)

)

+ (2 − 2u) log n

+
26 − 46u+ 25u2 − 4u3

2 (2 − u) (1 − u)
+ (−2 + 2u)ψ(5 − 2u) + (2 − 2u)ψ(1 − u) +O

(

1

n1−u

)

.

(2.56)
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Proof. We use the asymptotic expansion

ψ(z) = log(z) − 1

2z
+O

(

1

z2

)

. (2.57)

In particular, this gives

ψ(1 + d− u) = log(1 + d− u) − 1

2(d+ 1)
+O

(

1

(d+ 1)(d+ 2)

)

and

ψ(n+ 3 − 2u) = log(n+ 2 − 2u) +
1

2(n+ 2 − 2u)
+O

(

1

n2

)

.

Using this in (7), we obtain

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

λd(d− u+ 1/2) log(1 + d− u)

=
1

2

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n + 1

d

)

λd
(d− u+ 1/2)

d+ 1

+O

(

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

λd
(d− u+ 1/2)

(d+ 1)(d+ 2)

)

+(2 − 2u) log n− −22 + 40u− 23u2 + 4u3

2 (2 − u) (1 − u)
+(−2 + 2u)ψ(5−2u)+(2 − 2u)ψ(1−u)

+ n

(

logn +
7 − 5u

2 (2 − u) (1 − u)
− ψ(5 − 2u) + ψ(1 − u)

)

+O

(

1

n

)

(2.58)

In the first expression on the right-hand side of (2.58) we use the trivial identity

d− u+ 1/2

d+ 1
= 1 − u+ 1/2

d+ 1
,

to split the expression into two sums, one of which can be evaluated by means of
(2.51). The other sum equals basically −(u + 1/2) times the sum on the left-hand
side of (2.53). What is missing is the summand for d = −1. By (2.53), the complete
sum is of the order O(1/n). Using Stirling’s formula it is seen that the summand for
d = −1 is of the order O(1/n1−u). So, combining everything, the first expression in
(2.58) equals 1 + O(1/n) + O(1/n1−u) = 1 + O(1/n1−u). For the second expression,
we do a similar partial fraction expansion in order to apply (2.53). The result is that
this second expression is of the order O(1/n1−u). This establishes the Lemma.

Now we are in the position to prove the Theorem.
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Proof of the Theorem. Since λn+1−d = λd, an equivalent expression for the
left-hand side in (2.50) is

−1

2

n+1
∑

d=0

(n− 2d+ 1)2

(n + 1)

(

n+ 1

d

)

λd log λd. (2.59)

Now, we expand the logarithm according to the addition rule to obtain

−1

2

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n + 1

d

)

λd

· log

(

1

2n

Γ(5/2 − u)

Γ(5/2 + n/2 − u) Γ(2 + n/2 − u) Γ(1 − u)

)

− 1

2

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

λd

(

log Γ(1 + d− u) + log Γ(2 + n− d− u)
)

.

The first sum in this expression can be evaluated by means of (2.51). Therefore,
we obtain for the expression on the left-hand side of (2.50)

n log 2 − log Γ(5/2 − u) + log Γ(1 − u) + log Γ(5/2 + n/2 − u)

+ log Γ(2 + n/2 − u) −
n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

λd log Γ(1 + d− u). (2.60)

The only difficulty in obtaining the asymptotics of expression (2.60) stems from
the sum. In this sum, we use Stirling’s formula

log Γ(x) = (x− 1/2) log x− x+
1

2
log 2 +

1

2
log π +O

(

1

x

)
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to get
n+1
∑

d=0

(n− 2d+ 1)2

(n + 1)

(

n + 1

d

)

λd log Γ(1 + d− u)

=

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

λd

·
(

(1/2 + d− u) log(1 + d− u) − 1 + u− d+
1

2
log 2 +

1

2
log π +O

( 1

d+ 1

))

=

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

λd(u− 1 +
1

2
log 2 +

1

2
log π)

−
n+1
∑

d=0

(n− 2d+ 1)2

(

n

d− 1

)

+O

(

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)(n+ 2)

(

n+ 2

d+ 1

)

)

+
n+1
∑

d=0

(n− 2d+ 1)2

(n + 1)

(

n+ 1

d

)

(1/2 − u+ d) log(1 − u+ d). (2.61)

The first expression on the right-hand side of (2.61) simplifies by means of (2.51),
the second by means of (2.52). For the O(.) term we use (2.53). In fact, the sum on
the left-hand side of (2.53) differs from the sum in the O(.) term only by the summand
for d = −1. This summand is of the order O(1/n1−u), as is seen by Stirling’s formula.
Putting everything together, we obtain

n+1
∑

d=0

(n− 2d+ 1)2

(n+ 1)

(

n+ 1

d

)

λd log Γ(1 + d− u)

= 2u− 2 + log 2 + log π − (n + 1) +O

(

1

n1−u

)

+
n+1
∑

d=0

(n− 2d+ 1)2

(n + 1)

(

n+ 1

d

)

λd(1/2 − u+ d) log(1 − u+ d). (2.62)

When we use this in (2.60), apply Lemma 3 to the remaining sum, and simplify, we
finally arrive at (2.50).

3. Comparison of our asymptotic redundancies for the

one-parameter family q(u) with those of Clarke and Barron

Let us, first, compare the formula (1.3) for the asymptotic redundancy of Clarke
and Barron to that derived here (2.36) for the two-level quantum systems, in terms of
the one-parameter family of probability densities q(u), −∞ < u < 1, given in (1.10).
Since the unit ball or Bloch sphere of such systems is three-dimensional in nature,
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we are led to set the dimension d of the parameter space in (1.3) to 3. The quantum
Fisher information matrix I(θ) for that case was taken to be (1.8), while the role of
the probability function w(θ) is played by q(u). Under these substitutions, it was
seen in the Introduction that formula (1.3) reduces to (1.12). Then, we see that for
0 ≤ r < 1, the formulas (2.36) and (1.12) coincide except for the presence of the
monotonically decreasing (nonclassical/quantum) term 1

2r
log
(

1−r
1+r

)

(see Figure 2 for

a plot of this term — log 2 ≈ .693147 “nats” of information equalling one “bit”) in
(2.36). (This term would have to be replaced by −1 — that is, its limit for r → 0 —
to give (1.12).) In particular, the order of magnitude, 3

2
log n, is precisely the same

in both formulas. For the particular case r = 0, the asymptotic formula (2.36) (see
(2.37)) precisely coincides with (1.12).

0 0.2 0.4 0.6 0.8 1
r

-2.75

-2.5

-2.25

-2

-1.75

-1.5

-1.25

-1
nats

Nonclassical/quantum term ( 1
2r log 1−r

1+r ) in the quantum asymptotic redundancy (2.36)

Figure 2

In the case r = 1, however, i.e., when we consider the boundary of the parameter
space (represented by the unit sphere), the situation is slightly tricky. Due to the fact
that the formula of Clarke and Barron holds only for interior points of the parameter
space, we cannot expect that, in general, our formula will resemble that of Clarke and
Barron. However, if the probability density, q(u), is concentrated on the boundary
of the sphere, then we may disregard the interior of the sphere, and may consider
the boundary of the sphere as the true parameter space. This parameter space is
two-dimensional and consists of interior points throughout. Indeed, the probability
density q(u) is concentrated on the boundary of the sphere if we choose u = 1 since,
as we remarked in the Introduction, in the limit u → 1, the distribution determined
by q(u) tends to the uniform distribution over the boundary of the sphere. Let us,
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again, (naively) attempt to apply Clarke and Barron’s formula (1.3) to that case. We
parameterize the boundary of the sphere by polar coordinates (ϑ, φ),

x = sin ϑ cosϕ

y = sin ϑ sinϕ

z = cosϑ,

0 ≤ ϕ ≤ 2π, 0 ≤ ϑ ≤ π.

The probability density induced by q(u) in the limit u → 1 then is sinϑ/4π, the
density of the uniform distribution. Using [24, eq. 8], the quantum (symmetric loga-
rithmic derivative) Fisher information matrix turns out to be

(

1 0
0 sin2 ϑ

)

, (3.1)

its determinant equalling, therefore, sin2 ϑ. So, setting d = 2 and substituting
sin ϑ/4π for w(θ) and sin2 ϑ for I(θ) in (1.3) gives logn + log 2 − 1. On the other
hand, our formula (2.38), for u = 1, gives logn. So, again, the terms differ only by a
constant. In particular, the order of magnitude is again the same.

Let us now focus our attention on the asymptotic minimax redundancy (1.4) of
Clarke and Barron. If in (1.4) we again set d to 3, we obtain (1.11). Clarke and Barron
prove that this minimax expression is only attained by the (classical) Jeffreys’ prior.
In order to derive its quantum counterpart — at least, a restricted (to the family
q(u)) version — we have to determine the behavior of

min
−∞<u<1

max
0≤r≤1

S(
n
⊗ρ, ζn(u)) (3.2)

for n → ∞. We are unable to proceed in a fully rigorous manner. However, from
computational data we conjecture that

max
0≤r≤1

S(
n
⊗ρ, ζn(u)) (3.3)

is always attained at r = 0 (corresponding to the fully mixed state) or r = 1 (corre-
sponding to a pure state). Assuming the validity of this conjecture, the maximum un

in (3.3) is a value for which S(
n
⊗ρ, ζn(u))|r=0 equals S(

n
⊗ρ, ζn(u))|r=1. Then we are

able to prove that limn→∞ un = .5.
Namely, by our assumption we have

S(
n
⊗ρ, ζn(un))|r=0 = S(

n
⊗ρ, ζn(un))|r=1, (3.4)

for any n. Let (unk
)k=1,2,... be a subsequence of the sequence (un) which converges to

some u0, −∞ ≤ u0 ≤ 1. Note that we allow u0 = −∞ and u0 = 1. Therefore, there
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is always such a subsequence. Because of (3.4) we must have

lim
k→∞

S(
nk⊗ρ, ζnk

(unk
))|r=0

lognk

= lim
k→∞

S(
nk⊗ρ, ζnk

(unk
))|r=1

lognk

. (3.5)

By (2.37) and the fact that the error term in (2.37) is uniform in u, we know that the
left-hand side in (3.5) is 3/2. On the other hand, by (2.38) and the fact that the error
term in (2.38) is uniform in u, the right-hand side in (3.5) equals limk→∞(2 − unk

).
Hence, we must have limk→∞ unk

= .5. Thus, every convergent subsequence of (un)
(including those which converge to −∞ or 1, the boundary points of the interval of
possible values of un) converges to .5. Hence, the complete sequence (un) converges
to .5, establishing our claim. Since we have regarded q(.5), that is (1.9), as the
quantum counterpart of the Jeffreys’ prior (because, by analogy with the classical
situation, it is the normalized square root of the determinant of the quantum Fisher
information matrix,

√

det I(θ)), this result could be considered to be fully parallel
to that of Clarke and Barron.

We now concern ourselves with the asymptotic maximin redundancy. Clarke and
Barron [17, 18] prove that the maximin redundancy is attained asymptotically, again,
by the Jeffreys’ prior. To derive the quantum counterpart of the maximin redundancy
within our analytical framework, we would have to calculate

max
w

min
Qn

∫

x2+y2+z2≤1

S(
n
⊗ρ,Qn)w(x, y, z) dx dy dz, (3.6)

where Qn varies over the (22n −1)-dimensional convex set of 2n ×2n density matrices
and w varies over all probability densities over the unit ball. In the classical case,
due to a result of Aitchison [2, pp. 549/550], the minimum is achieved by setting Qn

to be the Bayes estimator, i.e., the average of all possible Qn’s with respect to the
given probablity distribution. In the quantum domain the same assertion is true. For
the sake of completeness, we include the proof in the Appendix. We can, thus, take
the quantum analog of the Bayes estimator to be the Bayesian density matrix ζn(u).
That is, we set Qn = ζn(u) in (3.6). Let us, for the moment, restrict the possible w’s
over which the maximum is to be taken to the family q(u), −∞ < u < 1. Thus, we
consider

max
u

∫

x2+y2+z2≤1

S(
n
⊗ρ, ζn(u)) q(u) dx dy dz. (3.7)

By the definition (1.5) of relative entropy, we have

S(
n
⊗ρ, ζn(u)) = Tr

( n
⊗ρ log

n
⊗ρ
)

− Tr
( n
⊗ρ log ζn(u)

)

= n
(1 − r)

2
log

(1 − r)

2
+ n

(1 + r)

2
log

(1 + r)

2
− Tr

( n
⊗ρ log ζn(u)

)

,
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the second line being due to (1.7). Therefore, we get

∫

x2+y2+z2≤1

S(
n
⊗ρ, ζn(u)) q(u) dx dy dz

=

(

n

∫ 1

0

∫ π

0

∫ 2π

0

(

(1 − r)

2
log

(1 − r)

2
+

(1 + r)

2
log

(1 + r)

2

))

dϕ dϑ dr

− Tr
(

ζn(u) log ζn(u)
)

= −n
( −7 + 5u

2 (2 − u) (1 − u)
+ ψ(5 − 2u) − ψ(1 − u)

)

+ S(ζn(u)). (3.8)

From Theorem 12, we know the asymptotics of the von Neumann entropy S(ζn(u)).
Hence, we find that the expression (3.8) is asymptotically equal to

3

2
logn +

(

−7

2
+ 2u

)

log 2

− 14 − 20u+ 7u2

2 (2 − u) (1 − u)
+ log

(

Γ(1 − u)
)

− log
(

Γ(5/2 − u)
)

+ (2 − 2u)(ψ(5 − 2u) − ψ(1 − u)) +O

(

1

n1−u

)

. (3.9)

We have to, first, perform the maximization required in (3.7), and then determine
the asymptotics of the result. Due to the form of the asymptotics in (3.9), we can,
in fact, derive the proper result by proceeding in the reverse order. That is, we first

determine the asymptotics of
∫

S(
n
⊗ρ, ζn(u)) q(u) dx dy dz, which we did in (3.9), and

then we maximize the u-dependent part in (3.9) with respect to u (ignoring the error
term). (In Figure 3 we display this u-dependent part over the range [−0.2, 1].) Of
course, we do the latter step by equating the first derivative of the u-dependent part
in (3.9) with respect to u to zero and solving for u. It turns out that this equation
takes the appealingly simple form

2(1 − u)3
(

ψ′(1 − u) − ψ′(5/2 − u)
)

= 1. (3.10)

Numerically, we find this equation to have the solution u ≈ .531267, at which the
asymptotic maximin redundancy assumes the value 3

2
log n−1.77185+O(1/n.468733).

For u = .5, on the other hand, we have for the asymptotic minimax redundancy,
3
2
log n− 2 − 1

2
log 2 + 1

2
log π +O(1/

√
n) = 3

2
log n− 1.77421 + O(1/

√
n). We must,

therefore, conclude that — in contrast to the classical case [17, 18] — our trial
candidate (q(.5)) for the quantum counterpart of Jeffreys’ prior can not serve as a
“reference prior,” in the sense introduced by Bernardo [8, 9].
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u-dependent part of the asymptotic Bayes redundancy (3.9)

Figure 3

Since they are mixtures of product states, the matrices ζn(u) are classically — as
opposed to EPR, Einstein–Podolsky–Rosen — correlated [59]. Therefore, S(ζn(u))
must not be less than the sum of the von Neumann entropies of any set of reduced
density matrices obtained from it, through computation of partial traces. For positive
integers, n1 + n2 + · · · = n, the corresponding reduced density matrices are simply
ζn1(u), ζn2(u), . . . , due to the mixing [6, exercise 7.10]. Using these reduced density
matrices, one can compute conditional density matrices and quantum entropies [13].
Clarke and Barron [17, p. 40] have an alternative expression for the redundancy in
terms of conditional entropies, and it would be of interest to ascertain whether a
quantum analogue of this expression exists.

Let us note that the theorem of Clarke and Barron utilized the uniform conver-
gence property of the asymptotic expansion of the relative entropy (Kullback-Leibler
divergence). Condition 2 in their paper [17] is, therefore, crucial. It assumes — as
is typically the case classically — that the matrix of second derivatives, J(θ), of the
relative entropy is identical to the Fisher information matrix I(θ). In the quantum
domain, however, in general, J(θ) ≥ I(θ), where J(θ) is the matrix of second deriva-
tives of the quantum relative entropy (1.5) and I(θ) is the symmetric logarithmic
derivative Fisher information matrix [42, 43]. The equality holds only for special
cases. For instance, J(θ) > I(θ) does hold if r 6= 0 for the situation considered in
this paper. The volume element of the Kubo-Mori/Bogoliubov (monotone) metric

[42, 43] is given by
√

det J(θ). This can be normalized for the two-level quantum
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systems to be a member (u = 1/2) of a one-parameter family of probability densities

(1 − u) Γ(5/2 − u) r log
(

(1 + r)/(1 − r)
)

sinϑ

π3/2 (3 − 2u) Γ(1− u) (1 − r2)u
, −∞ < u < 1, (3.11)

and similarly studied, it is presumed, in the manner of the family q(u) (cf. (1.10)
and (2.5)) analyzed here. These two families can be seen to differ — up to the nor-
malization factor — by the replacement of log

(

(1 + r)/(1 − r)
)

in (3.11) by, simply,
r. (These two last expressions are, of course, equal for r = 0.) In general, the volume
element of a monotone metric over the two-level quantum systems is of the form [42,
eq. 3.17]

r2 sin ϑ

f
(

(1 − r)/(1 + r)
)

(1 − r2)1/2(1 + r)
, (3.12)

where f : R
+ → R

+ is an operator monotone function such that f(1) = 1 and

f(t) = tf(1/t). For f(t) = (1 + t)/2, one recovers the volume element (
√

det I(θ))
of the metric of the symmetric logarithmic derivative, and for f(t) = (t − 1)/log t,

that (
√

det J(θ)) of the Kubo-Mori/Bogoliubov metric [41, 42, 43]. (It would appear,
then, that the only member of the family q(u) proportional to a monotone metric
is q(.5), that is (1.9). The maximin result we have obtained above corresponding
to u ≈ .531267 — the solution of (3.10) — would appear unlikely, then, to extend
globally beyond the family.) While J(θ) can be generated from the relative entropy
(1.5) (which is a limiting case of the α-entropies [44]), I(θ) is similarly obtained from
[41, eq. 3.16]

Tr ρ1(log ρ1 − log ρ2)
2. (3.13)

It might prove of interest to repeat the general line of analysis carried out in this
paper, but with the use of (3.13) rather than (1.5). Also of importance might be an
analysis in which the relative entropy (1.5) is retained, but the family (3.11) based
on the Kubo-Mori/Bogoliubov metric is used instead of q(u). Let us also indicate
that if one equates the asymptotic redundancy formula of Clarke and Barron (1.3)
(using w(θ) = q(u)) to that derived here (2.36), neglecting the residual terms, solves
for det(I(θ)), and takes the square root of the result, one obtains a prior of the form

(3.12) based on the monotone function t
t

1+t .
As we said in the Introduction, ideally we would like to start with a (suitable

well-behaved) arbitrary probability density on the unit ball, determine the relative

entropy of
n
⊗ρ with respect to the average of

n
⊗ρ over the probability density, then

find its asymptotics, and finally, among all such probability densities, find the one(s)
for which the minimax and maximin are attained. In this regard, we wish to mention
that a suitable combination of results and computations from Sec. 2 with basic facts
from representation theory of SU(2) (cf. [57, 10] for more information on that topic)
yields the following result.



42 CHRISTIAN KRATTENTHALER AND PAUL B. SLATER

Theorem 15. Let w be a spherically symmetric probability density on the unit ball,

i.e., w = w(x, y, z) depends only on r =
√

x2 + y2 + z2. Furthermore, let ζ̂n(w) be

the average
∫

x2+y2+z2≤1

( n
⊗ ρ
)

w dx dy dz. Then the eigenvalues of ζ̂n(w) are

λd =
π

2n−1(n− 2d+ 1)

∫ 1

−1

r(1 + r)n−d+1(1 − r)dw(|r|) dr, d = 0, 1, . . . ,
⌊n

2

⌋

,

(3.14)

with respective multiplicities

n− 2d+ 1

n + 1

(

n + 1

d

)

, (3.15)

and corresponding eigenspaces as given by (2.16).

The relative entropy of
n
⊗ρ with respect to ζ̂n(w) is given by (2.30), with λd as given

in (3.14).

We hope that this Theorem enables us to determine the asymptotics of the relative
entropy and, eventually, to find, at least within the family of spherically symmetric
probability densities on the unit ball, the corresponding minimax and maximin re-
dundancies.

4. Summary

Clarke and Barron [17, 18] (cf. [45]) have derived several forms of asymptotic
redundancy for arbitrarily parameterized families of probability distributions. We
have been motivated to undertake this study by the possibility that their results
may generalize, in some yet not fully understood fashion, to the quantum domain of
noncommutative probability. (Thus, rather than probability densities, we have been
concerned here with density matrices.) We have only, so far, been able to examine this
possibility in a somewhat restricted manner. By this, we mean that we have limited
our consideration to two-level quantum systems (rather than n-level ones, n ≥ 2), and
for the case n = 2, we have studied (what has proven to be) an analytically tractable
one-parameter family of possible prior probability densities, q(u), −∞ < u < 1
(rather than the totality of arbitrary probability densities). Consequently, our results
can not be as definitive in nature as those of Clarke and Barron. Nevertheless, the
analyses presented here indicate that our trial candidate (q(.5), that is (1.9)) for the
quantum counterpart of the Jeffreys’ prior plays a somewhat similarly privileged —
but less pronounced — role as in the classical case.

Future research might be devoted to expanding the family of probability distribu-
tions used to generate the Bayesian density matrices for n = 2, as well as similarly
studying the n-level quantum systems (n > 2). (In this regard, we have examined the
situation in which n = 2m, and the only n×n density matrices considered are simply
the tensor products of m identical 2× 2 density matrices. Surprisingly, for m = 2, 3,
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the associated trivariate candidate quantum Jeffreys’ prior, taken, as throughout this
study, to be proportional to the volume elements of the metrics of the symmetric log-
arithmic derivative (cf. [52]), have been found to be improper (nonnormalizable) over
the Bloch sphere. The minimality of such metrics is guaranteed, however, only if
“the whole state space of a spin is parameterized” [42].) In all such cases, it will be
of interest to evaluate the characteristics of the relevant candidate quantum Jeffreys’
prior vis-à-vis all other members of the family of probability distributions employed
over the (n2 − 1)-dimensional convex set of n× n density matrices.

We have also conducted analyses parallel to those reported above, but having, ab

initio, set either x or y to zero in the 2×2 density matrices (1.6). This, then, places us
in the realm of real — as opposed to complex ( standard or conventional) quantum
mechanics. (Of course, setting both x and y to zero would return us to a strictly
classical situation, in which the results of Clarke and Barron [17, 18], as applied to
binomial distributions, would be directly applicable.) Though we have — on the
basis of detailed computations — developed strong conjectures as to the nature of
the associated results, we have not, at this stage of our investigation, yet succeeded
in formally demonstrating their validity.

In conclusion, again in analogy to classical results, we would like to raise the pos-
sibility that the quantum asymptotic redundancies derived here might prove of value
in deriving formulas for the stochastic complexity [45, 46] (cf. [54]) — the shortest
description length — of a string of n quantum bits. The competing possible models
for the data string might be taken to be the 2×2 density matrices (ρ) corresponding
to different values of r, or equivalently, different values of the von Neumann entropy,
S(ρ).

Appendix: The quantum Bayes estimator achieves the minimum

average entropy

Let Pθ, θ ∈ Θ, be a family of density matrices, and let w(θ), θ ∈ Θ, be a family of
probability distributions.

Theorem 16. The minimum

min
Q

∫

w(θ)S(Pθ, Q) dθ,

taken over all density matrices Q, is achieved by m =
∫

w(θ)Pθ dθ.

Proof. We look at the difference
∫

w(θ)S(Pθ, Q) dθ −
∫

w(θ)S(Pθ, m) dθ,
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and show that it is nonnegative. Indeed,
∫

w(θ)S(Pθ, Q) dθ −
∫

w(θ)S(Pθ, m) dθ

=

∫

w(θ) Tr(Pθ logPθ − Pθ logQ) dθ −
∫

w(θ) Tr(Pθ logPθ − Pθ logm) dθ

=

∫

w(θ) Tr
(

Pθ(logm− logQ)
)

dθ

= Tr
((

∫

w(θ)Pθ dθ
)

(logm− logQ)
)

= Tr
(

m(logm− logQ)
)

= S(m,Q) ≥ 0,

since relative entropies are nonnegative [39].
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