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Contemporary Mathematics

Orders of Finite Groups of Matrices

Robert M. Guralnick and Martin Lorenz

To Don Passman, on the occasion of his65th birthday

ABSTRACT. We present a new proof of a theorem of Schur’s from 1905 determining the least common multiple
of the orders of all finite groups of complexn× n-matrices whose elements have traces in the fieldQ of rational
numbers. The basic method of proof goes back to Minkowski andproceeds by reduction to the case of finite fields.
For the most part, we work over an arbitrary number field rather thanQ. The first half of the article is expository
and is intended to be accessible to graduate students and advanced undergraduates. It gives a self-contained
treatment, following Schur, over the field of rational numbers.

1. Introduction

1.1. How large can a finite group of complexn × n-matrices be ifn is fixed? Put differently: ifG is
a finite collection of invertiblen × n-matrices overC such that the product of any two matrices inG again
belongs toG, is there a bound on the possible cardinality|G|, usually called theorder of G? Without further
restrictions the answer to this question is of course negative. Indeed, the complex numbers contain all roots of
unity; so there are arbitrarily large finite groups insideC∗. Thinking of complex numbers as scalar matrices,
we also obtain arbitrarily large finite groups ofn × n-matrices overC.

The situation changes when certain arithmetic conditions are imposed on the matrix groupG. When
all matrices inG have entries in the fieldQ rational numbers, Minkowski [33] has shown that the order of
G divides some explicit, and optimal, constantM(n) depending only on the matrix sizen. Later, Schur
[39] improved on this result by showing that Minkowski’s boundM(n) still works if only the traces of all
matrices inG are required to belong toQ.

1.2. The first four sections of this article present full proofs ofthe theorems of Schur and Minkowski
that depend on very few prerequisites. These sections follow Schur’s approach via character theory and have
been written with a readership of beginning graduate and advanced undergraduate students in mind. Provided
the reader is willing to accept one simple fact concerning group representations (Fact 2 in Section 3.2 below),
the proofs will be completely understandable with only a rudimentary knowledge of linear algebra, group
theory (symmetric groups, Sylow’s theorem), and some algebraic number theory (minimal polynomials,
Galois groups of cyclotomic fields). The requisite background material will be reviewed in Section 3.
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2 ROBERT M. GURALNICK AND MARTIN LORENZ

The material in Section 5 is new. We show that Minkowski’s original approach used in [33] in fact
also yields Schur’s theorem [39]. Minkowski’s method is conceptually very simple, and it quickly and
elegantly explains why some bound on the order|G| must exist, even for arbitrary algebraic number fields,
that is, finite extensions ofQ. The method proceeds by reduction modulo suitably chosen primes and then
using information about the orders of certain classical linear groups over finite fields. In fact, the general
linear group alone almost suffices; only dealing with the2-part of |G| using this strategy requires additional
information. Since we work over algebraic number fields, a bit more mathematical background is assumed
in this section.

As of this writing, Schur’s theorem first appeared in print exactly a century ago and Minkowski’s goes
even further back. In the final section of this article, we will survey some recent related work of Collins, Feit
and Weisfeiler on finite groups of matrices, in particular onthe so-called Jordan bound. We will also mention
two mysterious coincidences concerning the Minkowski numbersM(n), one proven but unexplained, the
other merely based on experimental evidence as of now.

1.3. Minkowski [33] proved his remarkable theorem in the course of his investigation of quadratic
forms. Stated in group theoretical terms, the theorem readsas follows.

THEOREM 1 (Minkowski 1887).The least common multiple of the orders of all finite groups ofn × n-
matrices overQ is given by

(1) M(n) =
∏

p

p
⌊ n

p−1⌋+⌊ n
p(p−1)⌋+

⌊
n

p2(p−1)

⌋
+...

Here,⌊ . ⌋ denotes the greatest integer less than or equal to. andp runs over all primes. Note that if
p > n+1 then the corresponding factor in the product equals1 and can be omitted. Therefore, (1) is actually
a finite product. The first few values ofM(n) are:

M(1) = 21 = 2 , M(2) = 22+1 31 = 24 , M(3) = 23+1 31 = 48 , M(4) = 24+2+1 32 51 = 5760 .

1.4. For a positive integerm and a primep, let mp denote thep-part ofm, that is, the largest power

of p dividing m. Thus,M(n)p = p
⌊ n

p−1⌋+⌊ n
p(p−1)⌋+

⌊
n

p2(p−1)

⌋
+...

. This number can be written in a more
compact form. Indeed, thep-part ofm! = 1 · 2 · . . . · m is given by

(2) (m!)p = p⌊
m
p ⌋+

⌊
m

p2

⌋
+...

.

To see this, putm′ =
⌊

m
p

⌋
and note thatm! = p · (2p) · . . . · (m′p) · (factors not divisible byp) . Therefore,

(m!)p = pm′

(m′!)p and (2) follows by induction. Using (2) we can write

(3) M(n)p = p⌊ n
p−1⌋

(⌊
n

p−1

⌋
!
)

p
.

1.5. The notationM(n), in the variantMn, was introduced by Schur in [39] to honor Minkowski who
had originally denoted the same number byn

∣∣. Relaxing the condition in Theorem 1 that all matrix entries
be rational and replacing it with the weaker requirement that only the matrix traces belong toQ, Schur was
able to prove that Minkowski’s boundM(n) still works:

THEOREM 2 (Schur 1905).If G is any finite group ofn × n-matrices overC such thattrace(g) ∈ Q
holds for allg ∈ G then the order ofG dividesM(n).

Schur’s theorem covers a considerably larger class of groups than Theorem 1. In [39], the following
example of a group covered by Theorem 2 but not Theorem 1 is given.
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EXAMPLE 3. Consider the matricesg =
(

0 −1
1 0

)
and h =

(
i 0
0 −i

)
, wherei =

√
−1 ∈ C. Then

g2 = h2 = −12×2 andgh = ( 0 i
i 0 ) = −hg. ThusG = {±12×2,±g,±h,±gh} is a group of complex

2 × 2-matrices of order8; it is isomorphic to the so-called quaternion groupQ8. Note that the traces of all
elements ofG are rational – they are either0 or ±2 – butG certainly does not consist of matrices overQ.
In fact, there does not even exist an invertible complex2 × 2-matrix a such that the matricesx = aga−1

andy = aha−1 both have entries in the fieldR of real numbers. To see this, note thatx andy both would
have determinant1 and trace0, asg andh do. A direct calculation shows that the product matrixz = xy
then satisfiesz12

2 + x12
2 + y12

2 = −x12y12 trace(z), where . 12 indicates the(1, 2)-entry of the matrix in
question. However,trace(z) = trace(gh) = 0. Hence, ifx andy are matrices overR then all terms on the
left will be zero. But then1 = det(x) = x11x22 = −x11

2 which is impossible.

We remark in passing that, for any “irreducible” finite groupG of complexn × n-matrices, a necessary
and sufficient condition for the existence of an invertible complexn× n-matrixa such thataga−1 is real for
all g ∈ G is that

1

|G|
∑

g∈G

trace(g2) = 1 .

The sum on the left is called theFrobenius-Schur indicatorof G; see, e.g., Isaacs [19, Chapter 4]. The group
G = Q8 in the example above has Frobenius-Schur indicator−1.

1.6. The proof of Theorems 1 and 2 to be given in Section 4 below proceeds by first exhibiting suf-
ficiently large groups of rational (in fact, integer) matrices showing that the least common multiple of the
orders of all finite groups ofn × n-matrices overQ must be at least equal toM(n). Thereafter, we may
concentrate on Theorem 2 which in particular implies that the least common multiple in Theorem 1 does not
exceedM(n). Apart from updating terminology and notation to current usage and adding more generous
details to the exposition, we have followed Schur’s original approach in [39] quite closely. For a proof of
Schur’s theorem using slightly more sophisticated tools from representation theory, see Isaacs [19, Theorem
14.19]. Stronger results are presented in Feit [16].

1.7. This article is dedicated to our friend and colleague Don Passman. Don’s contributions to group
theory and ring theory in general and his expository masterpieces [35], [36] in particular have profoundly
influenced our own work. In the course of various collaborations with Don, we have both benefitted from his
deep insights and his generosity in sharing ideas.

NOTATIONS. Throughout,GLn(R) will denote the group of all invertiblen × n-matrices over the
commutative ringR. Recall that a matrix overR is invertible if and only if its determinant is an invertible
element ofR.

2. Large groups of integer matrices

The principal goal of this section is to construct certain groups ofn × n-matrices overZ such that the
least common multiple of their orders equals the Minkowski boundM(n) in (1). This will then allow us to
give a reformulation of the core of Theorem 2.

2.1. Construction of groups. The main building blocks of the construction will be the symmetric
groupsSr for variousr. Recall thatSr consists of all permutations of{1, . . . , r} and has orderr! .

PROPOSITION4. Leta, m andn be positive integers witham ≤ n. ThenGLn(Z) has a subgroupG of
order |G| = (m + 1)! a a! .
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PROOF. If we can realizeG insideGLam(Z) then we can viewG as a subgroup ofGLn(Z) via

G ⊆ GLam(Z) ∼=




GLam(Z)

1
. . .

1




⊆ GLn(Z) .

Therefore, we may assume thatn = am. Think of the rows of anyn× n-matrix as partitioned intoa blocks
of m adjacent rows, and similarly for the columns. Now consider all matrices inGLn(Z) that have exactly
onem × m-identity matrix1m×m in each block of rows and each block of columns and0s elsewhere; these
are special permutation matrices. In fact, the collection of all these matrices forms a subgroupΠ ⊆ GLn(Z)
that is isomorphic to the symmetric groupSa :

Sa
∼= Π =








1m×m . . .
. . . 1m×m

. . .
. . . 1m×m








⊆ GLn(Z) .

Next, we turn to the symmetric groupSm+1. This group acts on the latticeZm+1 by permuting its canon-
ical basise1 = (1, 0, . . . , 0), . . . , em+1 = (0, . . . , 0, 1) via σ(ei) = eσ(i). Note that this action maps the
following sublattice to itself:

Am = {(z1, . . . , zm+1) ∈ Zm+1 |
∑

i

zi = 0} ∼= Zm

(The notationAm comes from the theory of root systems; cf. [3].) Thus, fixing someZ-basis ofAm, each
permutationσ ∈ Sm+1 yields a matrixσ̃ ∈ GLm(Z). It is easy to see that the mapσ 7→ σ̃ is an injec-
tive group homomorphismSm+1 → GLm(Z). Stringing eacha-tuple (σ̃1, . . . , σ̃a) along the diagonal in
GLn(Z) we obtain a subgroup∆ ⊆ GLn(Z) that is isomorphic toSa

m+1 :

Sa
m+1 = Sm+1 × · · · × Sm+1︸ ︷︷ ︸

a factors

∼= ∆ =








σ̃1

σ̃2

. . .

σ̃a








⊆ GLn(Z) .

The subgroupΠ of GLn(Z) constructed earlier has only the identity matrix in common with ∆. Moreover,
conjugating a matrix in∆ with a matrix fromΠ simply permutes thẽσi-blocks along the diagonal. Therefore,
definingG to be the subgroup ofGLn(Z) that is generated byΠ and∆, we obtain

|G| = |∆| |Π| = (m + 1)! a a! ,

as desired. �

Now fix a primep ≤ n + 1. Takingm = p− 1 anda =
⌊

n
p−1

⌋
in Proposition 4 we obtain a subgroupG

of GLn(Z) of orderp! a a!; so |G|p = pa(a!)p. In view of (3), this says that|G|p = M(n)p. Lettingp range
over all primes≤ n + 1, we have exhibited a collection of subgroups ofGLn(Z) such that the least common
multiple of their orders isM(n) .
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2.2. Reformulation of Theorem 2. Let G ⊆ GLn(C) be as in Theorem 2. Our goal is to show that, for

all primesp, thep-part |G|p dividesM(n)p = pa (a!)p with a =
⌊

n
p−1

⌋
as in (3). Now Sylow’s Theorem

tells us thatG has subgroups of order|G|p, the so-called Sylowp-subgroups ofG. ReplacingG by one of its
Sylowp-subgroups, the issue becomes to show that|G| dividespaa! . Therefore, in order to prove Theorem 2,
and thereby complete the proof of Theorem 1, it suffices to establish the following proposition.

PROPOSITION5. LetG be finite subgroup ofGLn(C) whose order is ap-power for some primep and

such thattrace(g) ∈ Q holds for allg ∈ G. Then|G| dividespaa! with a =
⌊

n
p−1

⌋
.

3. Tools for the proof

The proof of Proposition 5 will depend on three ingredients:a lemma to narrow down the possible trace
values, some basic facts on characters of group representations, and an observation concerning the familiar
Vandermonde matrix. We will discuss each of these topics in turn.

3.1. Traces.This section uses a small amount of algebraic number theory.The book [22] by Janusz is
a good background reference.

Besides the usual matrix traces, we will use a notion of tracethat is associated with field extensions.
Specifically, letK/F be a finite Galois extension with Galois groupΓ = Gal(K/F ). Then the trace
TrK/F : K → F is defined byTrK/F (α) =

∑
γ∈Γ γ(α) for α ∈ K. If xm + cxm−1 + . . . is the min-

imal polynomial ofα overF then

(4) TrK/F (α) = −|Γ|
m

· c .

This follows from the fact that the minimal polynomial ofα is equal to
∏m

i=1(x − αi), where{αi}m
1 are the

distinct Galois conjugatesγ(α) with γ ∈ Γ. We will only be concerned with the special case whereF = Q
andK = Q(e2πi/pr

) with p prime. The Galois group ofQ(e2πi/pr

)/Q is isomorphic to the group of units
(Z/prZ)

∗ of the ringZ/prZ; its order isϕ(pr) = pr−1(p − 1).

LEMMA 6. Let g ∈ GLn(C) be a matrix whose order is a power ofp and such thattrace(g) ∈ Q.

Thentrace(g) must be one of the values{n, n − p, n − 2p, . . . , n − ap}, wherea =
⌊

n
p−1

⌋
. Moreover,

trace(g) = n holds only forg = 1n×n.

PROOF. By hypothesis,gpr

= 1n×n for somer. Let ε1, . . . , εn denote the eigenvalues ofg; they are all
powers ofζ = e2πi/pr

. Hence,trace(g) =
∑

i εi belongs to the subringZ[ζ] ⊆ C while also being rational,
by hypothesis. This implies thattrace(g) is actually an integer; see [22, Section I.2]. Furthermore, by the
triangle inequality,| trace(g)| ≤ ∑

i |εi| = n and≤ is equality if and only if allεi are the same, that is,g is
a scalar matrix. In particular,trace(g) = n holds only forg = 1n×n.

Let p = (ζ − 1) denote the ideal ofZ[ζ] that is generated by the elementζ − 1. So ζ ≡ 1 mod p,
and hence allεi ≡ 1 mod p andtrace(g) ≡ n mod p. Therefore,trace(g) − n ∈ p ∩ Z = (p); see [22,
Theorem I.10.1] for the last equality. Since we have alreadyshown thattrace(g) ≤ n, we conclude that
trace(g) = n − pt for some non-negative integert. It remains to show thatt ≤ n

p−1 or, equivalently,

trace(g) ≥ − n

p − 1
.

To this end, consider the Galois extensionQ(ζ)/Q and its traceTrQ(ζ)/Q. The minimal polynomial overQ of

a root of unity of orderps > 1 is given byxps−1(p−1) + xps−1(p−2) + . . . + 1 ([22, Theorem I.10.1] again).
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Therefore, equation (4) yields

TrQ(ζ)/Q(εi) =





ϕ(pr) if εi = 1 ,

−pr−1 if εi has orderp ,

0 otherwise.

Putn0 = #{i | εi = 1} andn1 = #{i | εi has orderp}; so0 ≤ ni ≤ n. Using the fact thattrace(g) ∈ Q
we obtain

ϕ(pr) trace(g) = TrQ(ζ)/Q(trace(g)) =
∑

i

TrQ(ζ)/Q(εi) = ϕ(pr)n0 − pr−1n1 .

Hence,trace(g) = n0 − n1

p−1 ≥ − n
p−1 , as desired. �

3.2. Characters. A complex representationof a groupG is a homomorphismρ : G → GL(V ) for someC-vector spaceV . If n = dimC V then we may identifyGL(V ) with GLn(C); the integern is called the
degreeof the representationρ. Thecharacterχ = χρ of ρ is the complex-valued function onG that is given
by χ(g) = trace(ρ(g)) for g ∈ G.

Fact 1 The sum
∑

g∈G χ(g) is always an integer that is divisible by|G|.

To see this, consider the linear operatoreρ ∈ EndC(V ) ∼= Mn(C) that is defined byeρ = 1
|G|

∑
g∈G ρ(g).

Note thatρ(g)eρ = eρ holds for allg ∈ G, because multiplication withρ(g) simply permutes the summands
of eρ. Hence,eρ is an idempotent operator:e2

ρ = eρ. Therefore, the trace ofeρ is equal to the rank ofeρ:
trace(eρ) = dimC eρ(V ). On the other hand,trace(eρ) = 1

|G|

∑
g∈G trace(ρ(g)) = 1

|G|

∑
g∈G χ(g). This

proves Fact 1. We remark that Fact 1 is a special case of the so-calledorthogonality relationsof characters.

Fact 2The product of any two characters ofG is again a character ofG. In particular, all
powersχs (s ≥ 0) of a characterχ are also characters ofG.

Here, the0th powerχ0 is the constant function with value1; it is the character of the so-called trivial repre-
sentationG → C∗ = GL1(C) sending everyg ∈ G to 1. In order to show that the product of two characters,
χρ andχρ′ , is itself a character, one needs to construct a complex representation ofG whose character is
χρ · χρ′ . This is achieved by the so-called tensor productρ ⊗ ρ′ of the representationsρ andρ′, a complex
representation of degree equal todeg ρ ·deg ρ′ for whose detailed construction the reader is referred to Isaacs
[19, Chapter 4] or any other text on group representation theory. More generally, tensor products of repre-
sentations can be defined forHopf algebras; they form an important aspect of the current investigationof
quantum groups.

3.3. Vandermonde matrix. Given a collectionz0, . . . , za of elements in some commutative ringR
(later we will takeR = Z), form the familiar Vandermonde matrix

V =




1 z0 z2
0 . . . za

0

1 z1 z2
1 . . . za

1
...

...
...

. . .
...

1 za z2
a . . . za

a


 .

We will exhibit a matrixE overR so that the matrix productV · E is diagonal:

(5) V · E = diag




∏

0≤s≤a
s6=0

z0 − zs,
∏

0≤s≤a
s6=1

z1 − zs, . . . ,
∏

0≤s≤a
s6=a

za − zs


 .
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To this end, letes = es(x1, . . . , xa) denote thesth elementary symmetric function in the commuting variables
x1, . . . , xa . These functions can be defined by

(6)
a∏

i=1

(x − xi) =
a∑

s=0

xs(−1)a−sea−s ,

wherex is an additional commuting variable. Explicitly,es =
∑

I

∏
i∈I xi, whereI runs over all subsets

I ⊆ {1, . . . , a} with |I| = s. Specializingx to zt′ and(x1, . . . , xa) to (z0, . . . , ẑt, . . . , za), whereẑt signals
thatzt has been deleted from the list, and defining

E =
(
(−1)a−sea−s(z0, . . . , ẑt, . . . , za)

)
s,t=0,...,a

equation (6) becomes the desired equation (5).

4. Schur’s proof of Theorems 1 and 2

It remains to prove Proposition 5. So fix a primep and letG be finite subgroup ofGLn(C) whose order
|G| is a power ofp. We assume thattrace(g) ∈ Q holds for allg ∈ G. Since the order of eachg divides|G|,
Lemma 6 implies that the tracestrace(g) can only take the values

zt = n − pt with 0 ≤ t ≤ a =
⌊

n
p−1

⌋
.

Put mt = #{g ∈ G | trace(g) = zt}; so m0 = 1 by Lemma 6. Proposition 5 is the caset = 0 of the
following

CLAIM . For all0 ≤ t ≤ a, the order|G| divides the productmtp
a

∏

0≤s≤a
s6=t

s − t.

To prove this, note that the inclusionG ⊆ GLn(C) is a complex representation ofG with characterχ(g) =
trace(g). Therefore, it follows from Facts 1 and 2 above that, for eachnon-negative integers, the sum∑

g∈G trace(g)s is an integer that is divisible by|G|. In other words,
∑a

t=0 mtz
s
t ≡ 0 mod |G| or, in matrix

form,

(7) (m0, . . . , ma) · V ≡ (0, . . . , 0) mod |G| ,
whereV = (zs

t )t,s=0,...,a is the Vandermonde matrix, as in§3.3. Multiplying both sides of equation (7) with
the matrixE constructed in§3.3, we deduce from equation (5) that

mt

∏

0≤s≤a
s6=t

zt − zs ≡ 0 mod |G|

holds for all0 ≤ t ≤ a. Sincezt − zs = p(s − t), this is exactly what the claim states. This completes the
proof of Proposition 5, and hence Theorems 1 and 2 are proved as well.

5. Minkowski’s reduction method

Minkowski’s original proof of Theorem 1 is quite different from Schur’s. The essential tool are reduc-
tion homomorphisms to the general linear group over certainfinite fields. The reduction method applies
to algebraic number fieldsK, that is, finite extensions ofQ, and very quickly yields rough bounds for the
orders of all finite subgroupsG ⊆ GLn(K); see Proposition 11 below. In fact, subgroupsG ⊆ GLn(C)
satisfying onlytrace(g) ∈ K for all g ∈ G can also be treated by this strategy due to the fact that linear
groups over finite fields can be realized over the subfield generated by the traces; see Lemma 8. A sharp
bound for the2′-part of|G| can be easily deduced in this way from the well-known order ofthe general linear
group over a finite field together with some elementary numbertheoretic observations; see Proposition 15.
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The2-part of|G| requires additional information concerning certain classical groups associated to hermitian
or skew-hermitian forms. This will be explained in§§ 5.5 and 5.6 below.

As usual, the field withq elements will be denoted byFq. We will also occasionally write thep-part of
an integerm asmp = pvp(m), andmp′ will denote thep′-part ofm; somp′ = m/mp.

5.1. The general linear group over finite fields.It is well-known and easy to see thatGLn(Fq) has
order

∏n−1
i=0 (qn − qi); cf., e.g., Rotman [38, Theorem 8.5]. Thus, ifq = pf then

(8) |GLn(Fq)|p′ =

n∏

i=1

(qi − 1) .

LEMMA 7. Let ℓ be an odd prime. There are infinitely many primesp such that

|GLn(Fpf )|ℓ = ℓ(1+vℓ(f))⌊n/τ⌋ (⌊n/τ⌋!)ℓ

holds for all positive integersn andf , whereτ = ℓ−1
(ℓ−1,f) .

PROOF. We use the fact that, for odd primesℓ, the group of units(Z/ℓsZ)∗ of the ringZ/ℓsZ is cyclic
of orderϕ(ℓs) = ℓs−1(ℓ − 1). Any integer whose residue class moduloℓ2 generates(Z/ℓ2Z)∗ will also
generate the units modulo all powersℓs; see [18, proof of Theorem 2 on p. 43]. Moreover, by Dirichlet’s
theorem on primes in arithmetic progression (e.g., [40, p. 61]), the residue class moduloℓ2 of any generator
of (Z/ℓ2Z)∗ contains infinitely many primesp. Let p be one of these primes. Thenp has orderϕ(ℓs) in
(Z/ℓsZ)∗; sopi ≡ 1 mod ℓs if and only if i is divisible byϕ(ℓs). In other words,ℓ dividespi − 1 if and
only if ℓ − 1 dividesi and, in this case,

(pi − 1)ℓ = ℓ
(

i
ℓ−1

)
ℓ

.

Now putq = pf . Thenℓ dividesqi − 1 if and only if τ dividesi and, in this case,(qi − 1)ℓ = ℓ fℓ (i/τ)ℓ.
For1 ≤ i ≤ n, this applies toi = τ, 2τ, . . . , ατ , whereα = ⌊n/τ⌋. Thus,|GLn(Fpf )|ℓ =

∏n
i=1(q

i − 1)ℓ =
(ℓ fℓ)

α
(α!)ℓ , which proves the lemma. �

We remark that, forf = 1, the expressionℓ(1+vp(f))⌊n/τ⌋ (⌊n/τ⌋!)ℓ in Lemma 7 is identical with the
ℓ-part of the Minkowski boundM(n); see equation (3). Thus, for an odd primeℓ,

(9) |GLn(Fp)|ℓ = M(n)ℓ

holds for infinitely many primesp. Lemma 7 fails for the primeℓ = 2, because the linear group is too big.
For example, for all odd primesp, |GL2(Fp)|2 = (p − 1)2(p

2 − 1)2 is divisible by16 while M(2)2 = 8.

LEMMA 8. LetG be a finite subgroup ofGLn(Fq), whereq = pf . Assume thatp does not divide|G| and
thatp > n. If all g ∈ G satisfytrace(g) ∈ F for some subfieldF ⊆ Fq thenG is conjugate to a subgroup of
GLn(F ).

PROOF. Let k = F alg denote an algebraic closure ofF with Fq ⊆ k, and letσ denote the canonical
topological generator ofGal(k/F ) ∼= Ẑ. Thenσ acts onGLn(k) by (gi,j)

σ
n×n =

(
gσ

i,j

)
n×n

. By our
hypothesis on traces, the mapG → GLn(k), g 7→ gσ, is ak-representations ofG having the same character
as the inclusionG →֒ GLn(k). Since both representations are semisimple, by Maschke’s theorem, they are
isomorphic. (The proof of [4, § 12, Proposition 3] works in characteristicp > n.) Thus, there exists a matrix
u ∈ GLn(k) such thatugu−1 = gσ holds for allg ∈ G. By Lang’s theorem [27], we can writeu = vσv−1

for somev ∈ GLn(k). Thus, eachv−1gv is fixed byσ, and hence it belongs toGLn(F ). By the Noether-
Deuring Theorem (e.g., Curtis-Reiner [11, p. 139]), we may replacev by a matrix inGLn(Fq), proving the
lemma. �
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REMARKS. (a) Lang’s theorem is a much more general result than what isactually needed for the proof
of Lemma 8; see, e.g., Borel [2, Corollary 16.4]. Indeed, we only invoke the theorem for thealgebraic group
GLn and, in this case, it is a special case of Speiser’s version ofHilbert’s Theorem 90: the Galois cohomology
setH1(F, GLn) is trivial for every fieldF ; cf. Serre [41, Proposition X.3] or Knus et. al. [25, Remark 29.3].
For a finite fieldF , triviality of H1(F, GLn) amounts to the desired fact that everyu ∈ GLn(F alg) can be
written asu = vσv−1, whereσ is the Frobenius generator ofGal(F alg/F ); see [25, Exercise 2 on p. 442].

(b) It follows from (a) thatH1(Fq, PGLn) is trivial as well: everyU ∈ PGLn(Falg
q ) = GLn(Falg

q )/(Falg
q )∗

can be written asU = V σV −1 for someV ∈ PGLn(Falg
q ). Moreover, triviality ofH1(Fq, PGLn) is equiv-

alent to Wedderburn’s commutativity theorem for finite division rings; see [41, Proposition X.8] or [25,
p. 396]. For an alternative proof of a version of Lemma 8 basedon Wedderburn’s commutativity theorem,
see Isaacs [19, Theorem 9.14]. Incidentally, Wedderburn’s article [44] appeared in 1905, as did Schur’s, and
Speiser’s generalization of Hilbert’s Theorem 90 appearedin 1919 [43, Satz 1]. None of this was available
to Minkowski when [33] was written.

5.2. The reduction map. Throughout this section,K will denote an algebraic number field andG will
be a finite subgroup ofGLn(K). Furthermore,O = OK will denote the ring of algebraic integers inK.

Put L =
∑

g∈G g · On ⊂ Kn; this is aG-stable finitely generatedO-submodule ofKn. If O is a
principal ideal domain (or, put differently,K has class number1) then the theory of modules over PIDs tells
us thatL is isomorphic toOn; see, e.g., Jacobson [20, Section 3.8]. Therefore:

If O = OK is a PID thenG is conjugate inGLn(K) to a subgroup ofGLn(O).

For K = Q, for example, this says that every finite subgroup ofGLn(Q) can be conjugated intoGLn(Z).
This explains why it was enough to look at integer matrices rather than matrices overQ in Section 2.

In general,O is a Dedekind domain and the foregoing applies “locally”: for every prime idealp of O,
the localizationOp is a PID; see Jacobson [21, Section 10.2]. Consequently, as above, we may conclude that
G is conjugate inGLn(K) to a subgroup ofGLn(Op), and hence we may assume thatG ⊆ GLn(Op) after
replacingG by a conjugate. In fact, except for finitely many primes ofO, the groupG is actually contained
in GLn(Op) at the outset: ifa ∈ O is a common denominator for all matrix entries of all elements of
the originalG thenG ⊆ GLn(O[1/a]); so any primep not containinga will do. Now let p 6= 0 and put
(p) = p ∩ Z. ThenO/p is a finite field of characteristicp. The number of elements ofO/p is often called
theabsoluteor counting normof p; it will be denoted byN (p). Thus,

O/p ∼= FN(p) and N (p) = pf ,

wheref = f(p/Q) is the relative degree ofp overQ. Reduction of all matrix entries modulo the maximal
idealpOp of Op gives a homomorphism

(10) GLn(Op) → GLn(FN (p)) ,

becauseOp/pOp
∼= O/p. The following lemma is well-known. Only the first assertionwill be needed later;

the second is included for its own sake. Recall that, sinceOp is a local PID, its non-zero ideals are exactly the
powers of the maximal idealpOp. Theramification indexof p overQ is the powere such thatpOp = peOp.

LEMMA 9. The kernel of the reduction homomorphism(10) has at mostp-torsion. In fact, any torsion
elementg in the kernel satisfiesgpi

= 1n×n for somepi ≤ ep/(p − 1).

PROOF. For eachg ∈ GLn(Op), defined(g) = sup{m | g − 1n×n ∈ Mn(pmOp)}; so d(g) = ∞
if and only if g = 1n×n andd(g) > 0 if and only if g belongs to the kernel of (10). Now assume that
0 < d = d(g) < ∞ and writeg = 1n×n + πdh, whereπ is a generator of the idealpOp and h ∈
Mn(Op) \ Mn(pOp). Thengr = 1n×n + πd(rh + s) with s =

∑ℓ
i=2

(
r
i

)
πd(i−1)hi ∈ Mn(pOp). If

(r, p) = 1 thenrh + s /∈ Mn(pOp) and sogr 6= 1n×n. This shows that the kernel of (10) has at most
p-torsion.



10 ROBERT M. GURALNICK AND MARTIN LORENZ

We claim that anyg ∈ GLn(Op) with d = d(g) > 0 satisfiesd(gp) ≥ min{e+d, pd}, andd(gp) = e+d
if pd > e + d. Indeed, we may assume thatd < ∞. Writing g = 1n×n + πdh be as above, we obtain
gp = 1n×n + πdphp + t with t =

∑p−1
i=1

(
p
i

)
πdihi. Sincep divides all binomial coefficients

(
p
i

)
occurring in

t, we havet ∈ Mn(pe+dOp) \ Mn(pe+d+1Op). The claim follows from this. We conclude in particular that
gp 6= 1n×n if ∞ > (p − 1)d > e.

Now assume thatg ∈ GLn(Op) is a torsion-element with0 < d(g) < ∞. Thengpi

= 1n×n for
some positive integeri. If i is chosen minimal then our observations in the previous paragraph imply that
e ≥ (p − 1)d(gpi−1

) ≥ (p − 1)pi−1d(g). Hence,pi ≤ ep/(p− 1) which proves our second assertion.�

The above proof also shows that ifm(p − 1) > e then there is no non-trivial torsion in the kernel of the
homomorphismGLn(Op) → GLn(O/pm) that is defined by reduction of all matrix entries modulopmOp.

EXAMPLE 10. LetK = Q. Thenp = (p) ande = 1. Thus, in Lemma 9, we must havei = 0 when
p is an odd prime, andi ≤ 1 whenp = 2. In other words, the kernel of the reduction mapGLn(Z(p)) →
GLn(Fp) is torsion-free for oddp. Forp = 2, the only non-trivial torsion possible is order2. The kernel of
GLn(Z(2)) → GLn(Z/4Z) is torsion-free.

The first assertion of Lemma 9 implies that thep′-part |G|p′ of the order ofG divides|GLn(FN (p))|p′ .
In view of equation (8), this yields the following proposition.

PROPOSITION11. LetG be a finite subgroup ofGLn(K), whereK is an algebraic number field. Then,
for each non-zero primep ofOK lying overp ∈ Z, |G|p′ divides

∏n
i=1(N (p)i − 1) .

Applying Proposition 11 with any two choices ofp lying over different rational primes yields a bound
for the order ofG. Moreover, Proposition 11 comes close to establishing the Minkowski boundM(n) for the
field of rational numbers:

EXAMPLE 12. For a finite subgroupG ⊆ GLn(Q) and a given primeℓ, Proposition 11 implies that the
ℓ-part |G|ℓ of the order ofG divides|GLn(Fp)|ℓ, wherep is any prime other thanℓ. Furthermore, ifℓ 6= 2
then|GLn(Fp)|ℓ = M(n)ℓ for infinitely many primesp, by (9). Thus, we have shown (again) that ifG is a
finite subgroup ofGLn(Q) then|G|ℓ dividesM(n)ℓ for all primesℓ 6= 2. In order to extend this to the prime
ℓ = 2, Minkowski uses additional facts about quadratic forms. This will be explained below.

5.3. The Schur bound. Fix an algebraic number fieldK. We will describe certain constantsS(n, K),
introduced by Schur in [39], for the purpose of extending Theorem 2 to general algebraic number fields.
Thus,S(n,Q) will be identical toM(n). Like M(n), the constantS(n, K) will be defined as a product of
ℓ-factors for all prime numbersℓ, and almost allℓ-factors will be1. Throughout, we put

ζm = e2πi/m ∈ C .

For a given primeℓ, the chainK ∩ Q(ζℓ) ⊆ · · · ⊆ K ∩ Q(ζℓm) ⊆ K ∩ Q(ζℓm+1) ⊆ . . . of subfields of
K must stabilize, sinceK is finite overQ. Thus we may define

(11) m(K, ℓ) = min{m ≥ 1 | K ∩ Q(ζℓm) = K ∩ Q(ζℓm+1) = . . . } .

Now put

(12) t(K, ℓ) = [Q(ζℓm(K,ℓ)) : K ∩ Q(ζℓm(K,ℓ))] .

and define

S(n, K) = 2n−⌊ n
t(K,2) ⌋ ∏

ℓ

ℓ
m(K,ℓ)⌊ n

t(K,ℓ)⌋+⌊ n
ℓt(K,ℓ)⌋+

⌊
n

ℓ2t(K,ℓ)

⌋
+...

(13)

= 2n−⌊ n
t(K,2) ⌋ ∏

ℓ

ℓm(K,ℓ)⌊ n
t(K,ℓ)⌋

(⌊
n

t(K,ℓ)

⌋
!
)

ℓ
.
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Here,ℓ runs over all rational primes, including2, and the second equality follows from equation (2). Since
t(K, ℓ)[K : Q] ≥ ℓ − 1, only finitely manyℓ will satisfy t(K, ℓ) ≤ n and so almost allℓ-factors are trivial.

EXAMPLE 13. LetK = Q(ζk) for some positive integerk. SinceQ(ζk) ∩ Q(ζt) = Q(ζ(k,t)), we have
m(K, ℓ) = max{1, vℓ(k)}. If ℓ does not dividek thent(K, ℓ) = ℓ − 1; otherwiset(K, ℓ) = 1. ForK = Q
in particular, we obtainm(Q, ℓ) = 1 andt(Q, ℓ) = ℓ − 1 for all ℓ. Thus, equation (13) reduces to (1) and so
S(n,Q) = M(n).

In [39], Schur proved the following generalization of Theorem 2 using a larger dose of character theory
than what was needed in Section 4.

THEOREM 14 (Schur 1905).LetG be a finite subgroup ofGLn(C) such that the traces of all elements
of G belong to some fixed algebraic number fieldK. Then|G| dividesS(n, K).

An alternative description of the constantsS(n, K) is as follows. Letµℓ∞ denote the group of all
ℓ-power complex roots of unity. ThenK ∩ Q(µℓ∞) = K ∩ Q(ζℓm(K,ℓ)).

• If ℓ is odd then eachK ∩ Q(ζℓm)/Q is a subextension ofQ(ζℓm)/Q which is cyclic with Galois group
isomorphic to(Z/ℓZ)∗ ∼= Z/ℓm−1Z × Z/(ℓ − 1)Z. Also, K ∩ Q(ζℓ) is the fixed subfield ofK ∩ Q(ζℓm)
under the groupZ/ℓm−1Z. Thus,[K∩Q(ζℓm ) : Q] = [K ∩Q(ζℓ) : Q][K ∩Q(ζℓm) : Q]ℓ and[K ∩Q(ζℓ) : Q]
is a divisor ofℓ − 1. Hence, for odd primesℓ,

m(K, ℓ) = 1 + vℓ([K ∩ Q(µℓ∞) : Q])(14)

t(K, ℓ) = [Q(ζℓ) : K ∩ Q(ζℓ)] = ℓ−1
(ℓ−1,[K∩Q(µℓ∞):Q]) .

• For the primeℓ = 2, the extensionQ(ζ2m)/Q has Galois group(Z/2mZ)∗ ∼= Z/2m−2Z × Z/2Z
(m ≥ 2). The factorZ/2Z is generated by complex conjugation. Whenm > 2, the fieldQ(ζ2m ) has
exactly three subfields that are not contained inQ(ζ2m−1 ): besidesQ(ζ2m), there areQ(ζ2m + ζ−1

2m ) andQ(ζ2m−ζ−1
2m ). If t(K, 2) = 1, which certainly holds whenm(K, 2) = 1 orm(K, 2) = 2, thenK∩Q(µ2∞) =Q(ζ2m(K,2) ), and so[K∩Q(µ2∞) : Q] = 2m(K,2)−1. If t(K, 2) 6= 1 thenK∩Q(µ2∞) must be equal to eitherQ(ζ2m(K,2) + ζ−1

2m(K,2) ) or Q(ζ2m(K,2) − ζ−1
2m(K,2)). Thus,t(K, 2) = 2 and[K ∩ Q(µ2∞) : Q] = 2m(K,2)−2.

In either case, the2-factor ofS(n, K) in (13) simplifies to

(15) S(n, K)2 = [K ∩ Q(µ2∞) : Q]⌊ n
t(K,2) ⌋2n(n!)2

The following properties ofS(n, K) are easy to verify:

(16) S(m, K)S(n, K) dividesS(m + n, K)

and

(17) S(n, K) dividesS(n, F ) if K ⊆ F .

5.4. Odd primes. The following proposition establishes Theorem 14 for the2′-part of|G|. The special
case whereK = Q was done earlier in Example 12.

PROPOSITION15. Let G be a finite subgroup ofGLn(C). Assume that the traces of all elements ofG
belong to some algebraic number fieldK. Then|G|ℓ dividesS(n, K) for all odd primesℓ.

PROOF. ReplacingG by a conjugate inGLn(C) if necessary, we can make sure thatG ⊆ GLn(F ) for
some algebraic number fieldF ⊇ K. Indeed, any splitting field forG that is finite overK will serve this
purpose; see [19, Theorem 9.9]. LetO = OF denote the ring of algebraic integers ofF and consider any
non-zero primep of O such thatG ⊆ GLn(Op) andℓ /∈ p. Put(p) = p ∩ Z and assume thatp is chosen as
in Lemma 7 and also satisfiesp > n. Let ρ : G → GLn(FN(p)) denote the reduction homomorphism (10)
restricted toG. Upon replacingG by a Sylowℓ-subgroup, the mapρ becomes injective, by Lemma 9, and
our goal now is to show that|G| dividesS(n, K)ℓ.
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As in the first paragraph of the proof of Lemma 6, one sees that the traces of all elements ofG actually
belong to the ring of algebraic integersOK′ of the fieldK ′ = K ∩ Q(µℓ∞). Therefore,trace(ρ(g)) ∈ Fq

holds for allg ∈ G, whereq = N (p ∩ OK′) = pf . Lemma 8 now implies thatρ(G) is conjugate to a
subgroup ofGLn(Fq) and Lemma 7 further gives that

|G| divides |GLn(Fq)|ℓ = ℓ(1+vℓ(f))⌊n
τ ⌋ (⌊

n
τ

⌋
!
)

ℓ
,

whereτ = ℓ−1
(ℓ−1,f) . Now, for oddℓ,

S(n, K)ℓ = ℓm(K,ℓ)⌊ n
t(K,ℓ)⌋

(⌊
n

t(K,ℓ)

⌋
!
)

ℓ

with m(K, ℓ) = 1+vℓ([K∩Q(µℓ∞) : Q]) andt(K, ℓ) = ℓ−1
(ℓ−1,[K∩Q(µℓ∞):Q]) by (14). Since the residue class

of p generates(Z/ℓsZ)∗ for all s, p remains prime inZ[ζℓs ]; see the proof of Lemma 7 and [18, Theorem
2 on p. 196]. In particular,p remains prime inOK′ , and sof = f(p ∩ OK′/Q) = [K ∩ Q(µℓ∞) : Q].
Therefore,|GLn(Fq)|ℓ = S(n, K)ℓ and the proposition is proved. �

5.5. Unitary, orthogonal and symplectic groups.In this section, we review some standard facts about
hermitian and skew-hermitian forms and certain classical groups that are associated with them. Throughout,k will denote a field anda 7→ aθ will be an automorphism ofk satisfyingθ2 = Id. We assume for simplicity
thatchark 6= 2.

5.5.1. Sesquilinear forms.Let V denote ann-dimensional vector space overk. A bi-additive map
β : V × V → k is calledsesquilinear(with respect toθ) if

β(av, bw) = abθβ(v, w)

holds for all v, w ∈ V and a, b ∈ k. Whenθ is the identity, sesquilinear forms are ordinary bilinear
forms. A sesquilinear formβ is callednon-singularif β satisfies the following equivalent conditions: (i)
β(v, V ) = {0} for v ∈ V impliesv = 0; (ii) β(V, v) = {0} for v ∈ V impliesv = 0; (iii) for any basis
{v1, . . . , vn} of V , the matrix(β(vi, vj))n×n has non-zero determinant; see [29, Proposition XIII.7.2]. Ifβ
is any sesquilinear form onV andg ∈ GL(V ) then, definingβg(v, v′) := β(g(v), g(v′)) for v, v′ ∈ V , one
again obtains a sesquilinear formβg onV with respect toθ; it is calledequivalentto β.

Sesquilinear formsβ satisfyingβ(w, v) = β(v, w)θ (resp. β(w, v) = −β(v, w)θ) for all v, w ∈ V
are calledhermitian(resp.skew-hermitian). The stabilizer inGL(V ) of a non-singular hermitian or skew-
hermitian formβ is called the group ofisometriesof (V, β) and is denoted byIso(V, β); so

Iso(V, β) = {g ∈ GL(V ) | β(g(v), g(v′)) = β(v, v′) for all v, v′ ∈ V } .

Let β be non-singular skew-hermitian. Ifβ(v, v) 6= 0 for somev ∈ V thenβ′ = β(v, v)β is a non-singular
hermitian form onV with Iso(V, β′) = Iso(V, β). On the other hand, ifβ(v, v) = 0 for all v ∈ V then it is
easy to see thatθ = Id and soβ is an alternating bilinear form. Therefore, when studying isometry groups
of non-singular hermitian or skew-hermitian formsβ onV , it suffices to consider the following cases:

unitary case: β is hermitian with respect toθ 6= Id;
orthogonal case: β is symmetric bilinear (θ = Id);
symplectic case:β is alternating bilinear (θ = Id).

5.5.2. Twisting modules.Now assume thatV is a finitely generated (left)k[G]-module, whereG is a
finite group. We letV θ = {vθ | v ∈ V } denote a copy ofV with operations

vθ + wθ = (v + w)θ , (av)θ = aθvθ and gvθ = (gv)θ

for v, w ∈ V , a ∈ k andg ∈ G. ThenV θ becomes ak[G]-module and

(18) traceV θ/k(g) =
(
traceV/k(g)

)θ
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holds for allg ∈ G. Furthermore, there is an isomorphism ofk[G]-modules

(19)
(
V ⊗k V θ

)∗ ∼= {sesquilinear formsV × V → k with respect toθ} .

The isomorphism sends a linear forϕ : V ⊗k V θ → k to the formϕ̃ : V × V → k given by ϕ̃(v, w) =
ϕ(v ⊗ wθ). The groupS2 = 〈τ〉 acts on the space of sesquilinear formsβ : V × V → k with respect toθ by

(τβ)(v, w) = β(v, w)θ

for v, w ∈ V . This action commutes with the action ofG. Note however that the action is onlyk-semilinear:
τ(aβ) = aθτβ. Clearly,β is hermitian (resp. skew-hermitian) if and only ifτβ = β (resp.τβ = −β).

LEMMA 16. Letσ : G → GL(V ) be an irreducible representation of the finite groupG. If V ∗ ∼= V θ ask[G]-modules thenσ(G) ⊆ Iso(V, β) for some non-singular formβ onV that is hermitian or skew-hermitian
with respect toθ.

PROOF. SinceV ∗ ∼= V θ, we haveV ∗ ⊗k V ∼=
(
V ⊗k V θ

)∗
and so

Endk(V ) ∼= {sesquilinear formsV × V → k with respect toθ}
ask[G]-modules, by (19). The identityIdV ∈ Endk(V ) therefore corresponds to a non-zeroG-invariant
sesquilinear formβ. Write β = β+ + β− with β± = 1

2 (1 ± τ)(β), whereS2 = 〈τ〉 as above. Then
τβ± = ±β; so β+ is hermitian andβ− is skew-hermitian with respect toθ, and at least one of them is
non-zero. Moreover, bothβ± areG-invariant, since the actions ofτ andG commute. Finally, any non-zero
G-invariant hermitian or skew-hermitian form onV is non-singular, because its radical is a properk[G]-
submodule ofV , and hence it must be zero becauseV is assumed simple. �

5.5.3. Isometry groups over finite fields.We will now concentrate on the case of a finite fieldk = Fq of
orderq = pf for some odd primep. Let β be a non-singular hermitian or skew-hermitian form onV ∼= Fn

q .
Since we are only interested in the group of isometriesIso(V, β), we may assume thatβ is unitary, orthogonal
or symplectic. The orders of these groups are classical; seeDieudonné [13] or Artin [1, Section III.6], for
example. The original sources are Minkowski’s dissertation [32] and Dickson [12].

unitary case: Sinceθ has order2 in this case,f must be even. Moreover,β is unique up to equiva-
lence, and soIso(V, β) is determined up to conjugation. The order ofIso(V, β) is

(20) | Iso(V, β)| = pfn(n−1)/4
n∏

i=1

(pfi/2 − (−1)i) .

symplectic case:Again,β is unique up to equivalence. The dimensionn must be even. One has

(21) | Iso(V, β)| = qn2/4

n/2∏

i=1

(q2i − 1) .

orthogonal case: Here, the order ofIso(V, β) is given by

(22) | Iso(V, β)| =





2q(n−1)2/4

(n−1)/2∏

i=1

(q2i − 1) if n is odd,

2qn(n−2)/4(qn/2 − ε)

(n−2)/2∏

i=1

(q2i − 1) if n is even,

whereε = ±1 depends on the formβ. The detailed description ofε will not matter for us.

LEMMA 17. Let K be an algebraic number field contained inQ(µ2∞) (soK is Galois overQ and in
particular stable under complex conjugation). IfK * R then assume thatt(K, 2) = 1. There are infinitely
many odd primesp of the ring of algebraic integersOK satisfying the following two conditions:
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(i) p is stable under complex conjugation, and
(ii) If β is any non-singular hermitian or skew-hermitian form onV = Fn

q with respect to the au-
tomorphismθ of OK/p = Fq that is afforded by complex conjugation then| Iso(V, β)|2 divides
S(n, K)2.

PROOF. We will need the following elementary observation. Ifp is a prime satisfyingp ≡ −1 + 2k

mod 2k+1 for somek ≥ 2 then, for all positive integersi,

(23) (pi − (−1)i)2 = 2ki2 .

To see this, we remark first that(pi − 1)2 = 2 holds for oddi, because the residue class ofp modulo4 is the
nonidentity element of(Z/4Z)∗, and hence the same holds for all odd powers ofp. Moreover, sincep2 ≡ 1
mod 2k+1, we havepi ≡ 1 mod 2k+1 for all eveni, and hence(pi + 1)2 = 2. Now, to prove (23), assume
first thati is odd, sayi = 2j + 1. Then the foregoing implies thatpi − (−1)i = p2jp + 1 ≡ p + 1 ≡ 2k

mod 2k+1, and so(pi − (−1)i)2 = 2k, proving (23) for odd values ofi. Finally, assume thati = 2j. Then
pi − (−1)i = (pj − 1)(pj + 1). If j is odd then we know that(pj + 1)2 = 2k and(pj − 1)2 = 2, and hence
(pi − (−1)i)2 = 2k+1, as desired. Whenj is even then(pj − 1)2 = 2kj2, by induction, and(pj + 1)2 = 2,
as we remarked earlier. Thus, (23) is proved in all cases.

Turning to the proof of the lemma, note thatK/Q is Galois, being a subextension of the abelian extensionQ(µ2∞)/Q. Putm = m(K, 2), t = t(K, 2) andζ = ζ2m . Then (15) becomes

S(n, K)2 = [K : Q]⌊n/t⌋2n(n!)2

andK is one of the fieldsQ(ζ) or Q(ζ + ζ−1); see§5.3. We will deal with each of these cases separately.
Throughout,p will denote a prime ideal ofOK and we putq = N (p) and(p) = p ∩ Z.

First consider the case whereK is real. Then property (i) is automatic andIso(V, β) is symplectic or
orthogonal. Replacing the factor(qn/2−ε) in formula (22) for evenn by its multiple(qn/2−ε)(qn/2+ε)/2 =

(qn −1)/2 and deletingq-factors (which are odd) we obtain the expression
∏n/2

i=1(q
2i −1) that only depends

onn andq and is identical to (21) stripped of itsq-factors. Put

o(n, q) =





2

(n−1)/2∏

i=1

(q2i − 1) if n is odd,

n/2∏

i=1

(q2i − 1) if n is even.

Now q = pf , wheref = [OK/p : Fp] is a divisor of[K : Q]; sof is a power of2. Choosep to lie over any
rational primep with p ≡ 3 mod 8. Then (23) withk = 2 implies that the2-part ofq2i − 1 for i ≥ 1 is
given by

(
q2i − 1

)
2

= 8fi2. It follows that the2-part ofo(n, q) can be written aso(n, q)2 = f ⌊n/2⌋2n(n!)2
in both cases. Sincef is a divisor of[K : Q] andt equals1 or 2, we see thato(n, q)2 dividesS(n, K)2
which settles the symplectic and orthogonal cases.

Next, letK = Q(ζ) with m ≥ 2. Choosep to lie over any rational primep satisfyingp ≡ −1 + 2m

mod 2m+1. Thep is stable under complex conjugation. Indeed, the decomposition group ofp is generated
by the automorphism ofK sendingζ to ζp (cf., e.g., [18, Corollary on p. 197]), and our choice ofp implies
thatζp = ζ−1 = ζ. Thus, complex conjugationbelongs to the decomposition group ofp, and it must in
fact generated the decomposition group, becauseis not a square inGal(K/Q). Sincep is unramified overQ, its relative degree overQ equalsf = 2; soq = p2. Therefore, (20) and (23) give

| Iso(V, β)|2 =

n∏

i=1

(pi − (−1)i)2 = 2mn(n!)2 = 2(m−1)n2n(n!)2 .

Since[K : Q] = 2m−1 andt = 1, the last expression is equal toS(n, K)2, thereby completing the proof of
the lemma. �
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The lemma fails in the excluded caseK * R, t(K, 2) = 2. For example, letK = Q(
√
−2). Then

m(K, 2) = 3 andt(K, 2) = 2 and soS(n, K)2 = 2⌊n
2 ⌋2n(n!)2. On the other hand, ifp is an odd prime

of OK that is stable under complex conjugation, thenf(p/Q) = 2 andp ≡ −1 mod 8. It follows that
| Iso(V, β)|2 =

∏n
i=1(p

i − (−1)i)2 is divisible by23n which is too big.

5.6. The prime ℓ = 2. The following proposition complements Proposition 15. It would be nice to
remove the restrictionsK ′ = K ∩ Q(µ2∞) ⊆ R or t(K, 2) = 1 on K. This would require replacing the
isometry groupsIso(V, β) by suitable subgroups.

PROPOSITION18. LetG be a finite subgroup ofGLn(C) such that the traces of all elements ofG belong
to some fixed algebraic number fieldK. Assume thatK ′ = K ∩ Q(µ2∞) ⊆ R or t(K, 2) = 1. Then|G|2
dividesS(n, K).

PROOF. We may assume thatG is a2-group. Therefore,trace(g) ∈ OK′ for all g ∈ G. ReplacingK
by K ′, we may assume thatK = K ′ ⊆ Q(µ2∞); see (17). Choose a primep of OK as in Lemma 17 and put
q = N (p). As in the proof of Proposition 15, we can arrange thatG ⊆ GLn(F ) for some algebraic number
field F containingK. Choose a primeP of O = OF lying overp and putk = O/P; soFq = OK/p ⊆ k.
We may assumeG ⊆ GLn(OP) and that(p) = P ∩ Z satisfiesp > n. By Lemma 9, the reduction
homomorphismGLn(OP) → GLn(k) is injective onG. We will write the restriction of this map toG as

ρ : G →֒ GLn(k) .

Thentrace ρ(g) = trace g mod p ∈ Fq ⊆ k for g ∈ G, andtrace ρ(g−1) = (trace ρ(g))
θ, whereθ denotes

the automorphism ofFq that is afforded by complex conjugation, as in Lemma 17. Now Lemma 8 implies
thatρ(G)v = v−1ρ(G)v ⊆ GLn(Fq) for somev ∈ GLn(k); so we may consider the representation

σ = ( . )v ◦ ρ : G →֒ GL(V ) ,

whereV = Fn
q . Note thattraceσ(g) = trace ρ(g) for all g ∈ G. We will write V as a direct sum ofFq[G]-submodulesUi on whichG acts as a subgroup ofIso(Ui, βi) for some non-singular hermitian or skew-

hermitian formβi with respect toθ on Ui. This will imply that |G| divides
∏

i | Iso(Ui, βi)|2, and hence
|G| divides

∏
i S(dimUi, K) by Lemma 17. Since

∏
i S(dimUi, K) is a divisor ofS(

∑
i dimUi, K) =

S(n, K), by (16), the theorem will follow.
To achieve the decomposition ofV , recall thattraceσ(g−1) = (traceσ(g))

θ for all g ∈ G. By (18),
this says that theFq[G]-modulesV ∗ andV θ have the same character, and hence they are isomorphic; see

the proof of Lemma 8. WriteV ∼=
⊕

i V
(ni)
i with non-isomorphic irreducibleFq[G]-modulesVi. Then

V ∗ ∼=
⊕

i (V ∗
i )

(ni) andV θ ∼=
⊕

i

(
V θ

i

)(ni). For eachi, there is ani′ so thatV ∗
i

∼= V θ
i′ . If i = i′ then

Lemma 16 says thatG acts onVi as a subgroup ofIso(Vi, βi) for some non-singular hermitian or skew-
hermitian formβi on Vi. Now assume thati 6= i′. ThenV ∗

i ⊕ V θ
i is a direct summand ofV θ, and hence

Ṽi = (V ∗
i )θ ⊕ Vi is a direct summand ofV . Defining

βi(f
θ + v, f ′θ + v′) = f(v′)θ + f ′(v)

for f, f ′ ∈ V ∗
i andv, v′ ∈ Vi we obtain a non-singular hermitian form oñVi that is preserved by the action

of G. This yields the desired decomposition ofV and completes the proof of the theorem. �
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6. Outlook

We conclude by surveying, without proofs, a number of topicsthat are related to the foregoing.

6.1. The largest groups and recent work on the Jordan bound.
6.1.1. The groupG constructed in Proposition 4 is isomorphic to the so-calledwreath product

Sm+1 ≀ Sa .

By definition,Sm+1 ≀ Sa is the semidirect product ofSa
m+1 ⋊ Sa , whereSa acts onSa

m+1 = Sm+1 × · · · ×
Sm+1 by permuting thea factorsSm+1. The special casem = 1 yields the group{±1} ≀ Sn, a subgroup
of GLn(Z) order2nn! which is also known as the automorphism groupAut(Bn) of the root system of type
Bn; see [3]. For almost all values ofn, these particular groups turn out to be the largest finite groups that
can be found insideGLn(Z), and even insideGLn(Q) (see§5.2). Indeed, Feit [15] has shown that, for all
n > 10 and forn = 1, 3, 5, the finite subgroups ofGLn(Q) of largest order are precisely the conjugates
of Aut(Bn). For the remaining values ofn, Feit also characterizes the largest finite subgroups ofGLn(Q)
and shows that they are unique up to conjugacy. Feit’s proof depends in an essential way on an unfinished
manuscript of Weisfeiler [45] which establishes an estimate for the so-called Jordan bound; see§ 6.1.2
below. An alternative proof of Feit’s theorem for sufficiently large values ofn has been given by Friedland
[17] who relies on another (published) article of Weisfeiler’s, [46]. Both [45] and [46] depend crucially on
the classification of finite simple groups.

Sadly, the two protagonists of the developments sketched above are no longer with us: Walter Feit passed
away on July 29, 2004 while Boris Weisfeiler disappeared in January 1985 during a hiking trip in the Chilean
Andes. The present status of the investigation into Weisfeiler’s disappearance is documented on the web site
http://www.weisfeiler.com/boris/. For further information on the subject of finite subgroups of GLn(Z) and
of GLn(Q), especially maximal ones, see, e.g., Nebe and Plesken [34], Plesken [37], the first chapter of [31]
and, at a more elementary level, the article [26] by Kuzmanovich and Pavlichenkov.

6.1.2. The Jordan bound comes from the following classical result [23].

THEOREM 19 (Jordan 1878).There exists a functionj : N → N such that every finite subgroup of
GLn(C) contains an abelian normal subgroup of index at mostj(n).

Early estimates for the optimal functionj(n) were quite astronomical. Until fairly recently, the best
known result was due to Blichfeldt:j(n) ≤ n! 6(n−1)(π(n+1)+1), whereπ(n + 1) denotes the number of
primes≤ n + 1; see [14, Theorem 30.4]. SinceSn+1 ⊆ GLn(C), as explained in the proof of Proposition 4,
one must certainly havej(n) ≥ (n + 1)! for n ≥ 4 . In his near-complete manuscript [45], Weisfeiler comes
close to proving that equality holds for large enoughn: he shows that ifn > 63 thenj(n) ≤ (n + 2)!. In
[46], Weisfeiler announces the weaker upper boundj(n) ≤ na log n+bn!. Quite recently, Michael Collins
[10] was able to settle the problem by showing that forn ≥ 71 we do indeed havej(n) = (n + 1)! and, if
this bound is achieved byG, thenG modulo its center is isomorphic toSn+1.

6.1.3. Analogs of Jordan’s Theorem for linear groups in characteristicsp > 0 were established by
Weisfeiler [45], [46], Larsen and Pink [30], and Collins [9]. While both Weisfeiler and Collins rely on the
classification theorem, Larsen and Pink prove a noneffective version of Jordan’s theorem, without explicit
index and degree bounds, by using methods from algebraic geometry and the theory of linear algebraic
groups instead. We will explain Collins’ modular version ofJordan’s Theorem. As usual,Op(G) denotes the
maximal normalp-subgroup of the finite groupG. Furthermore, a group is calledquasisimpleif it is perfect
and simple modulo its center. Collins’ result then reads as follows.

THEOREM20 (Collins 2005).LetF be a field of positive characteristicp and letG be a finite subgroup
of GLn(F ), wheren ≥ 71. PutG = G/Op(G). ThenG has a normal subgroupN such that

(a) N = AQ1 . . . Qm, a central product withA abelian and theQi (quasi)simple Chevalley groups in
characteristicp.



FINITE MATRIX GROUPS 17

(b) [G : N ] ≤
{

(n + 2)! if p dividesn + 2,

(n + 1)! otherwise.

6.2. The Minkowski sequenceM(n). A search of Sloane’sOn-Line Encyclopedia of Integer Se-
quences[42], by entering the first six terms2, 24, 48, 5760, 11520, 2903040 of M(n), turns up a sequence
labeled A053657. This sequence has two additional descriptions besides Minkowski’s description ofM(n)
as the least common multiple of the orders of all finite subgroups ofGLn(Q); the other two will be given
below. We know of no direct argument explaining the (proven)equivalence ofM(n) to the first sequence
below. The equivalence of the second sequence toM(n) is currently supported only by empirical evidence.

• By Chabert et. al. [7], the collection of all leading coefficients of polynomialsf(x) ∈ Q[x] of
degree at mostn such thatf(p) ∈ Z holds for all primesp is a fractional ideal of the form 1

a(n)Z
for suitable positive integersa(n). It turns out that formula (1) is identical with the formula given
in [7, Proposition 4.1] fora(n + 1). ThusM(n − 1) = a(n).

• Following Paul Hanna [42, A075264], we letP (n, z) denote the coefficient ofxn in the Taylor
series for(− ln(1−x)

x )z at x = 0. Thus,
∑∞

m=1

(
z
m

)
ξm =

∑∞
n=1 P (n, z)xn with ξ = − ln(1−x)

x −
1 =

∑∞
k=1

xk

k+1 and
(

z
m

)
= z(z−1)...(z−m+1)

m! . For example,P (1, z) = z
2 , P (2, z) = 5z+3z2

24 ,

P (3, z) = 6z+5z2+z3

48 . In general,P (n, z) ∈ zQ[z]; the polynomialsP (n, z) for n ≤ 8 are listed
in sequence A075264 of OEIS [42]. Paul Hanna has noted that the denominator ofP (n, z), that is,
the positive generator of the ideal{q ∈ Z | qP (n, z) ∈ Z[z]}, appears to coincide withM(n).

In [33], Minkowski states the following recursion for the sequenceM(n); the recursion is easy to check
from (1):

(24) M(2n + 1) = 2 M(2n) and M(2n) = 2 M(2n− 1)
∏

p : p−1|2n

pnp .

The product in (24) ranges over all primesp such thatp − 1 divides2n, andnp denotes thep-part ofn, as
usual. This product has an interpretation in terms of the familiar Bernoulli numbersBn which are defined by

x
ex−1 =

∑∞
n=0 Bn

xn

n! . In fact,Bn = 0 for oddn > 1 while B2n is a rational number whose denominator,
when written in lowest terms, is given by the von Staudt-Clausen theorem: it is equal to

∏
p : p−1|2n p ; cf. [6,

Theorem 1]. Moreover, for each primep such thatp−1 does not divide2n, the numerator ofB2n is divisible
by thep-part np ; see [6, Theorem 5]. Consequently, the product

∏
p : p−1|2n pnp in (24) is equal to the

denominator ofB2n

n . This was already pointed out by Minkowski in [33]. Finally, the asymptotic order of

Mn has been determined by Katznelson [24]: limn→∞ (M(n)/n!)
1/n

=
∏

p p1/(p−1)2 ≈ 3.4109.
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