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Abstract. Quite concrete problems in verification can throw up the
need for a nontrivial body of formalized mathematics and draw on several
special automated proof methods which can be soundly integrated into a
general LCF-style theorem prover. We emphasize this point based on our
own work on the formal verification in the HOL Light theorem prover of
floating point algorithms.

1 Formalized mathematics in verification

Much of our PhD research [11] was devoted to developing formalized mathe-
matics, in particular real analysis, with a view to its practical application in
verification, and our current work in formally verifying floating point algorithms
shows that this direction of research is quite justified.

First of all, it almost goes without saying that some basic facts about real
numbers are useful. Admittedly, floating point verification has been successfully
done in systems that do not support real numbers at all [16, 17, 19]. After all,
floating point numbers in conventional formats are all rational (with denom-
inators always a power of 2). Nevertheless, the whole point of floating point
numbers is that they are approximations to reals, and the main standard gov-
erning floating point correctness [13] defines behavior in terms of real numbers.
Without using real numbers it is already necessary to specify the square root
function in an unnatural way, and for more complicated functions such as sin
it seems hardly feasible to make good progress in specification or verification
without using real numbers explicitly.

In fact, one needs a lot more than simple algebraic properties of the reals.
Even to define the common transcendental functions and derive useful proper-
ties of them requires a reasonable body of analytical results about limits, power
series, derivatives etc. In short, one needs a formalized version of a lot of elemen-
tary real analysis, an unusual mixture of the general and the special. A typical
general result that is useful in verification is the following:

If a function f is differentiable with derivative f ′ in an interval [a, b],
then a sufficient condition for f(x) ≤ K throughout the interval is that
f(x) ≤ K at the endpoints a, b and at all points of zero derivative.



This theorem is used, for example, in finding a bound for the error incurred
in approximating a transcendental function by a truncated power series. The
formal HOL version of this theorem looks like this:

|- (!x. a <= x /\ x <= b ==> (f diffl (f’ x)) x) /\

f(a) <= K /\

f(b) <= K /\

(!x. a <= x /\ x <= b /\ (f’(x) = &0) ==> f(x) <= K)

==> (!x. a <= x /\ x <= b ==> f(x) <= K)

A typical concrete result is a series expansion for π [1]:

π = Σ∞n=0
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This allows us to approximate π arbitrarily closely by rational numbers.
Doing so is important both for detailed analysis of trigonometric range reduction
(reducing an argument x to a trigonometric function to r where x = r+Nπ/2)
and to dispose of trivial side-conditions. For example, an algorithm might rely
on the fact that sin(x) is positive for some particular x, and we can verify this
by confirming that 0 < x < π using an approximation of π. In HOL, the formal
theorem is as follows:

|- (\n. inv(&16 pow n) * (&4 / &(8 * n + 1) - &2 / &(8 * n + 4) -

&1 / &(8 * n + 5) - &1 / &(8 * n + 6))) sums pi

The mathematics needed in floating-point verification is an unusual mixture
of these general and special facts, and it’s sometimes the kind that isn’t widely
found in textbooks. For example, an important result we use is the power series
expansion for the cotangent function (for x 6= 0):

cot(x) = 1/x− 1
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To derive this straightforward-looking theorem, both getting a simple recur-
rence relation for the coefficients and a reasonably sharp bound on their size,
is fairly non-trivial. A typical mathematics book either doesn’t mention such a
concrete result at all, or gives it without proof as part of a “cookbook” of well-
known useful results. After some time browsing in a library, we eventually settled
on formalizing a proof in Knopp’s classic book on infinite series [14]. Formalizing
this took several days of work, drawing extensively on existing analytical lemmas
in HOL. A side-effect is that we derived a general result on harmonic sums, the
simplest special cases of which are the well-known:

1 + 1/22 + 1/32 + 1/42 + · · · = π2/6

and

1 + 1/24 + 1/34 + 1/44 + · · · = π4/90

Knopp remarks



It is not superfluous to realize all that was needed to obtain even the
first of these elegant formulae.

We may add that it is even more surprising that such extensive mathematical
developments are used simply to verify that a floating point tangent function sat-
isfies a certain error bound. Of course, one also needs plenty of specialized facts
about floating point arithmetic, e.g. important properties of rounding. These
theories have also been developed in HOL Light [12] but we will not go into
more detail here.

2 Proof in HOL Light

The theorem prover we are using in our work is HOL Light [8],1 a version of the
HOL prover [5]. HOL is a descendent of Edinburgh LCF [6] which first defined the
‘LCF approach’ that these systems take to formal proof. LCF provers explicitly
generate proofs in terms of extremely low-level primitive inferences, in order to
provide a high level of assurance that the proofs are valid. In HOL Light, as
in most other LCF-style provers, the proofs (which can be very large) are not
usually stored permanently, but the strict reduction to primitive inferences in
maintained by the abstract type system of the interaction and implementation
language, which for HOL Light is CAML Light [4, 23]. The primitive inference
rules of HOL Light, which implements a simply typed classical higher order logic,
are very simple, and will be summarized below.

` t = t
REFL

Γ ` s = t ∆ ` t = u
Γ ∪∆ ` s = u

TRANS

Γ ` s = t ∆ ` u = v
Γ ∪∆ ` s(u) = t(v)

MK COMB

Γ ` s = t
Γ ` (λx. s) = (λx. t)

ABS

` (λx. t)x = t
BETA

{p} ` p ASSUME

Γ ` p = q ∆ ` p
Γ ∪∆ ` q EQ MP

1 See http://www.cl.cam.ac.uk/users/jrh/hol-light/index.html



Γ ` p ∆ ` q
(Γ − {q}) ∪ (∆− {p}) ` p = q

DEDUCT ANTISYM RULE

Γ [x1, . . . , xn] ` p[x1, . . . , xn]
Γ [t1, . . . , tn] ` p[t1, . . . , tn]

INST

Γ [α1, . . . , αn] ` p[α1, . . . , αn]
Γ [γ1, . . . , γn] ` p[γ1, . . . , γn]

INST TYPE

In MK COMB, the types must agree, e.g. s : σ → τ , t : σ → τ , u : σ and v : σ.
In ABS, we require that x is not a free variable in any of the assumptions Γ . In
ASSUME, p must be of Boolean type, i.e. a proposition.

All theorems in HOL are deduced using just the above rules, starting from
three axioms: Extensionality, Choice and Infinity. There are also definitional
mechanisms allowing the introduction of new constants and types, but these are
easily seen to be logically conservative and thus avoidable in principle.

CAML Light also serves as a programming medium allowing higher-level
derived rules (e.g. to automate linear arithmetic, first order logic or reasoning in
other special domains) to be programmed as reductions to primitive inferences,
so that proofs can be partially automated. This is very useful in practice. In
floating point proofs we make extensive use of quite intricate facts of linear
arithmetic, such as:

|- x <= a /\ y <= b /\

abs(x - y) < abs(x - a) /\ abs(x - y) < abs(x - b) /\

(x <= b ==> abs(x - a) <= abs(x - b)) /\

(y <= a ==> abs(y - b) <= abs(y - a))

==> (a = b)

Proving these by low-level primitive inferences can be tedious in the extreme,
so it is immensely valuable to have the process automated. Similarly, we often
use first order automation to avoid tedious low-level reasoning (e.g. chaining
together many inequalities) or exploit symmetries via lemmas such as:

|- (!x y. P x y = P y x) /\

(!x y. Q x ==> P x y)

==> !x y. Q x \/ Q y ==> P x y

Because these are all programmed as reductions to primitive inferences, we
have the security of knowing that any errors in the derived rule cannot result
in false “theorems” as long as the few primitive rules are sound. This can be
especially important in verification of real industrial systems, since an error in
a ‘proof’ can invalidate the entire result.

The basic LCF approach of exploiting traditional automated techniques [3,
15] or high-level methods of proof description [9] by reducing them to primitive



inferences in a single core logic seems to us a very fruitful one. Of course, it has
an efficiency penalty, but as we argue in [7], it is not usually too severe except
in a few special cases. Nevertheless, there is still much more work to be done to
make systems like HOL Light really usable by a nonspecialist. In our opinion, the
most impressive system for formalizing abstract mathematics is Mizar [18, 22],
and importing the strengths of that system into LCF-style provers is a popular
topic of research [10, 21, 24, 26].

The first sustained attempt to actually formalize a body of mathematics
(concepts and proofs) was Principia Mathematica [25]. This successfully derived
a body of fundamental mathematics from a small logical system. However, the
task of doing so was extraordinarily painstaking, and indeed Russell [20] re-
marked that his own intellect ‘never quite recovered from the strain of writing
it’. The correctness theorems we are producing in our work often involve tens or
hundreds of millions of applications of primitive inference rules, and build from
foundational results about the natural numbers up to nontrivial and highly con-
crete applied mathematics. Yet using HOL Light, which can bridge the abyss
between simple primitive inferences and the demands of real applications, doing
so is quite feasible.
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